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Abst r act

The Next Steps in Signaling (NSI'S) working group is considering
protocols for signaling information about a data flow along its path
in the network. The NSIS suite of protocols is envisioned to support
various signaling applications that need to install and/or manipul ate
such state in the network. Based on existing work on signaling

requi renents, this docunent proposes an architectural franework for

t hese signaling protocols.

Thi s docunent provides a nodel for the network entities that take
part in such signaling, and for the rel ationship between signaling
and the rest of network operation. W deconpose the overal
signaling protocol suite into a generic (lower) layer, with separate
upper layers for each specific signaling application
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1. Introduction
1.1. Definition of the Signaling Problem

The Next Steps in Signaling (NSI'S) working group is considering
protocols for signaling informati on about a data flow along its path
in the network.

It is assuned that the path taken by the data flow is already
determ ned by network configuration and routing protocols,

i ndependently of the signaling itself; that is, signaling to set up
the routes thenselves is not considered. Instead, the signaling
simply interacts with nodes along the data flow path. Additiona
simplifications are that the actual signaling nessages pass directly
t hrough these nodes thenselves (i.e., the ’path-coupled case; see
Section 3.1.2) and that only unicast data flows are considered.

The signaling problemin this sense is very sinilar to that addressed
by RSVP. However, there are two generalizations. First, the
intention is that conponents of the NSIS protocol suite will be
usable in different parts of the Internet, for different needs,

wi thout requiring a conplete end-to-end depl oynment (in particular,
the signaling protocol nessages may not need to run all the way

bet ween the data fl ow endpoints).

Second, the signaling is intended for nore purposes than just QS
(resource reservation). The basic mechanismto achieve this
flexibility is to divide the signaling protocol stack into two

| ayers: a generic (lower) layer, and an upper |ayer specific to each
signaling application. The scope of NSIS work is to define both the
generic protocol and, initially, upper layers suitable for QS
signaling (simlar to the corresponding functionality in RSVP) and

m ddl ebox signaling. Further applications my be considered |ater.

1.2. Scope and Structure of the NSIS Franework

The underlying requirenents for signaling in the context of NSIS are
defined in [1] and a separate security threats docunent [2]; other

rel ated requirenents can be found in [3] and [4] for QoS/ Mbility and
m ddl ebox conmmuni cati on, respectively. This framework does not

repl ace or update these requirenments. Discussions about |essons to
be | earned from existing signaling and resource managenent protocols
are contained in separate anal ysis docunents [5], [6].

The role of this framework is to explain how NSI'S signaling should

work within the broader networking context, and to describe the
overall structure of the protocol suite itself. Therefore, it
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di scusses inportant protocol considerations such as routing,
mobility, security, and interactions with network ’resource
managenent (in the broadest sense).

The basic context for NSIS protocols is given in Section 3.

Section 3.1 describes the fundanental elements of NSIS protoco
operation in conparison to RSVP [7]; in particular, Section 3.1.3
descri bes nore general signaling scenarios, and Section 3.1.4 defines
a broader class of signaling applications for which the NSIS
protocol s should be useful. The two-layer protocol architecture that
supports this generality is described in Section 3.2, and Section 3.3
gi ves exanpl es of the ways in which particular signaling application
properties can be accomobdated wi thin signaling |ayer protoco

behavi or.

The overall functionality required fromthe | ower (generic) protoco

| ayer is described in Section 4. This is not intended to define the
detail ed design of the protocol or even design options, although sonme
are described as exanples. It describes the interfaces between this
| ower-1layer protocol and the |IP layer (below) and signaling
application protocols (above), including the identifier elenents that
appear on these interfaces (Section 4.6). Following this, Section 5
descri bes how signaling applications that use the NSIS protocols can
interact sensibly with network | ayer operations; specifically,
routing (and re-routing), IP nobility, and network address
translation (NAT).

Section 6 describes particular signaling applications. The exanple
of signaling for QoS (conparable to core RSVP QoS signaling
functionality) is given in detail in Section 6.1, which describes
both the signaling application specific protocol and exanpl e nodes of
interaction with network resource nmanagenent and ot her depl oynent
aspects. However, note that these exanples are included only as
background and for explanation; we do not intend to define an
over-arching architecture for carrying out resource nmanagenent in the
Internet. Further possible signaling applications are outlined in
Section 6. 2.

2. Terninol ogy

Classifier: an entity that selects packets based on their contents
according to defined rules.

[Data] flow a stream of packets from sender to receiver that is a

di stingui shabl e subset of a packet stream Each flowis
di stingui shed by sone flow identifier (see Section 4.6.1).

Hancock, et al. I nf or mat i onal [ Page 4]



RFC 4080 NSI S Fr amewor k June 2005

Edge node: an (NSl S-capabl e) node on the boundary of sone
adm ni strative donain

Interior nodes: the set of (NSIS-capable) nodes that form an
adm ni strative domain, excluding the edge nodes.

NSIS Entity (NE): the function within a node that inplenents an NSIS
protocol. In the case of path-coupled signaling, the NE wll
al ways be on the data path.

NSI' S Signaling Layer Protocol (NSLP): generic termfor an NSI S
protocol conponent that supports a specific signaling application
See al so Section 3.2.1.

NSI' S Transport Layer Protocol (NTLP): placehol der nane for the NSI' S
prot ocol conponent that will support |ower-|ayer (signaling
application-independent) functions. See also Section 3.2.1.

Pat h- coupl ed signaling: a nbde of signaling in which the signaling
messages follow a path that is tied to the data nessages.

Pat h- decoupl ed signaling: signaling for state mani pulation related to
data flows, but only loosely coupled to the data path; e.g., at
the AS |evel

Peer discovery: the act of |ocating and/or selecting which NSI'S peer
to carry out signaling exchanges with for a specific data fl ow

Peer relationship: signaling relationship between two adjacent NSI'S
entities (i.e., NEs with no other NEs between then)

Receiver: the node in the network that is receiving the data packets
ina flow

Sender: the node in the network that is sending the data packets in a
fl ow.

Session: application layer flow of information for which sone network
control state information is to be nmanipul ated or nonitored (see
Section 3.1.5).

Signaling application: the purpose of the NSIS signaling. A

signaling application could be QS nmanagenent, firewall control
and so on. Totally distinct fromany specific user application
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3. Overview of Signaling Scenarios and Protocol Structure
3.1. Fundarental Signaling Concepts
3.1.1. Sinmple Network and Signaling Topol ogy

The NSIS suite of protocols is envisioned to support various
signaling applications that need to install and/or manipul ate state
in the network. This state is related to a data flow and is
installed and rmaintained on the NSIS Entities (NEs) along the data
flow path through the network; not every node has to contain an NE
The basic protocol concepts do not depend on the signaling
application, but the details of operation and the information carried
do. This section discusses the basic entities involved with
signaling as well as interfaces between them

Two NSIS entities that communicate directly are said to be in a ’peer
relationship’. This concept mght |oosely be described as an 'NSI'S
hop’; however, there is no inplication that it corresponds to a
single IP hop. Either or both NEs night store sonme state information
about the other, but there is no assunption that they necessarily
establish a long-term signaling connection between thensel ves.

It is conmon to consider a network as conposed of various donains
(e.g., for admnistrative or routing purposes), and the operation of
signaling protocols may be influenced by these donai n boundari es.
However, it seenms there is no reason to expect that an 'NSI'S donain
shoul d exactly overlap with an | P domain (AS, area), but it is likely
that its boundaries would consist of boundaries (segnents) of one or
several | P domains.

Figure 1 shows a diagram of nearly the sinplest possible signaling
configuration. A single data flowis running froman application in
the sender to the receiver via routers Rl, R2, and R3. Each host and
two of the routers contain NEs that exchange signaling nessages --
possibly in both directions -- about the flow. This scenario is
essentially the sanme as that considered by RSVP for QoS signaling;
the main difference is that here we nmake no assunpti ons about the
particul ar sequence of signaling nessages that will be invoked.
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Sender Recei ver
T + oo+ oo+ oo+ T +
| Application|----- > RL|[----- > R |----- > R3 |----- >| Appl i cation
| +- -+ | | +- -+ | +- -+ +----+ | +- -+ |
| | NEl ::::l ::::::l | NEl | ::::::l | NEl | | :::l NEl |
T |+ -+ |+ -+ T
. + e e . +

+- -+
| NE| = NSI'S ==== = Signaling ---> = Data fl ow nessages
+- -+ Entity Messages (uni directional)

Figure 1: Sinple Signaling and Data Fl ows
3.1.2. Path-Coupled and Pat h- Decoupl ed Si gnaling

We can consider two basic paradigns for resource reservation
signaling, which we refer to as "path-coupl ed" and "pat h-decoupl ed"

In the path-coupled case, signaling nessages are routed only through
NEs that are on the data path. They do not have to reach all the
nodes on the data path. (For exanple, there could be internediate
si gnal i ng-unawar e nodes, or the presence of proxies such as those
shown in Figure 2 could prevent the signaling fromreaching the path
end points.) Between adjacent NEs, the route taken by signaling and
data might diverge. The path-coupled case can be supported by
various addressing styles, with nessages either explicitly addressed
to the nei ghbor on-path NE, or addressed identically to the data
packets, but also with the router alert option (see [8] and [9]), and
intercepted. These cases are considered in Section 4.2. 1In the
second case, sonme network configurations may split the signaling and
data paths (see Section 5.1.1); this is considered an error case for
pat h- coupl ed si gnal i ng.

In the path-decoupl ed case, signaling nessages are routed to nodes
(NEs) that are not assuned to be on the data path, but that are
(presunmably) aware of it. Signaling nessages will always be directly
addressed to the neighbor NE, and the signaling endpoints nay have no
relation at all with the ultinmate data sender or receiver. The

i mplications of path-decoupled operation for the NSIS protocols are
considered briefly in Section 3.2.6; however, the initial goal of
NSIS and this franework is to concentrate nainly on the path-coupl ed
case.
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3.1.3. Signaling to Hosts, Networks, and Proxies

There are different possible triggers for the signaling protocols.
Anong them are user applications (that are using NSIS signaling
services), other signaling applications, network managenent actions,
sonme network events, and so on. The variety of possible triggers
requires that the signaling can be initiated and terninated in the
different parts of the network: hosts, donmain boundary nodes (edge
nodes), or interior domain nodes.

The NSI'S protocol suite extends the RSVP nodel to consider this w der
vari ety of possible signaling exchanges. As well as the basic
end-to-end nodel already described, exanples such as end-to-edge and
edge-to-edge can be considered. The edge-to-edge case night involve
the edge nodes communicating directly, as well as via the interior
nodes.

Al t hough the end-to-edge (host-to-network) scenario requires only
i ntra-domai n signaling, the other cases mght need inter-domain NSIS
signaling as well if the signaling endpoints (hosts or network edges)
are connected to different domains. Depending on the trust relation
bet ween concat enated NSI S donai ns, the edge-to-edge scenario m ght
cover a single domain or nultiple concatenated NSIS domains. The
| atter case assunes the existence of trust relations between donains.

In some cases, it is desired to be able to initiate and/or terninate
NSI S signaling not fromthe end host that sends/receives the data
flow, but fromsonme other entities in the network that can be called
signaling proxies. There could be various reasons for this:
signaling on behalf of the end hosts that are not NSIS-aware,
consolidation of the custoner accounting (authentication

aut hori zation) in respect to consuned application and transport
resources, security considerations, limtation of the physica
connecti on between host and network, and so on. This configuration
can be considered a kind of "proxy on the data path"; see Figure 2.
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Proxy1l Proxy2
Feoemman + oo+ oo+ oo+ oo+ Fommmnaan +
| Sender|-...->| Appl|--->] R |--->] R |--->|Appl]|-...->|Receiver
| | e N Bt B B SR Rt |
oo + | | NE| | ====| | NE| | ====| | NE| | ====| | NE| | oo +
i R o I Sk B R
e e e e
+- -+
| NE| = NSI'S ==== = Signaling ---> = Data fl ow nessages
+- -+ Entity Messages (uni directional)

Appl = signaling application
Figure 2: "On path" NSI S proxy

This configuration presents two specific challenges for the
si gnal i ng:

0 A proxy that terninates signaling on behalf of the NSIS-unaware
host (or part of the network) should be able to determine that it
is the | ast NSI S-aware node al ong the path.

0 Wiere a proxy initiates NSIS signaling on behalf of the NSIS-
unawar e host, interworking with some other "local" technol ogy
m ght be required (for exanple, to provide QoS reservation from
proxy to the end host in the case of a QoS signaling application).

Hom - - + +----+ +----+ +----+ Fom e oo - +
| Sender| ----- > PA|----- > R |----- > R3 |----- >| Recei ver
| | | -+ | -+ doo | o
oo + | I NE| | ======| | NE] | |==INEl |
|+ -] |+ -] |t
+-. .-+ R Fomm e m +
T
| Appl |
F--- -+
Appl = signaling PA = Proxy for signaling
application application

Figure 3: "Of path" NSI'S proxy
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Anot her possi bl e configuration, shown in Figure 3, is where an NE can
send and receive signaling information to a renote processor. The
NSI' S protocols may or may not be suitable for this renote
interaction, but in any case it is not currently part of the NSIS
problem This configuration is supported by considering the NE a
proxy at the signaling application level. This is a natura

i mpl enent ati on approach for sone policy control and centralized
control architectures; see also Section 6.1.4.

3.1.4. Signaling Messages and Network Control State

The di stinguishing features of the signaling supported by the NSI'S
protocols are that it is related to specific flows (rather than to
network operation in general), and that it involves nodes in the

network (rather than running transparently between the end hosts).

Theref ore, each signaling application (upper-Ilayer) protocol nust
carry per-flow information for the aspects of network-interna
operation that are of interest to that signaling application. An
exanpl e for the case of an RSVP-1like QoS signaling application would
be state data representing resource reservations. However, nore
generally, the per-flow information mght be related to sonme ot her
control function in routers and m ddl eboxes al ong the path. Indeed,
the signaling nmight sinply be used to gather per-flow information

wi t hout nodi fying network operation at all.

We call this information 'network control state’ generically.

Si gnal i ng messages may install, nodify, refresh, or sinply read this
state fromnetwork elenents for particular data flows. Usually a
network elenent will also nmanage this information at the per-fl ow

| evel , although coarser-grained (' per-class’) state nmanagenent is

al so possi bl e.

3.1.5. Dat a Fl ows and Sessi ons

Formally, a data flowis a (unidirectional) sequence of packets

bet ween the sanme endpoints that all follow a uni que path through the
network (determned by IP routing and ot her network configuration).

A flow is defined by a packet classifier (in the sinplest cases, just

the destinati on address and topol ogical origin are needed). In
general we assume that when discussing only the data flow path, we
only need to consider 'sinple’ fixed classifiers (e.g., IPv4 5-tuple

or equivalent).

A session is an application layer concept for an exchange of packets
bet ween two endpoints, for which some network state is to be

all ocated or nonitored. In sinple cases, a session may nmap to a
specific flow, however, signaling applications are allowed to create
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nore flexible flow session relationships. (Note that this concept of
"session’ is different fromthat of RSVP, which defines a session as
a flowwth a specific destination address and transport protocol

The NSI'S usage is closer to the session concepts of higher-Iayer
protocol s.)

The sinplest service provided by NSIS signaling protocols is the
management of network control state at the level of a specific flow,
as described in the previous subsection. |In particular, it should be
possible to nonitor routing updates as they change the path taken by
a flow and, for exanple, update network state appropriately. This is
no different fromthe case for RSVP (local path repair). Were there
is a l:1 flow session relationship, this is all that is required.

However, for sone nore conpl ex scenarios (especially nmobility and

mul ti hom ng rel ated ones; see [1] and the nmobility discussion of

[5]), it is desirable to update the fl ow session mappi ng during the
session lifetine. For exanple, a new flow can be added, and the old
one del eted (and naybe in that order, for a 'nake-before-break
handover), effectively transferring the network control state between
data flows to keep it associated with the same session. Such updates
are best nanaged by the end systens (generally, systens that
understand the fl ow session mapping and are aware of the packet
classifier change). To enable this, it nust be possible to relate
signaling nessages to sessions as well as to data flows. A session
identifier (Section 4.6.2) is one conponent of the solution

3.2. Layer Mddel for the Protocol Suite
3.2.1. Layer Mbdel Overview

In order to achieve a nodular solution for the NSIS requirenents, the
NSI S protocol suite will be structured in two |ayers:

0 a 'signaling transport’ |ayer, responsible for noving signaling
messages around, which should be independent of any particul ar
signaling application; and

0 a 'signaling application’ layer, which contains functionality such
as nmessage formats and sequences, specific to a particul ar
signaling application

For the purpose of this docunent, we use the term’'NSIS Transport
Layer Protocol’ (NTLP) to refer to the conmponent that will be used in
the transport layer. W also use the term’NSIS Signaling Layer
Protocol’ (NSLP) to refer generically to any protocol within the
signaling application layer; in the end, there will be several NSLPs,
| argely i ndependent of each other. These relationships are
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illustrated in Figure 4. Note that the NTLP nmay or may not have an
interesting internal structure (e.g., including existing transport
protocol s), but that is not relevant at this |evel of description

A S +
| | NSI'S Signaling
| | Layer Protocol
NSI S | e | for mddl eboxes
Signaling | | NSIS Signaling | R R +
Layer | | Layer Protocol +-------- | NSIS Signaling
| | for QS | | Layer Protocol
| R T + | for ...
\Y; . +
NSI S A o e +
Transport | | NSIS Transport Layer Protocol
Layer Vv e +
S +

I P and | ower | ayers

Figure 4: NSIS Protocol Conponents

Note that not every generic function has to be located in the NTLP
Anot her option would be to have re-usable conponents within the
signaling application layer. Functionality within the NTLP should be
restricted to what interacts strongly with other transport and

| ower -1 ayer operations.

3.2.2. Layer Split Concept

This section describes the basic concepts underlying the
functionality of the NTLP. First, we make a working assunption that
t he protocol nechanisns of the NTLP operate only between adjacent NEs
(informally, the NTLP is a 'hop-by-hop’ protocol), whereas any

| arger-scope issues (including e2e aspects) are left to the upper

| ayers.

The way in which the NTLP works can be described as follows: Wen a
signaling nmessage is ready to be sent fromone NE, it is given to the
NTLP al ong with infornation about what flowit is for; it is then up
to the NTLP to get it to the next NE along the path (upstream or
downstream), where it is received and the responsibility of the NTLP
ends. Note that there is no assunption here about how the nessages
are actually addressed (this is a protocol design issue, and the
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options are outlined in Section 4.2). The key point is that the NTLP
for a given NE does not use any know edge about addresses,
capabilities, or status of any NEs other than its direct peers.

The NTLP in the receiving NE either forwards the nessage directly or
if there is an appropriate signaling application locally, passes it
upwards for further processing; the signaling application can then
generate anot her nessage to be sent via the NTLP. In this way,

| arger-scope (including end-to-end) nmessage delivery is achieved.

This definition relates to NTLP operation. |t does not restrict the
ability of an NSLP to send nessages by other neans. For exanple, an
NE in the mddle or end of the signaling path could send a nessage
directly to the other end as a notification or acknow edgenent of
sonme signaling application event. However, the issues in sending
such nmessages (endpoint discovery, security, NAT traversal, and so
on) are so different fromthe direct peer-peer case that there is no
benefit in extending the NTLP to include such non-Iloca

functionality. |Instead, an NSLP that requires such nessages and
wants to avoid traversing the path of NEs shoul d use sone other
exi sting transport protocol. For exanple, UDP or DCCP would be a

good match for many of the scenarios that have been proposed.
Acknowl edgenents and notifications of this type are consi dered
further in Section 3.3.6.

One notivation for restricting the NTLP to peer-relationship scope is
that if there are any options or variants in design approach -- or
worse, in basic functionality -- it is easier to manage the resulting
complexity if it only inpacts direct peers rather than potentially
the whol e Internet.

3.2.3. Bypassing Internediate Nodes

Because the NSI'S problemincludes nultiple signaling applications, it
is very likely that a particular NSLP will only be inplenmented on a
subset of the NSIS-aware nodes on a path, as shown in Figure 5. In
addition, a node inside an aggregation region will still wish to

i gnore signaling messages that are per-flow, even if they are for a
signaling application that the node is generally able to process.
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oo + oo + oo + oo +

| NE | | NE | | NE | | NE

| +----+ | | | +----+ | +----+

| | NSLP] | | | | | NSLP] | | | NSLP] |

[1 1 [ | | [ 2 [ [1 1 [

| +----+| | | | +--- -+ | +----+|

. | | | | .

| +----+ | +----+ | +----+ | +----+
::::l | NTLPl | ::::l | NTLPl | ::::l | NTLPl | ::::l | NTLPl | —===

| +----+ | +----+ | +----+ | +----+

U + U + U + U +

Figure 5: Signaling with Heterogeneous NSLPs

Where signaling nmessages traverse such NSIS-aware internediate nodes,
it is desirable to process themat the |owest |evel possible (in
particular, on the fastest path). |In order to offer a non-trivia
message transfer service (in terns of security, reliability and so
on) to the peer NSLP nodes, it is inportant that the NTLP at

i nternedi ate nodes is as transparent as possible; that is, it carries
out mnimal processing. In addition, if internediate nodes have to
do slow path processing of all NSIS nmessages, this elimnnates many of
the scaling benefits of aggregation, unless tunneling is used.

Considering first the case of nessages sent with the router alert
option, there are two conplenmentary nmethods to achieve this bypassing
of internedi ate NEs:

o At the IP layer, a set of protocol nunbers or a range of values in
the router alert option can be used. In this way, nessages can be
marked with an inplied granularity, and routers can choose to
apply further slow path processing only to configured subsets of
nmessages. This is the nethod used in [10] to distinguish per-flow
and per-aggregate signaling.

0 The NTLP could process the nessage but determine that there was no
| ocal signaling application it was relevant to. At this stage,
t he message can be returned unchanged to the IP layer for nornal
forwarding; the internediate NE has effectively chosen to be
transparent to the nessage in question

In both cases, the existence of the intermediate NE is totally hidden

fromthe NSLP nodes. |If later stages of the signaling use directly
addressed nessages (e.g., for reverse routing), they will not involve
the internediate NE at all, except perhaps as a normal router
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There nay be cases where the internediate NE would |ike to do sone
restricted protocol processing, such as the foll ow ng:

o Translating addresses in nessage payl oads (conpare Section 4.6.1);
note that this would have to be done to nessages passing in both
directions through a node.

o Updating signaling application payloads with |ocal status
information (e.g., path property neasurenent inside a domain).

If this can be done without fully term nating the NSIS protocols, it
woul d allow a nore |ightweight inplenentation of the internediate NE,
and a nore direct 'end-to-end NTLP associ ati on between the peer
NSLPs where the signaling application is fully processed. On the
other hand, this is only possible with a linmted class of possible
NTLP designs, and nakes it harder for the NTLP to offer a security
service (since nmessages have to be partially protected). The
feasibility of this approach will be eval uated during the NTLP

desi gn.

3.2.4. Core NSIS Transport Layer Functionality

This section describes the basic functionality to be supported by the
NTLP. Note that the overall signaling solution will always be the
result of joint operation of both the NTLP and the signaling |ayer
protocols (NSLPs); for exanple, we can always assune that an NSLP is
operating above the NTLP and taking care of end-to-end issues (e.g.
recovery of nessages after restarts).

Therefore, NILP functionality is essentially just efficient upstream
and downstream peer-peer nessage delivery, in a wide variety of
network scenarios. Message delivery includes the act of |ocating
and/ or sel ecting which NTLP peer to carry out signaling exchanges
with for a specific data flow This discovery night be an active
process (using specific signaling packets) or a passive process (a
side effect of using a particular addressing node). |In addition, it
appears that the NTLP can sensibly carry out many of the functions
that enabl e signaling nmessages to pass through m ddl eboxes, since
this is closely related to the problemof routing the signaling
nmessages in the first place. Further details about NTLP
functionality are contained in Sections 3.2.5 and 4. 3.
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3. 2.

State Managenent Functionality

Internet signaling requires the existence and nmanagenent of state
within the network for several reasons. This section describes how
state managenent functionality is split across the NSIS | ayers.

(Note that how the NTLP internal state is nmanaged is a matter for its
design and i ndeed inplenentation.)

1

Conceptual ly, the NTLP provides a uniform nessage delivery
service. It is unaware of the difference in state senmantics
between different types of signaling application nessages (e.g.
whet her a nessage changes, just refreshes signaling application
state, or even has nothing to with signaling application state at
all).

An NTLP instance processes and, if necessary, forwards al
signaling application nessages "inmmediately”. (It m ght offer

di fferent service classes, but these would be distinguished by,
for exanple, reliability or priority, not by state aspects.)
This means that the NTLP does not know explicit tiner or nessage
sequence information for the signaling application; and that
signaling application nessages pass i medi ately through an

NSLP- unaware node. (Their timng cannot be jittered there, nor
can nessages be stored up to be re-sent on a new path in case of
a later re-routing event.)

Wthin any node, it is an inplenmentation decision whether to
generate/jitter/filter refreshes separately within each signaling
application that needs this functionality, or to integrate it
with the NTLP inplenentation as a generic "soft-state nmanagenent
t ool box". The choice doesn't affect the NTLP specification at
all. Inplenmentations m ght piggyback NTLP soft-state refresh
information (if the NTLP works this way) on signaling application
nmessages, or they might even conbine soft-state managenent
between | ayers. The state machines of the NTLP and NSLPs remain
| ogi cally independent, but an inplenentation is free to all ow
themto interact to reduce the load on the network to the sane

| evel that woul d be achieved by a nonolithic nodel.

It may be hel pful for signaling applications to receive

stat e- managenent related "triggers’ fromthe NTLP indicating that
a peer has failed or becone available ("down/up notifications").
These triggers would be about adjacent NTLP peers, rather than
signaling application peers. W can consider this another case
of route change detection/notification (which the NTLP is also
all owed to do anyway). However, apart from generating such
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3. 2.

Han

triggers, the NTLP takes no action itself on such events, other
than to ensure that subsequent signaling nessages are routed
correctly.

5. The existence of these triggers doesn’'t replace NSLP refreshes as
the mechanismfor maintaining |iveness at the signaling
application level. 1In this sense, up/down notifications are
advisories that allow faster reaction to events in the network,
but that shouldn’t be built into NSLP semantics. (This is
essentially the same distinction, with the same rationale, that
SNWP makes between notifications and normal message exchanges.)

6. Pat h- Decoupl ed Operation

Pat h- decoupl ed signaling is defined as signaling for state
installation along the data path, without the restriction of passing
only through nodes that are | ocated on the data path. Signaling
messages can be routed to nodes that are off the data path, but that
are (presunmably) aware of it. This allows a |ooser coupling between
signaling and data plane nodes (e.g., at the autononbus system
level). Al though support for path-decoupled operation is not one of
the initial goals of the NSIS work, this section is included for
conmpl eteness and to capture sone initial considerations for future
ref erence

The mai n advant ages of path-decoupl ed signaling are ease of

depl oynent and support of additional functionality. The ease of
depl oynent conmes froma restriction of the nunber of inpacted nodes
in case of deployment and/or upgrade of an NSLP. Pat h-decoupl ed
signaling would allow, for instance, deploying a solution wthout
upgradi ng any of the routers in the data plane. Additiona
functionality that can be supported includes the use of off-path
proxies to support authorization or accounting architectures.

There are potentially significant differences in the way that the two
si gnal i ng paradi gns should be analyzed. Using a single centralized
of f-path NE nay increase the requirenents in terns of nessage
handl i ng; on the other hand, path-decoupled signaling is equally
applicable to distributed off-path entities. Failure recovery
scenarios need to be anal yzed differently because fate-sharing

bet ween data and control planes can no | onger be assuned.
Furthernore, the interpretation of sender/receiver orientation
becones | ess natural. Wth the local operation of the NTLP, the

i mpact of path-decoupl ed signaling on the routing of signaling
nmessages is presumably restricted to the probl em of peer

determ nation. The assunption that the off-path NSIS nodes are

| oosely tied to the data path suggests, however, that peer
determination can still be based on L3 routing information. This
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means that a path-decoupl ed signaling solution could be inplenmented
using a lower-layer protocol presenting the same service interface to
NSLPs as the path-coupled NTLP. A new nessage transport protocol
(possibly derived fromthe path-coupled NTLP) woul d be needed, but
NSLP specifications and the inter-layer interaction would be
unchanged from the path-coupl ed case.

3.3. Signaling Application Properties

It is clear that many signaling applications will require specific
protocol behavior in their NSLP. This section outlines sone of the
options for NSLP behavior; further work on selecting fromthese
options woul d depend on detail ed analysis of the signaling
application in question

3.3.1. Sender/Receiver Orientation

In sone signaling applications, a node at one end of the data fl ow
takes responsibility for requesting special treatnent (such as a
resource reservation) fromthe network. Wich end may depend on the
signaling application, or on characteristics of the network

depl oynent .

In a sender-initiated approach, the sender of the data fl ow requests
and maintains the treatnment for that flow |In a receiver-initiated
approach, the receiver of the data fl ow requests and nmai ntains the
treatnent for that flow. The NTLP itself has no freedomin this
area: Next NTLP peers have to be discovered in the sender-to-receiver
direction, but after that the default assunption is that signaling is
possi bl e both upstream and downstream (unl ess a signaling application
specifically indicates that this is not required). This inplies that
backward routing state nust be naintained by the NTLP or that
backward routing informati on nust be available in the signaling
nessage

The sender- and receiver-initiated approaches have severa
differences in their operational characteristics. The nain ones are
as foll ows:

0o In areceiver-initiated approach, the signaling nessages traveling
fromthe receiver to the sender nust be backward routed such that
they follow exactly the sanme path as was followed by the signaling
messages belonging to the sane flow traveling fromthe sender to
the receiver. |In a sender-initiated approach, provided that
acknow edgenents and notifications can be delivered securely to
t he sendi ng node, backward routing is not necessary, and nodes do
not have to maintain backward routing state.
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3.

3.

0 In a sender-initiated approach, a nobile node can initiate a
reservation for its outgoing flows as soon as it has noved to
anot her roam ng subnetwork. |n a receiver-initiated approach, a
nmobi | e node has to informthe receiver about its handover, thus
allowing the receiver to initiate a reservation for these flows.
For inconming flows, the reverse argunment applies.

0o In general, setup and nodification will be fastest if the node
responsi ble for authorizing these actions can initiate them
directly within the NSLP. A mi smatch between authorizing and
initiating NEs will cause additional message exchanges, either in
the NSLP or in a protocol executed prior to NSIS invocation
Dependi ng on how the authorization for a particular signaling
application is done, this nmay favor either sender- or receiver-
initiated signaling. Note that this may conplicate nodification
of network control state for existing flows.

2. Uni- and Bi-Directional Operation

For some signaling applications and scenarios, signaling may only be
considered for a unidirectional data flow. However, in other cases,
there may be interesting relationships in the signaling between the
two flows of a bi-directional session; an exanple is QS for a voice
call. Note that the path in the two directions may differ due to
asymetric routing. |In the basic case, bi-directional signaling can
sinmply use a separate instance of the sane signaling nmechanismin
each direction.

In constrained topol ogi es where parts of the route are symetric, it
may be possible to use a nore unified approach to bi-directiona
signaling; e.g., carrying the two signaling directions in comon
messages. This optim zation nmight be used for exanple to nmake nobile
QS signaling nore efficient.

In either case, the correlation of the signaling for the two flow
directions is carried out in the NSLP. The NTLP would sinply be
enabl ed to bundl e the nessages together

3.3.3. Heterogeneous Operation

It is likely that the appropriate way to describe the state for which
NSISis signaling will vary fromone part of the network to another
(depending on the signaling application). For exanple, in the QS
case, resource descriptions that are valid for inter-domain |inks
will probably be different fromthose useful for intra-domain
operation (and the latter will differ fromone domain to another).
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One way to address this issue is to consider the state description
used within the NSLP as carried in globally-understood objects and

| ocal | y-understood objects. The |local objects are only applicable
for intra-domain signaling, while the global objects are mainly used
in inter-domain signaling. Note that the |ocal objects are stil

part of the protocol but are inserted, used, and renoved by one

si ngl e donai n.

The purpose of this division is to provide additional flexibility in
defining the objects carried by the NSLP such that only the objects
applicable in a particular setting are used. One approach for
reflecting the distinction is that |local objects could be put into
separate | ocal nessages that are initiated and termnminated within one
single donain; an alternative is that they could be "stacked" wthin
the NSLP nessages that are used anyway for inter-domain signaling.

3.3.4. Aggregation

It is a well-known problemthat per-flow signaling in |large-scale
net wor ks presents scaling chall enges because of the | arge nunber of
flows that may traverse individual nodes

The possibilities for aggregation at the |level of the NILP are quite
limted; the primary scaling approach for path-coupled signaling is
for a signaling application to group flows together and to perform
signaling for the aggregate, rather than for the flows individually.
The aggregate may be created in a nunber of ways; for exanple, the

i ndi vidual flows may be sent down a tunnel, or given a conmon
Differentiated Services Code Point (DSCP) marking. The aggregation
and de-aggregation points performper flow signaling, but nodes
within the aggregation region should only be forced to process
signaling nmessages for the aggregate. This depends on the ability of
the interior nodes to ignore the per-flow signaling as discussed in
Section 3.2.3.

I ndi vidual NSLPs will need to specify what aggregation neans in their
context, and how it should be performed. For exanple, in the QS
context it is possible to add together the resources specified in a
number of separate reservations. |In the case of other applications,
such as signaling to NATs and firewalls, the feasibility (and even

t he meani ng) of aggregation is |less clear.
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3.3.5. Peer-Peer and End-End Rel ati onshi ps

The assunption in this framework is that the NTLP will operate
"locally’; that is, just over the scope of a single peer

rel ationship. End-to-end operation is built up by concatenating
these rel ationships. Non-local operation (if any) will take place in
NSLPs.

The peering relations may al so have an inpact on the required anount
of state at each NSIS entity. Wen direct interaction with renote
peers is not allowed, it may be required to keep track of the path
that a nessage has followed through the network. This could be

achi eved by keeping per-flow state at the NSIS entities, as is done
in RSVP. Another approach would be to naintain a record route object
in the nessages; this object would be carried within the NSIS
protocol s, rather than depend on the route-recording functionality
provided by the IP |ayer.

3.3.6. Acknow edgenents and Notifications

We are assuming that the NTLP provides a sinple nmessage transfer
service, and that any acknow edgenents or notifications it generates
are handl ed purely internally (and apply within the scope of a single
NTLP peer rel ationship).

However, we expect that sone signaling applications will require
acknow edgenents regarding the failure/success of state installation
along the data path, and this will be an NSLP function

Acknowl edgenents can be sent al ong the sequence of NTLP peer

rel ati onships towards the signaling initiator, which relieves the
requi renents on the security associations that need to be maintained
by NEs and that can allow NAT traversal in both directions. (If this
direction is towards the sender, it inplies maintaining reverse
routing state in the NTLP.) 1In certain circunstances (e.g., trusted
domai ns), an optinization could be to send acknow edgenents directly
to the signaling initiator outside the NTLP (see Section 3.2.2),

al t hough any such approach woul d have to take into account the
necessity of handling denial of service attacks |aunched from outside
t he networ k.

The senantics of the acknow edgenent nessages are of particul ar

i mportance. An NE sending a nessage could assune responsibility for
the entire downstream chain of NEs, indicating (for instance) the
availability of reserved resources for the entire downstream path.
Alternatively, the nessage could have a nore | ocal neaning,
indicating (for instance) that a certain failure or degradation
occurred at a particular point in the network.
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Notifications differ fromacknow edgenents because they are not
(necessarily) generated in response to other signaling nessages.

This means that it nay not be obvious how to deterni ne where the
notification should be sent. Qher than that, the sane

consi derations apply as for acknow edgenents. One useful distinction
to make would be to differentiate between notifications that trigger
a signaling action and others that don’'t. The security requirenments
for the latter are | ess stringent, which nmeans they could be sent
directly to the NE they are destined for (provided that this NE can
be det erm ned).

3.3.7. Security and O her AAA Issues

In sone cases, it will be possible to achieve the necessary |evel of
signaling security by using basic 'channel security’ mechanisnms [11]
at the level of the NTLP, and the possibilities are described in
Section 4.7. In other cases, signaling applications may have
specific security requirenents, in which case they are free to invoke
their own authentication and key exchange nechani sns and to apply
"obj ect security’ to specific fields within the NSLP nessages.

In addition to authentication, the authorization (to manipul ate
network control state) has to be considered as functionality above
the NTLP level, since it will be entirely application specific

I ndeed, authorization decisions nmay be handed off to a third party in
the protocol (e.g., for QoS, the resource managenent function as
described in Section 6.1.4). Many different authorization nodels are
possi bl e, and the variations inpact:

o what nessage flows take place -- for exanple, whether
aut hori zation information is carried along with a control state
nmodi fication request or is sent in the reverse direction in
response to it;

o what administrative relationships are required -- for exanple,
whet her authorization takes place only between peer signaling
applications, or over |onger distances.

Because the NTLP operates only between adjacent peers and pl aces no
constraints on the direction or order in which signaling applications
can send nessages, these authorization aspects are |eft open to be
defined by each NSLP. Further background discussion of this issue is
contained in [12].
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4.

4.

The NSI'S Transport Layer Protoco

This section describes the overall functionality required fromthe
NTLP. It nentions possible protocol conponents within the NTLP | ayer
and the different possible addressing nodes that can be utilized, as
wel | as the assuned transport and state nmanagenent functionality.

The interfaces between NTLP and the |ayers above and below it are
identified, with a description of the identity elements that appear
on these interfaces.

This discussion is not intended to design the NTLP or even to
enuner at e desi gn options, although sone are included as exanpl es.

The goal is to provide a general discussion of required functionality
and to highlight some of the issues associated with this.

1. Internal Protocol Conponents

The NTLP includes all functionality bel ow the signaling application
| ayer and above the IP layer. The functionality that is required
within the NTLP is outlined in Section 3.2.4, with sone nore details
in Sections 3.2.5 and 4. 3.

Some NTLP functionality could be provided via conponents operating as
subl ayers within the NTLP design. For exanple, if specific transport
capabilities are required (such as congestion avoi dance,

retransm ssion, and security), then existing protocols (such as
TCP+TLS or DCCP+l Psec) could be incorporated into the NTLP. This
possibility is not required or excluded by this framework

| f peer-peer addressing (Section 4.2) is used for sone nessages, then
active next-peer discovery functionality will be required within the
NTLP to support the explicit addressing of these nessages. This
coul d use nmessage exchanges for dynami c peer discovery as a subl ayer
within the NTLP; there could also be an interface to externa

mechani sms to carry out this function

LS + o e e e e e aa oo +
| ] | | NSI'S Specific Functions
NSI S I I Monol it hic I I+ —————————— +. Peer .
Transport | | Pr ot ocol | || Existing |. Discovery .
Layer | | || Protocol |. Aspects .
| | [ +ocaeo - Fo |
Y A S + I I I I I N +

Figure 6: Options for NTLP Structure
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4.2. Addressing

There are two ways to address a signaling nessage being transnitted
bet ween NTLP peers:

0 peer-peer, where the nessage is addressed to a nei ghboring NSI S
entity that is known to be closer to the destination NE

0 end-to-end, where the nessage is addressed to the fl ow destination
directly and intercepted by an intervening NE

Wth peer-peer addressing, an NE will determ ne the address of the
next NE based on the payl oad of the nessage (and potentially on the
previous NE). This requires that the address of the destination NE
be derivable fromthe information present in the payload, either by
usi ng some | ocal routing table or through participation in active
peer di scovery nessage exchanges. Peer-peer addressing inherently
supports tunneling of nessages between NEs, and is equally applicable
to the path-coupl ed and pat h- decoupl ed cases.

In the case of end-to-end addressing, the nessage is addressed to the
data flow receiver, and (sone of) the NEs along the data path

i ntercept the nessages. The routing of the nessages should foll ow
exactly the sane path as the associated data flow (but see

Section 5.1.1 on this point). Note that securing nmessages sent this
way raises sonme interesting security issues (these are discussed in
[2]). In addition, it is a matter of the protocol design what should
be used as the source address of the nmessage (the flow source or

si gnal i ng source).

It is not possible at this stage to mandate one addressi ng node or

the other. |Indeed, each is necessary for sone aspects of NTLP
operation: In particular, initial discovery of the next downstream
peer will usually require end-to-end addressing, whereas reverse

routing will always require peer-peer addressing. For other nessage
types, the choice is a matter of protocol design. The nbde used is
not visible to the NSLP, and the informati on needed in each case is
available fromthe flowidentifier (Section 4.6.1) or locally stored
NTLP state.

4.3. Cassical Transport Functions

The NSI'S signaling protocols are responsible for transporting
(signaling) data around the network; in general, this requires
functionality such as congestion nanagenent, reliability, and so on
This section discusses how nuch of this functionality should be
provided within the NTLP. It appears that this doesn't affect the
basic way in which the NSLP/NTLP | ayers relate to each other (e.g.
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interns of the senmantics of the inter-layer interaction); it is nuch
nore a question of the overall performance/conplexity tradeoff
implied by placing certain functions wthin each | ayer.

Note that, per the discussion at the end of Section 3.2.3, there may
be cases where internediate nodes wish to nodify nessages in transit
even though they do not performfull signaling application
processing. |In this case, not all the follow ng functionality would
be i nvoked at every internedi ate node.

The following functionality is assuned to lie within the NTLP

1. Bundling together of small nessages (conparable to [13]) can be
provided locally by the NTLP as an option, if desired; it doesn't
af fect the operation of the network el sewhere. The NTLP shoul d
al ways support unbundling, to avoid the cost of negotiating the
feature as an option. (The related function of refresh
sunmari zation -- where objects in a refresh nessage are repl aced
with a reference to a previous nessage identifier -- is left to
NSLPs, which can then do this in a way tuned to the state
managenment requirenments of the signaling application. Additiona
transparent conpression functionality could be added to the NTLP
design later as a local option.) Note that end-to-end addressed
messages for different flows cannot be bundl ed safely unless the
next node on the outgoing interface is known to be NSIS-aware.

2.  \Wen needed, nessage fragmentation should be provided by the
NTLP. The use of IP fragnmentation for |arge nessages nmay lead to
reduced reliability and may be inconpatible with some addressing
schenes. Therefore, this functionality should be provided within
the NTLP as a service for NSLPs that generate | arge nessages
How t he NTLP deterni nes and acconmobdat es Maxi mum Transni ssi on
Unit (MIU) constraints is left as a matter of protocol design
To avoid inposing the cost of reassenbly on internedi ate nodes,
the fragnentation schenme used should allow for the independent
forwardi ng of individual fragnents towards a node hosting an
i nterested NSLP.

3. There can be significant benefits for signaling applications if
st at e- changi ng nmessages are delivered reliably (as introduced in
[13] for RSVP; see also the nore general analysis of [14]). This
does not change any assunption about the use of soft-state by
NSLPs to nmanage signaling application state, and it | eaves the
responsibility for detecting and recovering fromapplication
| ayer error conditions in the NSLP. However, it neans that such
functionality does not need to be tuned to handl e fast recovery
from message | oss due to congestion or corruption in the |ower
layers, and it also neans that the NTLP can prevent the
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anplification of nessage |oss rates caused by fragnentation.
Rel i abl e delivery functionality is invoked by the NSLP on a
nmessage- by- nessage basis and is al ways optional to use.

4. The NTLP should not allow signaling nessages to cause congestion
in the network (i.e., at the IP layer). Congestion could be
caused by retransm ssion of lost signaling packets or by upper
| ayer actions (e.g., a flood of signaling updates to recover from
a route change). |In sonme cases, it may be possible to engi neer
the network to ensure that signaling cannot overload it; in
others, the NTLP would have to detect congestion and to adapt the
rate at which it allows signaling nessages to be transnitted
Princi pl es of congestion control in Internet protocols are given
in [15]. The NTLP nmay or nmay not be able to detect overload in
the control plane itself (e.g., an NSLP-aware node severa
NTLP- hops away that cannot keep up with the incom ng nmessage
rate) and indicate this as a flowcontrol condition to | oca
signaling applications. However, for both the congestion and
overload cases, it is up to the signaling applications thensel ves
to adapt their behavior accordingly.

4.4. Lower Layer Interfaces

The NTLP interacts with 'l ower layers’ of the protocol stack for the
pur poses of sending and receiving signaling nessages. This framework
pl aces the | ower boundary of the NTLP at the IP layer. The interface
to the lower layer is therefore very sinple:

0 The NTLP sends raw | P packets

0 The NTLP receives raw | P packets. In the case of peer-peer
addressi ng, they have been addressed directly to it. 1In the case
of end-to-end addressing, this will be achieved by intercepting
packets that have been nmarked in sonme special way (by special
prot ocol nunber or by some option interpreted within the IP |ayer
such as the router alert option).

0 The NTLP receives indications fromthe |IP layer (including |oca
forwardi ng tables and routing protocol state) that provide sone
i nformati on about route changes and similar events (see
Section 5.1).

For correct nessage routing, the NTLP needs to have sone information
about link and I P layer configuration of the |ocal networking stack.
In general, it needs to know how to select the outgoing interface for
a signaling nessage and where this nust match the interface that wll
be used by the corresponding flow. This mght be as sinple as just
allowing the I P layer to handl e the nmessage using its own routing
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table. There is no intention to do sonething different fromlIP
routing (for end-to-end addressed nmessages); however, sone hosts
al l ow applications to bypass routing for their data flows, and the
NTLP processing nust account for this. Further network |ayer

i nformati on woul d be needed to handl e scoped addresses (if such

t hi ngs ever exist).

Configuration of |lower-layer operation to handle flows in particular
ways i s handl ed by the signaling application

4.5. Upper Layer Services

The NTLP offers transport-layer services to higher-Ilayer signaling
applications for two purposes: sending and receiving signaling
nmessages, and exchangi ng control and feedback information

For sending and receiving nessages, two basic control primtives are
required:

0 Send Message, to allow the signaling application to pass data to
the NTLP for transport.

0 Receive Message, to allow the NTLP to pass received data to the
signaling application

The NTLP and signaling application may al so want to exchange ot her
control information, such as the follow ng:

o Signaling application registration/de-registration, so that
particul ar signaling application instances can register their
presence with the transport layer. This nay also require sone
identifier to be agreed upon between the NTLP and signaling
application to support the exchange of further control information
and to allow the de-nultiplexing of incom ng data.

0 NTLP configuration, allowi ng signaling applications to indicate
what optional NTLP features they want to use, and to configure
NTLP operation, such as controlling what transport |ayer state
shoul d be mai nt ai ned.

o0 Error nessages, to allow the NTLP to indicate error conditions to
the signaling application, and vice versa.

0 Feedback information, such as route change indications so that the
signaling application can decide what action to take.
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4.6. ldentity Elenments
4.6.1. Flow ldentification

The flow identification is a nethod of identifying a flowin a unique
way. All packets associated with the same flow will be identified by
the sane flow identifier. The key aspect of the flowidentifier is
to provide enough information such that the signaling flow receives
the sane treatnent along the data path as the actual data itself;
i.e., consistent behavior is applied to the signaling and data fl ows
by a NAT or policy-based forwardi ng engine.

Information that could be used in flow identification may include:
0o source | P address;

0o destination |IP address;

o protocol identifier and higher layer (port) addressing;

o flowlabel (typical for |Pv6);

o SPI field for IPsec encapsul ated data; and

o DSCP/TCs field

It is assunmed that at nost linmited wildcarding on these identifiers
i s needed.

We assune here that the flow identification is not hidden within the
NSLP, but is explicitly part of the NTLP. The justification for this
is that being able to do NSIS processing, even at a node which was
unaware of the specific signaling application (see Section 3.2.3)

m ght be valuable. An exanple scenario would be nessages passing

t hrough an addressi ng boundary where the flow identification had to
be re-witten.

4.6.2. Session ldentification

There are circunstances in which being able to refer to signaling
application state i ndependently of the underlying flowis inportant.
For exanple, if the address of one of the flow endpoints changes due
to a nmobility event, it is desirable to be able to change the fl ow
identifier without having to install a conpletely new reservation
The session identifier provides a method to correlate the signaling
about the different flows with the same network control state.
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The session identifier is essentially a signaling application
concept, since it is only used in non-trivial state nmanagenent
actions that are application specific. However, we assune here that
it should be visible within the NTLP. This enables it to be used to
control NTLP behavior; for exanple, by controlling how the transport

| ayer should forward packets belonging to this session (as opposed to
this signaling application). 1In addition, the session identifier can
be used by the NTLP to denultiplex received signaling nessages
between nul tiple instances of the same signaling application, if such
an operational scenario is supported (see Section 4.6.3 for nore

i nformati on on signaling application identification).

To be useful for nmobility support, the session identifier should be
globally unique, and it should not be nodified end-to-end. It is

wel I known that it is practically inmpossible to generate identifiers
in a way that guarantees this property; however, using a |arge random
nunber nmakes it highly likely. 1In any case, the NILP ascribes no

val uabl e semantics to the identifier (such as 'session ownership’);
this problemis left to the signaling application, which nmay be able
to secure it to be used for this purpose.

4.6.3. Signaling Application Identification
Because the NTLP can be used to support several NSLP types, there is

a need to identify which type a particular signaling nessage exchange
is being used for. This is to support:

0 processing of incom ng nessages -- the NTLP should be able to
demul ti pl ex these towards the appropriate signaling applications;
and

0 processing of general nmessages at an NSI S-aware intermnediate node
-- if the node does not handle the specific signaling application
it should be able to make a forwardi ng deci sion w thout having to
parse upper-|ayer infornmation.

No position is taken on the formof the signaling application
identifier, or even the structure of the signaling application
"space’: free-standing applications, potentially overlapping groups
of capabilities, etc. These details should not influence the rest of
t he NTLP desi gn.

Hancock, et al. I nf or mat i onal [ Page 29]



RFC 4080 NSI S Fr amewor k June 2005

4.

5.

5.

7. Security Properties

It is assuned that the only security service required within the NTLP
i s channel security. Channel security requires a security
association to be established between the signaling endpoints, which
is carried out via some authentication and key nmanagenent exchange.
This functionality could be provided by reusing a standard protocol

In order to protect a particular signaling exchange, the NSIS entity
needs to select the security association that it has in place with
the next NSIS entity that will be receiving the signaling nessage.
The ease of doing this depends on the addressing nodel in use by the
NTLP (see Section 4.2).

Channel security can provide many different types of protection to
si gnal i ng exchanges, including integrity and replay protection and
encryption. It is not clear which of these is required at the NTLP
| ayer, although nost channel security nechani sns support themall.
It is also not clear how tightly an NSLP can 'bind to the channe
security service provided by the NTLP

Channel security can also be applied to the signaling nmessages with
differing granularity; i.e., all or parts of the signaling nessage
may be protected. For exanple, if the flowis traversing a NAT, only
the parts of the nessage that do not need to be processed by the NAT
shoul d be protected. (Alternatively, if the NAT takes part in NTLP
security procedures, it only needs to be given access to the nessage
fields containing addresses, often just the flowid.) Wich parts of
the NTLP nessages need protecting is an open question, as is what
type of protection should be applied to each

Interactions with Ot her Protocols

1. IP Routing Interactions

The NTLP is responsible for determ ning the next node to be visited
by the signaling protocol. For path-coupled signaling, this next
node should be one that will be visited by the data flow In

practice, this peer discovery will be approxinmte, as any node coul d
use any feature of the peer discovery packet to route it differently
fromthe corresponding data fl ow packets. Divergence between the
data and signaling paths can occur due to |oad sharing or |oad

bal ancing (Section 5.1.1). An exanple specific to the case of Q@S is
given in Section 6.1.1. Route changes cause a tenporary divergence
between the data path and the path on which signaling state has been
installed. The occurrence, detection, and inpact of route changes is
described in Section 5.1.2. A description of this issue in the
context of QS is given in Section 6.1.2.
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5.1.1. Load Sharing and Policy-Based Forwardi ng

Load sharing or load balancing is a network optinization technique
that exploits the existence of multiple paths to the sane destination
in order to obtain benefits in ternms of protection, resource
efficiency, or network stability. It has been proposed for a nunber
of routing protocols, such as OSPF [16] and others. In general, |oad
sharing means that packet forwarding will take into account header
fields in addition to the destination address; a general discussion
of such techniques and the problens they cause is provided in [17].

The significance of |load sharing in the context of NSIS is that
routing of signaling nmessages using end-to-end addressing does not
guarantee that these nessages will follow the data path. Policy-

based forwarding for data packets -- where the outgoing link is
sel ected based on policy information about fields additional to the
packet destination address -- has the sane inpact. Signaling and

dat a packets nmmy di verge because of both of these techni ques.

I f signaling packets are given source and destination addresses
identical to data packets, signaling and data may still diverge
because of |ayer-4 |oad bal anci ng (based on protocol or port). Such
techni ques woul d al so cause ICMP errors to be msdirected to the

source of the data because of source address spoofing. |If signaling
packets are nade identical in the conplete 5-tuple, divergence nay
still occur because of the presence of router alert options. The

same | CWP misdirection applies, and it becones difficult for the end
systenms to distinguish between data and signaling packets. Finally,
QoS routing techniques may base the routing decision on any field in
t he packet header (e.g., DSCP).

5.1.2. Route Changes

In a connectionless network, each packet is independently routed
based on its header information. Wenever a better route towards the
destination becomes available, this route is installed in the
forwarding table and will be used for all subsequent (data and
signaling) packets. This can cause a divergence between the path

al ong which state has been installed and the path al ong which
forwarding will actually take place. The problem of route changes is
reduced if route pinning is performed. Route pinning refers to the

i ndependence of the path taken by certain data packets from
reachability changes caused by routing updates froman Interior
Gateway Protocol (OSPF, |1S-1S) or an Exterior Gateway Protocol (BGP)
Not hi ng about NSI'S signaling prevents route pinning from being used
as a network engi neering technique, provided that it is done in a way
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that preserves the comon routing of signaling and data. However,
even if route pinning is used, it cannot be depended on to prevent
all route changes (for exanple, in the case of link failures).

Handl i ng route changes requires the presence of three processes in
t he signaling protocol

1. route change detection

2. installation of state on the new path

3. renoval of state on the old path

Many route change detection nethods can be used, sone needing
explicit protocol support, and some of which are inplenentation-
internal. They differ in their speed of reaction and in the types of
change they can detect. 1In rough order of increasing applicability,
they can be sunmarized as foll ows:

1. nonitoring changes in local forwarding table state

2. nonitoring topology changes in a link-state routing protoco

3. inference fromchanges in data packet TTL
4. inference fromloss of packet streamin a flow aware router
5. ‘inference fromchanges in signaling packet TTL

6. changed route of an end-to-end addressed signaling packet
7. changed route of a specific end-to-end addressed probe packet

These net hods can be categorized as bei ng based on network nonitoring
(met hods 1-2), on data packet nonitoring (methods 3-4) and on

noni toring signaling protocol nessages (nethods 5-7); nethod 6 is the
basel i ne method of RSVP. The network nonitoring nethods can only
detect local changes; in particular, method 1 can only detect an
event that changes the inmredi ate next downstream hop, and nethod 2
can only detect changes within the scope of the |ink-state protocol
Met hods 5-7, which are contingent on nonitoring signaling nessages,
becone | ess effective as soft-state refresh rates are reduced.

When a route change has been detected, it is inportant that state is
installed as quickly as possible along the new path. It is not
guaranteed that the new path will be able to provide the sane
characteristics that were available on the old path. To avoid
duplicate state installation or, worse, rejection of the signaling
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message because of previously installed state, it is inportant to be
able to recogni ze the new signaling message as belonging to an

existing session. In this respect, we distinguish between route
changes with associ ated change of the flow identification (e.g., in
case of a mobility event when the I P source m ght change) and route
changes wi thout change of the flowidentification (e.g., in case of a
link failure along the path). The forner case requires an identifier
i ndependent fromthe flow identification; i.e., the session
identifier (Section 4.6.2). Mobility issues are discussed in nore
detail in Section 5.2.

When state has been installed along the new path, the existing state
on the old path needs to be renbved. Wth the soft-state principle,
this will happen automatically because of the lack of refresh
nmessages. Depending on the refresh tiner, however, it may be
required to tear down this state nuch faster (e.g., because it is
tied to an accounting record). In that case, the teardown nmessage
needs to be able to distinguish between the new path and the old
pat h.

In sone environnents, it is desirable to provide connectivity and
per-flow or per-class state nanagenent with high-availability
characteristics; i.e., with rapid transparent recovery, even in the
presence of route changes. This may require interactions with
protocols that are used to nmanage the routing in this case, such as
Virtual Router Redundancy Protocol (VRRP) [18].

Qur basic assunption about such interactions is that the NTLP woul d
be responsible for detecting the route change and ensuring that
signaling nessages were re-routed consistently (in the sane way as
the data traffic). However, further state re-synchronization
(including failover between 'nmain’ and ’'standby’ nodes in the high
availability case) would be the responsibility of the signaling
application and its NSLP, and woul d possibly be triggered by the
NTLP.

5.2. Mbility and Multihonming Interactions

The issues associated with mobility and nmultihonming are a
general i zation of the basic route change case of the previous
section. As well as the fact that packets for a given session are no
| onger traveling over a single topological path, the follow ng extra
consi derations arise:

1. The use of IP-layer nmobility and nultihonmi ng nmeans that nore than
one | P source or destination address will be associated with a
single session. The same applies if application-layer solutions
(e.g., SIP-based approaches) are used.
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2. Mbile I P and associ ated protocol s use sone specia
encapsul ati ons for sone segnents of the data path.

3. The double route may persist for sonme tinme in the network (e.g.
in the case of a ’nmake-before-break’ handover being done by a
mul ti honed host).

4. Conversely, the re-routing nmay be rapid and routine (unlike
networ k-i nternal route changes), increasing the inportance of
rapid state rel ease on old paths.

The interactions between nobility and signaling have been extensively
anal yzed in recent years, primarily in the context of RSVP and Mbbile
IP interaction (e.g., the nobility discussion of [5]), but also in
that of other types of network (e.g., [19]). A general review of the
fundamental interactions is given in [20], which provides further
details on many of the subjects considered in this section

We assune that the signaling will refer to 'outer’ |P headers when
defining the flows it is controlling. There are two main reasons for
this. The first is that the data plane will usually be unable to
work in terms of anything el se when inplenmenting per-flow treatnent
(e.g., we cannot expect that a router will analyze inner headers to
deci de how to schedul e packets). The second reason is that we are
inmplicitly relying on the security provided by the network
infrastructure to ensure that the correct packets are given the
special treatnment being signaled for, and this is built on the

rel ati onshi p between packet source and destination addresses and
network topology. (This is essentially the sane approach that is
used as the basis of route optinization security in Mbile |IPv6
[21].) The consequence of this assunption is that we see the packet
streans to (or fronm different addresses as different flows. Were a
flowis carried inside a tunnel, it is seen as a different flow
again. The encapsul ation issues (point (2) above) are therefore to
be handl ed the same way as other tunneling cases (Section 5.4).

Therefore, the nost critical aspect is that nmultiple fl ows are being
used, and the signaling for themnneeds to be correlated. This is the
i ntended role of the session identifier (see Section 4.6.2, which

al so describes sone of the security requirenents for such an
identifier). Although the session identifier is visible at the NILP
the signaling application is responsible for performng the
correlation (and for doing so securely). The NTLP responsibility is
limted to delivering the signaling nessages for each fl ow between
the correct signaling application peers. The |ocations at which the
correlation takes place are the end system and the signaling-
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application-aware node in the network where the flows neet. (This
node is generally referred to as the "crossover router"; it can be
anywhere in the network.)

Al t hough much work has been done in the past on finding the crossover
router directly frominformation held in particular nobility
signaling protocols, the initial focus of NSIS work should be a
solution that is not tightly bound to any single nmobility approach
In other words, it should be possible to determnine the crossover
router based on NSIS signaling. (This doesn’t rule out the
possibility that some inplenentations may be able to do this

di scovery faster; e.g., by being tightly integrated with | oca
nmobi | ity managenent protocols. This is directly conparable to
spotting route changes in fixed networks by being routing aware.)

Note that the crossover router discovery may involve end-to-end

si gnal i ng exchanges (especially for flows towards the nobile or

mul ti honed node), which raises a |latency concern. On the other hand,
end-to-end signaling will have been necessary in any case, at the
application level not only to communi cate changed addresses, but al so
to update packet classifiers along the path. It is a matter for
further analysis to deci de how t hese exchanges coul d be conbi ned or
carried out in parallel

On the shared part of the path, signaling is needed at least to
update the packet classifiers to include the new flow, although if
correlation with the existing flowis possible it should be possible
to bypass any policy or adm ssion control processing. State
installation on the new path (and possibly release on the old one)
are also required. Wich entity (one of the end hosts or the
crossover router) controls all these procedures depends on which
entities are authorized to carry out network state nanipul ati ons, so
this is therefore a matter of signaling application and NSLP design
The approach may depend on the sender/receiver orientation of the
original signaling (see Section 3.3.1). 1In addition, in the nobility
case, the old path may no longer be directly accessible to the nobile
node; inter-access-router conmmunication nmay be required to rel ease
state in these circunstances.

The frequency of handovers in sone network types nmakes fast handover
support protocols desirable, for selecting the optinal access router
for handover (for exanple, [22]), and for transferring state
information to avoid having to regenerate it in the new access router
after handover (for exanple, [23]). Both of these procedures could
have strong interactions with signaling protocols. The access router
sel ection m ght depend on the network control state that could be
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supported on the path through the new access router. Transfer of
signaling application state or NTLP/NSLP protocol state may be a
candi date for context transfer.

5. 3. Interactions with NATs

Because at | east sonme nessages will alnost inevitably contain
addresses and possibly higher-layer information as payl oad, we nust
consider the interaction with address translation devices (NATs).
These considerations apply both to 'traditional’ NATs of various
types (as defined in [24]) as well as sone |IPv4/v6 transition
mechani snms, such as Stateless IP/ICW Translation (SIIT) [25].

In the sinplest case of an NSI S-unaware NAT in the path, payl oads
wi Il be uncorrected, and signaling will refer to the fl ow
incorrectly. Applications could attenpt to use STUN [26] or simlar
techni ques to detect and recover fromthe presence of the NAT. Even
then, NSIS protocols would have to use a well-known encapsul ation
(TCP/UDP/ I CMP) to avoi d being dropped by nore cautious | ow end NAT
devi ces.

A sinmple 'NSI S-aware’ NAT would require flow identification
information to be in the clear and not to be integrity protected. An
alternative conceptual approach is to consider the NAT functionality
part of message processing itself, in which case the translating node
can take part natively in any NSIS protocol security nechanisns.
Dependi ng on NSIS protocol layering, it would be possible for this
processing to be done in an NSIS entity that was otherw se ignorant
of any particular signaling applications. This is the notivation for
including basic flowidentification information in the NTLP

(Section 4.6.1).

Note that all of this discussion is independent of the use of a
specific NSLP for general control of NATs (and firewalls). That case
is considered in Section 6. 2.

5.4. Interactions with I[P Tunneling

Tunneling is used in the Internet for a nunber of reasons, such as
fl ow aggregation, |Pv4/6 transition mechanisnms, nobile IP, virtua
private networking, and so on. An NSIS solution nust continue to
work in the presence of these techniques. The presence of the tunne
shoul d not cause problens for end-to-end signaling, and it should

al so be possible to use NSIS signaling to control the treatnent of

t he packets carrying the tunnel ed data.
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It is assuned that the NSIS approach will be simlar to that of [27],
where the signaling for the end-to-end data flow is tunneled al ong
with that data flow and is invisible to nodes along the path of the
tunnel (other than the endpoints). This provides backwards
compatibility with networks where the tunnel endpoints do not support
the NSIS protocols. W assune that NEs will not unwap tunne
encapsul ations to find and process tunnel ed signaling nessages.

To signal for the packets carrying the tunneled data, the tunnel is
considered a new data flowin its own right, and NSIS signaling is
applied to it recursively. This requires signaling support in at

| east one tunnel endpoint. In sone cases (where the signaling
initiator is at the opposite end of the data flow fromthe tunne
initiator; i.e., in the case of receiver initiated signaling), the
ability to provide a binding between the original flow identification
and that for the tunneled flowis needed. It is left open here

whet her this should be an NTLP or an NSLP function

6. Signaling Applications

Thi s section gives an overview of NSLPs for particular signaling
applications. The assunption is that the NSLP uses the generic
functionality of the NTLP given earlier; this section describes
specific aspects of NSLP operation. It includes sinple exanples that
are intended to clarify how NSLPs fit into the framework. It does
not replace or even formpart of the formal NSLP protoco
specifications; in particular, initial designs are being devel oped
for NSLPs for resource reservation [28] and m ddl ebox conmuni cati on
[29].

6.1. Signaling for Quality of Service

In the case of signaling for QS, all the basic NSI'S concepts of
Section 3.1 apply. In addition, there is an assumed directionality
of the signaling process, in that one end of the signaling flow takes
responsibility for actually requesting the resource. This leads to
the follow ng definitions:

0 QS NSISInitiator (QNI): the signaling entity that makes the
resource request, usually as a result of user application request.

0 QoS NSI'S Responder ((NR): the signaling entity that acts as the
endpoint for the signaling and that can optionally interact with
applications as well.

0 QS NSIS Forwarder (Q\F): a signaling entity between a QNI and QN\R
that propagates NSIS signaling further through the network.
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Each of these entities will interact with a resource nanagenent
function (RVMF) that actually allocates network resources (router
buffers, interface bandwi dth, and so on).

Note that there is no constraint on which end of the signaling flow
should take the QNI role: Wth respect to the data flow direction, it
could be at the sending or receiving end.

6.1.1. Protocol Message Senantics

The QS NSLP will include a set of messages to carry out resource
reservations along the signaling path. A possible set of nessage
semantics for the QS NSLP is shown below. Note that the ’direction’
columm in the table below only indicates the 'orientation’ of the
nmessage. Messages can be originated and absorbed at QNF nodes as
well as the QNI or QNR, an exanple might be QNFs at the edge of a
domai n exchangi ng nmessages to set up resources for a flow across a
it. Note that it is left open if the responder can rel ease or nodify
a reservation, during or after setup. This seens mainly a nmatter of
assunptions about authorization, and the possibilities night depend
on resource type specifics.

The table also explicitly includes a refresh operation. This does
nothing to a reservation except extend its lifetine, and it is one
possi bl e state nanagenent nechani sm (see next section).

R R oo e e e e e e e e e e e e e e e e e e e aaa - +
| Operation | Direction | Qper ati on |
S S o m e e e e e e e e e e e e e e e e e e e e am o +
| Request | I-->R | Create a new reservation for a flow |
| | | |
| Modi fy | l-->R | Modi fy an existing reservation |
I I (&R-->17?) I I
| Release | I-->R | Del ete (tear down) an existing |
| | (&R-->17?) | reservation |
| | | |
| Accept/ | R- - >l | Confirm (possibly nodified?) or reject a |
| Rej ect | | reservation request |
| | | |
| Notify | 1-->R & | Report an event detected within the |
| | R- - >l | net wor k |
| | | |
| Refresh | l-->R | Stat e nmanagenent (see Section 6.1.2) |
R R oo e e e e e e e e e e e e e e e e e e e aaa - +
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6.1.2. State Managenent

The primary purpose of NSISis to manage state information along the
path taken by a data flow. The issues regardi ng state managenent
within the NTLP (state related to nessage transport) are described in
Section 4. The QS NSLP will typically have to handl e additiona
state related to the desired resource reservation to be nade.

There two critical issues to be considered in building a robust NSLP
to handl e this probl em

0 The protocol nust be scalable. It should allow m ninization of
the resource reservation state-storage denands that it inplies for
i nternedi ate nodes; in particular, storage of state per 'nicro
flowis likely to be inpossible except at the very edge of the
network. A QoS signaling application mght require per-flow or
|l ower granularity state; exanples of each for the case of QS
woul d be IntServ [30] or RVD [31] (per 'class’ state),
respectively.

0 The protocol mnust be robust against failure and other conditions
that inply that the stored resource reservation state has to be
nmoved or renoved

For resource reservations, soft-state managenent is typically used as
a general robustness nechanism According to the discussion of
Section 3.2.5, the soft-state protocol mechanisns are built into the
NSLP for the specific signaling application that needs them the NTLP
sees this sinply as a sequence of (presumably identical) nessages.

6.1.3. Route Changes and QS Reservations

In this section, we will explore the expected interaction between
resource signaling and routing updates (the precise source of routing
updates does not matter). The normal operation of the NSI'S protoco
will lead to the situation depicted in Figure 7, where the reserved
resources natch the data path.

reserved +----- + reserved +----- +
:::::::::>| Q\": | :::::::::::>| Q\": |
U + U +
_______________________________________ >
data path

Figure 7: Normal NSIS Protocol Operation
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A route change can occur while such a reservation is in place. The
route change will be installed imediately, and any data will be
forwarded on the new path. This situation is depicted Figure 8.

Resource reservation on the new path will only be started once the
next control nessage is routed along the new path. This neans that
there is a certain tine interval during which resources are not
reserved on (part of) the data path, and certain delay or
drop-sensitive applications will require that this time interval be
m nimzed. Several techniques to achieve this could be considered.
As an exanple, RSVP [7] has the concept of |ocal repair, whereby the
router may be triggered by a route change. In that case, the RSVP
node can start sending PATH nessages directly after the route has
been changed. Note that this option may not be available if no
per-flow state is kept in the QNF. Another approach would be to
pre-install backup state, and it would be the responsibility of the
QS-NSLP to do this. However, mechanisns for identifying backup
pat hs and routing the necessary signaling nmessages along them are not
currently considered in the NSIS requirenents and framework

Rout e updat e

\"
reserved +----- + reserved +----- +
:::::::::>| ONF | :::::::::::>| ONF |
e oo - + e oo - +
-------- I
v $oooot
| :::::::::::>| ONF |
| L +
o e e e ooo. >
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Fi gure 8: Route Change

The new path might not be able to provide the sane guarantees that
were available on the old path. Therefore, it mght be desirable for
the QNF to wait until resources have been reserved on the new path
before allowing the route change to be installed (unless, of course,
the old path no | onger exists). However, delaying the route change
installation while waiting for reservation setup needs carefu

anal ysis of the interaction with the routing protocol being used, in
order to avoid routing | oops.

Anot her exanple related to route changes is denoted as severe

congestion and is explained in [31]. This solution adapts to a route
change when a route change creates congestion on the new routed path.
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6.1.4. Resource Managenent |nteractions

The QS NSLP itself is not involved in any specific resource

al I ocati on or managenent techniques. The definition of an NSLP for
resource reservation with Quality of Service, however, inplies the
noti on of admi ssion control. For a QS NSLP, the neasure of
signaling success will be the ability to reserve resources fromthe
total resource pool that is provisioned in the network. W define
the function responsible for allocating this resource pool as the
Resour ce Managenment Function (RWMF). The RVF is responsible for al
resource provisioning, nonitoring, and assurance functions in the
net wor k.

A Q@S NSLP will rely on the RMF to do resource nanagenent and to
provide inputs for admission control. In this nodel, the RWF acts as
a server towards client NSLP(s). Note, however, that the RVF may in
turn use another NSLP instance to do the actual resource provisioning
in the network. In this case, the RVF acts as the initiator (client)
of an NSLP.

This essentially corresponds to a nulti-Ilevel signaling paradi gm
with an "upper’ level handling internetworking QS signaling
(possibly running end-to-end), and a 'lower’ |evel handling the nore
speci ali zed intra-domain QS signaling (running between just the
edges of the network). (See [10], [32], and [33] for a discussion of
simlar architectures.) Gven that NSIS signaling is already
supposed to be able to support multiple instances of NSLPs for a
given flow and Iinited scope (e.g., edge-to-edge) operation, it is
not currently clear that supporting the multi-level nodel leads to
any new protocol requirenments for the QS NSLP

The RVF may or nmay not be co-located with a QNF (note that
co-location with a Q\NI/QN\R can be handled logically as a comnbi nation
between QNF and QNI/QNR).  To cater for both cases, we define a
(possibly logical) ONF-RWMF interface. Over this interface,

i nformati on may be provided fromthe RVMF about nonitoring, resource
avai lability, topology, and configuration. 1In the other direction
the interface nmay be used to trigger requests for resource
provisioning. One way to formalize the interface between the QNF and
the RW is via a Service Level Agreenment (SLA). The SLA may be
static or it may be dynamically updated by neans of a negotiation
protocol. Such a protocol is outside the scope of NSIS.

There is no assuned restriction on the placenent of the RM. It may
be a centralized RV per domain, several off-path distributed RWs,
or an on-path RVF per router. The advantages and di sadvant ages of
bot h approaches are well-known. Centralization typically allows
decisions to be taken using nore global information, with nore
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efficient resource utilization as a result. It also facilitates
depl oynent or upgrade of policies. Distribution allows |oca
deci si on processes and rapid response to data path changes.

6.2. Oher Signaling Applications

As well as the use for "traditional’ QoS signaling, it should be
possible to devel op NSLPs for other signaling applications that
operate on different types of network control state. One specific
case is setting up flowrelated state in niddl eboxes (firewalls,
NATs, and so on). Requirenents for such comunication are given in
[4]. Oher exanples include network nonitoring and testing, and
tunnel endpoi nt discovery.

7. Security Considerations

Thi s docunent describes a franework for signaling protocols that
assunes a two-| ayer deconposition, with a common | ower |ayer (NTLP)
supporting a fam |y of signaling-application-specific upper-Iayer
protocols (NSLPs). The overall security considerations for the
signaling therefore depend on the joint security properties assuned
or demanded for each |ayer.

Security for the NTLP is discussed in Section 4.7. W have assuned
that, apart frombeing resistant to denial of service attacks agai nst
itself, the main role of the NTLP will be to provide nessage
protection over the scope of a single peer relationship, between

adj acent signaling application entities. (See Section 3.2.3 for a

di scussion of the case where these entities are separated by nore
than one NTLP hop.) These functions can ideally be provided by an
exi sting channel security nechanism preferably using an external key
management nechani sm based on nut ual authentication. Exanples of
possi bl e mechani sns are TLS, |Psec and SSH. However, there are

i nteractions between the actual choice of security protocol and the
rest of the NTLP design. Primarily, nost existing channel security
mechani sns require explicit identification of the peers involved at
the network and/or transport level. This conflicts with those
aspects of path-coupled signaling operation (e.g., discovery) where
this information is not even inplicitly avail abl e because peer
identities are unknown; the inpact of this 'next-hop problem on RSVP
design is discussed in the security properties docunent [6] and al so
i nfluences nmany parts of the threat analysis [2]. Therefore, this
framewor k does not nandate the use of any specific channel security
protocol; instead, this has to be integrated with the design of the
NTLP as a whol e.
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8.

8.

1

Security for the NSLPs is entirely dependent on signaling application
requirenents. In sone cases, no additional protection nmay be

requi red conpared to what is provided by the NTLP. In other cases
nor e sophi sticated object-level protection and the use of public-
key- based solutions may be required. In addition, the NSLP needs to
consi der the authorization requirenents of the signaling application
Aut hori zation is a conplex topic, for which a very brief overviewis
provided in Section 3.3.7.

Anot her factor is that NTLP security nechani sns operate only locally,
whereas NSLP nechani sns may al so need to operate over |arger regions
(not just between adjacent peers), especially for authorization
aspects. This conplicates the analysis of basing signaling
application security on NTLP protection.

An additional concern for signaling applications is the session
identifier security issue (Sections 4.6.2 and 5.2). The purpose of
this identifier is to decouple session identification (as a handle
for network control state) from session "location" (i.e., the data
flow endpoints). The identifier/locator distinction has been
extensively discussed in the user plane for end-to-end data fl ows,
and is known to lead to non-trivial security issues in binding the
two together again. Qur problemis the analogue in the contro
plane, and is at least simlarly conplex, because of the need to

i nvol ve nodes in the interior of the network as well.

Further work on this and other security design will depend on a
refinement of the NSIS threats work begun in [2].
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