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Abstract
Multi homing is an essential conponent of service for many Internet
sites. This docunent describes sone inplenentation strategies for

nmul ti homing with | Pv4 and enunerates features for comparison with
other nultihomi ng proposals (particularly those related to | Pv6).
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1

I ntroduction

Miul ti homing is an inmportant conponent of service for many |nternet
sites. Current IPv4 multihonmi ng practices have been added on to the
Ol assless Inter Domain Routing (CIDR) architecture [ RFC1519], which
assunes that routing table entries can be aggregated based upon a

hi erarchy of custonmers and service providers.

Mul ti homing is a mechani sm by which sites can satisfy a nunber of

hi gh-l evel requirenents. It is widely used in the |IPv4 Internet.
There are some practical limtations, however, including concerns as
to how it would scale with future Internet growth. This docunent
ainms to docunent comon | Pv4 multihom ng practices and enunerate
their features for conparison with other multihoni ng approaches.

There are a nunber of different ways to route and manage traffic in

and out of a multihomed site: the majority rely on the routing policy
capabilities of the inter-domain routing protocol, the Border Gateway
Protocol, version 4 (BGP) [RFC1771]. This docunent also discusses a
mul ti-hom ng strategy which does not rely on the capabilities of BGP

Ter m nol ogy

A "site" is an entity autononously operating a network using IP, and
in particular, determ ning the addressing plan and routing policy for
that network. This definitionis intended to be equivalent to
"enterprise’ as defined in [ RFC1918].

A "transit provider" operates a site that directly provides
connectivity to the Internet to one or nore external sites. The
connectivity provided extends beyond the transit provider’'s own site
and its own direct custonmer networks. A transit provider's site is
directly connected to the sites for which it provides transit.

A "multihoned" site is one with nore than one transit provider
"Site-nultihonming" is the practice of arranging a site to be
nmul ti honed.

The term "re-homi ng" denotes a transition of a site between two
states of connectedness, due to a change in the connectivity between
the site and its transit providers’ sites.

A "multi-attached" site has nore than one point of |ayer-3
i nterconnection to a single transit provider

Provi der -1 ndependent (Pl) addresses are gl obally-uni que addresses
whi ch are not assigned by a transit provider, but are provided by
sonme ot her organisation, usually a Regional Internet Registry (R R).
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Provi der - Aggr egat abl e (PA) addresses are gl obal | y-uni que addresses
assigned by a transit provider to a custonmer. The addresses are
consi dered "aggregat abl e" because the set of routes corresponding to
the PA addresses are usually covered by an aggregate route set
corresponding to the address space operated by the transit provider
fromwhi ch the assignnent was nade

Note that the words "assign" and "allocate" have specific nmeanings in
Regi onal Internet Registry (RIR) address managenent policies, but are
used nore loosely in this docunent.

3. IPv4 Miltihom ng Practices
3.1. Miltihonming with BGP

The general approach for multihonming with BGP is to announce a set of
routes to two or nore transit providers. This provides the rest of
the Internet with nmultiple paths back to the nultihonmed sites, and
each transit provider provides an additional possible path for the
site’s outbound traffic.

3.1.1. Addressing Considerations
3.1.1.1. Pl Addresses

The site uses Pl addresses, and a set of routes covering those P
addresses i s announced or propagated by two or nore transit
provi ders.

Usi ng Pl addresses has | ong been the preferred approach for |Pv4
multihomng. Until the nid-1990s this was relatively easy to
acconplish, as the maxi mum generally accepted prefix length in the
gl obal routing table was a /24, and little justification was needed
to obtain a /24 Pl assignment. Since then, R R address nmanagenent
policies have becone less liberal in this respect. Not all RIRs
support the assignnment of address blocks to small, nultihoned end-
users, and those that do support it require justification for bl ocks
as large as a /24, which cannot be nmet by small sites. As a
consequence, Pl addresses are not available to many sites who wish to
mul ti hone.

Each site that uses Pl addresses introduces an additional prefix into

the global routing system |f this schene for nultihonm ng becane
wi despread, it would present scaling concerns.
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3.1.1.2. PA Addresses

The site uses PA addresses assigned by a single transit provider

The set of routes covering those PA addresses (the "site route set")

i s announced or propagated by one or nore additional transit
providers. The transit provider which assigned the PA addresses (the
"primary transit provider") originates a set of routes which cover
the site route set. The primary transit provider often originates or
propagates the site route set as well as the covering aggregates.

The use of PA addresses is applicable to sites whose addressing
requirenents are not sufficient to neet the requirenents for P
assignnents by RIRs. However, in the case where the site route set
is to be announced or propagated by two or nore different transit

provi ders, conmon operational practice still dictates m ninmm/24
prefixes, which may be larger than the allocation available to small
sites.

There have been wel | -docunent ed exanpl es of sites filtering | ong-

prefix routes which are covered by a transit-providers aggregate. |f
this practice were to becone very wi despread, it might limt the
ef fecti veness of nultihom ng using PA addresses. However, limted

filtering of this kind can be tol erated because the aggregate
announcenents of the primary transit provider should be sufficient to
attract traffic from autononous systens which do not accept the
covered site route set. The nore traffic that follows the prinmary
transit provider’s aggregate in the absence of the covered, nore-
specific route, the greater the reliance on that primary transit
provider. |In some cases, this reliance mght result in an effective
single point of failure.

Traffic following the primary transit provider’'s aggregate routes nay
still be able to reach the nultihoned site, even in the case where
the connection between the primary transit provider and the site has
failed. The site route set will still be propagating through the
site’s other transit providers. |If that route set reaches (and is
accepted by) the primary transit provider, connectivity for traffic
followi ng the aggregate route will be preserved.

Sites that use PA addresses are usually obliged to renunmber if they
decide not to retain connectivity to the primary transit provider
While this is a common requirenment for all sites using PA addresses
(and not just those that are multihoned), it is one that nay have
nore frequent inpact on sites whose notivation to nmultihome is to
facilitate changes of ISP. A nultihoned site using PA addresses can
still add or drop other service providers wthout having to renunber.
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3.

1.2. AS Nunber Consi derations

3.1.2.1. Consistent Origin AS

A multi homed site may choose to announce routes to two or nore
transit providers froma globally-uni que Aut ononous System (AS)
nunber assigned to the site. This causes the origin of the route to
appear consistent when viewed fromall parts of the Internet.

3.1.2.2. Inconsistent Oigin AS

3. 2.

A multihomed site may choose to use a private-use AS nunber [RFC1930]
to originate routes to transit providers. It is normal practice for
private-use AS nunbers to be stripped from AS PATH attri butes before
they are allowed to propagate fromtransit providers towards peers.
Therefore, routes observed fromother parts of the Internet may
appear to have inconsistent origins.

When using private-use AS nunbers, collisions between the use of

i ndi vidual nunbers by different transit providers are possible.
These collisions are arguably best avoi ded by not using private-use
AS nunbers for applications which involve routing across

adm ni strative domai n boundari es.

A multihomed site may request that their transit providers each
originate the site’'s routes fromthe transit providers’ ASes.
Dynamic routing (for the purposes of withdrawing the site’s route in
the event that connectivity to the site is lost) is still possible,
in this case, using the transit providers’ internal routing systens
to trigger the externally-visible announcenents.

Operational troubleshooting is facilitated by the use of a consistent
origin AS. This allows inmport policies to be based on a route’s true
origin rather than on internediate routing details, which may change
(e.g., as transit providers are added and dropped by the nulti honed
site).

Multiple Attachnments to a Single Transit Provider

Mul ti hom ng can be achi eved through nultiple connections to a single
transit provider. This inposes no additional |oad on the gl oba
routing table beyond that involved in the site being single-attached.
A site that has solved its nultihom ng needs in this way is commonly
referred to as "nulti-attached"
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It is not a requirenent that the nulti-attached site exchange routing
information with its transit provider using BGP. However, in the
event of failure, some mechanismfor re-routing i nbound and out bound
traffic over remaining circuits is required. BGP is often used for
this purpose.

Multi-attached sites gain no advantages from using Pl addresses or
(where BGP is used) globally-unique AS nunbers, and have no need to
be able to justify address assignnents of a particular mninumsize.
However, multi-attachnent does not protect a site fromthe failure of
the single transit provider

3.3. NAT- or RFC2260-based Ml ti hom ng

Thi s met hod uses PA addresses assigned by each transit provider to
which the site is connected. The addresses are either allocated to
i ndi vi dual hosts within the network according to [ RFC2260], or the
site uses Network Address Translation (NAT) to translate the various
provi der addresses into a single set of private-use addresses

[ RFC1918] within the site. The site is effectively singlehoned to
nore than one transit provider. None of the transit providers need
to make any accommodati ons beyond those typically nmade for a non-

mul ti honed cust omer.

Thi s approach accommpdates a wi de range of sites, fromresidential
Internet users to very large enterprises, requires no Pl addresses or
AS nunbers, and inposes no additional |oad on the Internet’s globa
routing system However, it does not address several common
nmotivations for multihom ng, nost notably transport-I|ayer
survivability.

4. Features of |Pv4 Miltihon ng

The follow ng sections describe sone of the features of the
approaches described in Section 3, in the context of the genera

goals for multihonming architectures presented in [ RFC3582]. Detailed
descriptions and rationale for these goals can be found in that
docunent .

4.1. Redundancy
Al'l the nethods described provide redundancy, which can protect a
site fromsone single-point failures. The degree of protection

depends on the choice of transit providers and the nethods used to
i nterconnect the site to those transit providers.
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4.2. Load Sharing

Al of the methods described provide some neasure of |oad-sharing
capability. OQutbound traffic can be shared across | SPs using
appropriate exit selection policies; inbound traffic can be

di stributed using appropriate export policies designed to influence
the exit selection of renpte sites sending traffic back towards the
nmul ti honed site.

In the case of RFC2260/NAT mul ti hom ng, distribution of inbound
traffic is controlled by address selection on the host or NAT.

4.3. Performance

BGP- speaki ng sites can enploy inport policies that cause exit
selection to avoid paths known to be problematic. For inbound
traffic, sites can often enploy route export policy, which affords
different treatnment of traffic towards particul ar address ranges
within their network.

It should be noted that this is not a conprehensive capability. In
general, there are many traffic engi neering goals which can only be
| oosel y approxi mated using this approach

In the case of RFC2260/NAT multihoming in the absence of BGP routing
i nformation, managenent of outbound traffic is not possible. The
path taken by inbound traffic for a particular session can be
controll ed by source address sel ection on the host or NAT.

4.4, Policy

In sone circunstances, it is possible to route traffic of a
particul ar type (e.g., protocol) via particular transit providers.
This can be done if the devices in the site which source or sink that
traffic can be isolated to a set of addresses to which a specia
export policy can be applied.

An exanple of this capability is the grouping of budget, best-effort
Internet customers into a particular range of addresses that is
covered by a route which is announced preferentially over a single,
lowquality transit path

In the case of RFC2260/ NAT nul ti homi ng, policies such as those
descri bed here can be accommopdat ed by appropriate address sel ection
on the host or NAT. More flexible inplenentations nay be possible
for sessions originated fromthe nmultihoned site by selecting an
appropriate source address on a host or NAT, according to criteria
such as transport-layer protocols and addresses (ports).
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4.5, Sinplicity

The current methods used as multihoning solutions are not without
their conplexities, but have proven to be sufficiently sinple to be
used. They have the advantage of fam liarity due to having been
depl oyed extensively.

4.6. Transport-Layer Survivability

Al'l BGP-based nul ti hom ng practices provide some degree of session
survivability for transport-layer protocols. However, in cases where
pat h convergence takes a long tine followi ng a re-honing event,
sessions nay tinme out.

Transport-layer sessions will not, in general, survive over a re-

hom ng event when using RFC2260/ NAT nul ti homi ng. Transport protocols
whi ch support multiple volatile endpoint addresses may be able to
provi de session stability; however, these transport protocols are not
in w de use.

In all the nmethods described in this docunment, new transport-I|ayer
sessions are able to be created following a re-hom ng event.

4.7. Inpact on DNS
These nul ti hom ng strategi es i npose no new requirenents on the DNS
4.8. Packet Filtering

These nultihom ng practices do not preclude filtering of packets with
i nappropriate source or destination addresses at the adninistrative
boundary of the nmultihoned site.

4.9. Scalability

Current IPv4 nmultihom ng practices are thought to contribute to
significant observed growth in the anmount of state held in the globa
inter-provider routing system This is a concern because of both the
hardware requirenments it inposes and the inpact on the stability of
the routing system This issue is discussed in greater detail in

[ RFC3221] .

O the nethods presented in this docunent, RFC2260/ NAT nul ti honi ng
and nmulti-attaching to a single transit provider provide no
additional state to be held in the global routing system All other
strategies contribute to routing system state bl oat.
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d obal | y-uni que AS nunbers are a finite resource. Thus, w despread
mul ti hom ng that uses strategi es requiring assignnent of AS nunbers
nm ght lead to increased resource contention.

4.10. Inpact on Routers
For some of the nultihom ng approaches described in this docunent,
the routers at the boundary of the nultihoned site are required to
participate in BGP sessions with transit provider routers. Cher
routers within the site generally have no special requirenents beyond
those in singlehoned sites.

4.11. |npact on Hosts
There are no requirenments of hosts beyond those in singlehoned sites.

4.12. Interactions between Hosts and the Routing System

There are no requirenents for interaction between routers and hosts
beyond those in singlehoned sites.

4.13. Operations and Managenent

There is extensive operational experience in nanaging |Pv4-nultihoned
si tes.

4.14. Cooperation between Transit Providers
Transit providers who are asked to announce or propagate a PA prefix
covered by sone other (prinmary) transit provider usually obtain
aut horisation first. However, there is no technical requirenent or
comon contractual policy which requires this coordination to take
pl ace.

5. Security Considerations

Thi s docunent di scusses current |Pv4 nultihom ng practices, but
provi des no anal ysis of the security inplications of multihoning
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