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Abst r act

Thi s docunent describes a procedure that can be used to renunber a
network fromone prefix to another. It uses IPv6's intrinsic ability
to assign multiple addresses to a network interface to provide
continuity of network service through a "nmake- before-break”
transition, as well as addresses nam ng and confi gurati on nanagenent
issues. It also uses other IPv6 features to nininize the effort and
time required to conplete the transition fromthe old prefix to the
new prefi x.
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1. Introduction

The Prussian military theorist Carl von Causewitz [C ausewitz]
wrote, "Everything is very sinple in war, but the sinplest thing is
difficult. These difficulties accunulate and produce a friction

whi

ch no man can i magi ne exactly who has not seen war.... So in war,

through the influence of an 'infinity of petty circunstances’ which
cannot properly be described on paper, things disappoint us and we

fall short of the mark". Operating a network is aptly conpared to
conducting a war. The difference is that the opponent has the futile
expectation that honmo ignoramus will behave intelligently.
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A "flag day" is a procedure in which the network, or a part of it, is
changed during a planned outage, or suddenly, causing an outage while
the network recovers. Avoiding outages requires the network to be
nmodi fied using what in nobility mght be called a "nmake before break"
procedure: the network is enabled to use a new prefix while the old
one is still operational, operation is switched to that prefix, and
then the old one is taken down.

Thi s docunent addresses the key procedural issues in renunbering an
| Pv6 [ RFC2460] network without a "flag day". The procedure is
straightforward to describe, but operationally can be difficult to
aut onate or execute due to issues of statically configured network
state, which one night aptly describe as "an infinity of petty

circunstances". As a result, in certain areas, this procedure is
necessarily inconplete, as network environments vary w dely and no
one solution fits all. It points out a few of many areas where there

are nultiple approaches. This docunent updates [RFC2072]. This
docunent al so contains recomendations for application design and
net wor k managenent, which, if taken seriously, may avoid or mnimze
the inpact of the issues.

1.1. Summary of the Renunbering Procedure

By "renunbering a network", we nean replacing the use of an existing
(or "old") prefix throughout a network with a new prefix. Usually,
both prefixes will be the sane I ength. The procedures described in
this docunent are, for the nost part, equally applicable if the two
prefixes are not the sane I ength. During renunbering, sub-prefixes
(or "link prefixes") fromthe old prefix, which have been assigned to
I inks throughout the network, will be replaced by link prefixes from
the new prefix. Interfaces on systens throughout the network will be
configured with | Pv6 addresses fromthe |link prefixes of the new
prefix, and any addresses fromthe old prefix in services |ike DNS

[ RFC1034] [ RFC1035] or configured into switches and routers and
applications will be replaced by the appropriate addresses fromthe
new prefi x.

The renunbering procedure described in this docunent can be applied
to part of a network as well as to an organization's entire network.
In the case of a large organization, it may be advantageous to treat
the network as a collection of smaller networks. Renunbering each of
the smaller networks separately will nake the process nore
manageabl e. The process described in this docunent is generally
applicable to any network, whether it is an entire organization
network or part of a |larger network.
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1.2. Termnol ogy

DDNS: Dynani c DNS [ RFC2136] [ RFC3007] updates can be secured through
the use of SI @ 0) [RFC4033][ RFC4034] [ RFC4035] [ RFC2931] and TSI G
[ RFC2845] .

DHCP prefix del egati on: An extension to DHCP [ RFC3315] to autonate
the assignnment of a prefix, for exanple, froman ISP to a custoner
[ RFC3633] .

flag day: A transition that involves a planned service outage.

ingress/egress filters: Filters applied to a router interface
connected to an external organization, such as an | SP, to excl ude
traffic with inappropriate | Pv6 addresses.

link prefix: A prefix, usually a /64 [RFC3177], assigned to a link

SLAC. StatelLess Address AutoConfiguration [ RFC2462].

1.3. Summary of What Mist Be Changed

Addresses fromthe old prefix that are affected by renunbering wll

appear in a wide variety of places in the conponents in the

renunbered network. The following list gives sone of the places that

may i nclude prefixes or addresses that are affected by renunbering,

and gi ves some gui dance about how the work required during

renunbering m ght be ninimzed:

0 Link prefixes assigned to links. Each link in the network nust be
assigned a link prefix fromthe new prefix.

0 |Pv6e addresses assigned to interfaces on switches and routers.
These addresses are typically assigned manually, as part of
configuring switches and routers.

0 Routing information propagated by switches and routers.

o Link prefixes advertised by swi tches and routers [RFC2461].

0 Ingress/egress filters.

0 ACLs and ot her enbedded addresses on switches and routers.

0 |Pv6e addresses assigned to interfaces on hosts. Use of Stateless

Addr ess Aut oconfiguration (SLAC) [RFC2462] or DHCP [ RFC3315] can
mtigate the inpact of renunbering the interfaces on hosts.
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0 DNS entries. New AAAA and PTR records are added and ol d ones
removed in several phases to reflect the change of prefix.
Caching times are adjusted accordingly during these phases.

0 |Pv6 addresses and other configuration information provided by
DHCP

o |Pv6 addresses enbedded in configuration files, applications, and
el sewhere. Finding everything that nust be updated and automating
the process may require significant effort, which is discussed in
nmore detail in Section 3. This process nust be tailored to the
needs of each network.

Mul ti hom ng | ssues

In addition to the considerations presented, the operational matters
of multihom ng may need to be addressed. Networks are generally
renunbered for one of three reasons: the network itself is changing
its addressing policy and nust renunber to inplenment the new policy
(for exanmple, a conpany has been acquired and i s changi ng addresses
to those used by its new owner), an upstream provider has changed its
prefixes and its customers are forced to do so at the sane tine, or a
conmpany i s changi ng providers and nust perforce use addresses
assigned by the new provider. The third case is conmnon.

When a conpany changes providers, it is conmon to institute an
overlap period, during which it is served by both providers. By
definition, the conmpany is nultihomed during such a period. Al though
this docunent is not about nultihom ng per se, problens can arise as
aresult of ingress filtering policies applied by the upstream
provider or one of its upstream providers, so the user of this
docunent al so needs to be cognizant of these issues. This is

di scussed in detail, and approaches to dealing with it are descri bed,
in [ RFC2827] and [ RFC3704].

Det ai | ed Revi ew of Procedure

During the renunmbering process, the network transitions through eight
states. In the initial state, the network uses just the prefix that
is to be replaced during the renunbering process. At the end of the
process, the old prefix has been entirely replaced by the new prefix,
and the network is using just the new prefix. To avoid a flag day
transition, the new prefix is deployed first and the network reaches
an intermediate state in which either prefix can be used. In this
state, individual hosts can nmake the transition to using the new
prefix as appropriate to avoid disruption of applications. Once all
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of the hosts have nade the transition to the new prefix, the network
is reconfigured so that the old prefix is no longer used in the
net wor k.

In this discussion, we assunme that an entire prefix is being replaced

with another entire prefix. It may be that only part of a prefix is
bei ng changed, or that nore than one prefix is being changed to a
single joined prefix. 1In such cases, the basic principles apply, but

will need to be nodified to address the exact situation. This
procedure should be seen as a skeleton of a nore detailed procedure
that has been tailored to a specific environment. Put sinply, season
to taste.

2.1. Initial Condition: Stable Using the Add Prefix

Initially, the network is using an old prefix in routing, device
interface addresses, filtering, firewalls, and other systens. This
is a stable configuration.

2.2. Preparation for the Renunbering Process

The first step is to obtain the new prefix and new reverse zone from
the del egating authority. These del egations are perforned using

est abl i shed procedures, fromeither an internal or externa

del egating authority.

Bef ore any devices are reconfigured as a result of the renunbering
event, each link in the network rmust be assigned a sub-prefix from
the new prefix. Wiile this assigned link prefix does not explicitly
appear in the configuration of any specific switch, router, or host,
the network adninistrator perform ng the renunbering procedure nust
make these link prefix assignnments prior to beginning the procedure
to guide the configuration of switches and routers, assignnent of
addresses to interfaces, and nodifications to network services such
as DNS and DHCP

Prior to renunbering, various processes will need to be reconfigured

to confirm bi ndi ngs between nanes and addresses nore frequently. In
normal operation, DNS nanme translations and DHCP bi ndings are often
given relatively long lifetimes to limt server load. |In order to

reduce transition tine fromold to new prefix, it nmay be necessary to
reduce the time to live (TTL) associated with DNS records and

i ncrease the frequency with which DHCP clients contact the DHCP
server. At the same time, a procedure nust be devel oped through

whi ch ot her configuration paraneters will be updated during the
transition period when both prefixes are avail abl e.
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2.2.1. Dommin Nane Service

During the renunbering process, the DNS dat abase nust be updated to
add information about addresses assigned to interfaces fromthe new
prefix and to renove addresses assigned to interfaces fromthe old
prefix. The changes to the DNS nust be coordinated with the changes
to the addresses assigned to interfaces.

Changes to the information in the DNS have to propagate fromthe
server at which the change was nmade to the resol vers where the
information is used. The speed of this propagation is controlled by
the TTL for DNS records and the frequency of updates fromprinary to
secondary servers

The | atency in propagating changes in the DNS can be nanaged through
the TTL assigned to individual DNS records and through the tim ng of
updates fromprimary to secondary servers. Appendi x A gives an

anal ysis of the factors controlling the propagation delays in the
DNS.

The suggestions for reducing the delay in the transition to new | Pv6
addresses applies when the DNS service can be given prior notice
about a renunbering event. However, the DNS service for a host may
be in a different adnministrative domain than the network to which the
host is attached. For exanple, a device from organi zation A that
roans to a network bel onging to organization B, but the device' s DNS
A record is still managed by organi zation A, where the DNS service
won’'t be given advance notice of a renunbering event in organization
B

One strategy for updating the DNS is to allow each systemto nanage
its own DNS information through Dynam ¢ DNS ( DDNS)

[ RFC2136] [ RFC3007] . Authentication of these DDNS updates is strongly
recommended and can be acconplished through TSIG and SIG0). Both
TSI G and SI G(0) require configuration and distribution of keys to
hosts and nane servers in advance of the renunbering event.

2.2.2. Mechanisms for Address Assignment to Interfaces

| Pv6 addresses may be assigned through SLAC, DHCP, and nanua
processes. |If DHCP is used for |Pv6 address assignnent, there may be
sonme delay in the assignnent of |Pv6 addresses fromthe new prefix
because hosts using DHCP only contact the server periodically to
extend the lifetines on assigned addresses. This delay can be
reduced in tw ways:
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2.

o Prior to the renunbering event, the Tl paraneter (which controls
the tine at which a host using DHCP contacts the server) nmay be
reduced.

0o The DHCP Reconfigure nmessage may al so be sent fromthe server to
the hosts to trigger the hosts to contact the server i mediately.

Configuring Network Elements for the New Prefix

In this step, switches and routers and services are prepared for the
new prefix but the new prefix is not used for any datagram
forwardi ng. Throughout this step, the new prefix is added to the
network infrastructure in parallel with (and without interfering
with) the old prefix. For exanple, addresses assigned fromthe new
prefix are configured in addition to any addresses fromthe old
prefix assigned to interfaces on the switches and routers. Changes
to the routing infrastructure for the new prefix are added in
parallel with the old prefix so that forwarding for both prefixes
operates in parallel. At the end of this step, the network is stil
running on the old prefix but is ready to begin using the new prefix.

The new prefix is added to the routing infrastructure, firewal
filters, ingress/egress filters, and other forwarding and filtering
functions. Routes for the new link prefixes nay be injected by
routing protocols into the routing subsystem but the router

adverti senents should not cause hosts to perform SLAC on the new |ink
prefixes; in particular the "autononous address-configuration"” flag

[ RFC2461] should not be set in the advertisenents for the new link
prefixes. The reason hosts should not be form ng addresses at this
point is that routing to the new addresses may not yet be stable.

The details of this step will depend on the specific architecture of
the network being renunbered and the capabilities of the conponents
that make up the network infrastructure. The effort required to
complete this step may be mitigated by the use of DNS, DHCP prefix
del egati on [ RFC3633], and other automated configuration tools.

Wiile the new prefix is being added, it will of necessity not be
wor ki ng everywhere in the network, and unl ess properly protected by
some means such as ingress and egress access lists, the network may
be attacked through the new prefix in those places where it is
oper ati onal

Once the new prefix has been added to the network infrastructure,
access-lists, route-maps, and other network configuration options
that use | P addresses should be checked to ensure that hosts and
services that use the new prefix will behave as they did with the old
one. Nane services other than DNS and ot her services that provide
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information that will be affected by renunbering nust be updated in
such a way as to avoid responding with stale information. There are
several useful approaches to identify and augment configurations:

0 Develop a mapping fromeach network and address derived fromthe
old prefix to each network and address derived fromthe new
prefix. Tools such as the UNI X "sed" or "perl" utilities are
useful to then find and augnent access-lists, route-maps, and the
l'ike.

0o A simlar approach involves the use of such nmechani sns as DHCP
prefix delegation to abstract networks and addresses.

Swi tches and routers or manual ly configured hosts that have | Pv6
addresses assigned fromthe new prefix may be used at this point to
test the network infrastructure.

Advertisenent of the prefix outside its network is the last thing to
be configured during this phase. One wants to have all of one’'s
defenses in place before advertising the prefix, if only because the
prefix may come under inmmedi ate attack

At the end of this phase, routing, access control, and other network
services should work interchangeably for both old and new prefixes.

2.4, Adding New Host Addresses

Once the network infrastructure for the new prefix is in place and
tested, | Pv6 addresses fromthe new prefix may be assigned to host
interfaces while the addresses fromthe old prefix are retained on
those interfaces. The new | Pv6 addresses nmay be assigned through
SLAC, DHCP, and manual processes. |If SLAC is used in the network,
the switches and routers are configured to indicate that hosts should
use SLAC to assign | Pv6 addresses fromthe new prefix. |If DHCP is
used for IPv6 address assignnent, the DHCP service is configured to
assign addresses fromboth prefixes to hosts. The addresses fromthe
new prefixes will not be used until they are inserted into the DNS

Once the new | Pv6 addresses have been assigned to the host
interfaces, both the forward and reverse maps within DNS should be
updated for the new addresses, either through automated or nanua
means. |In particular, sone clients nay be able to update their
forward maps through DDNS, but autonmating the update of the reverse
zone may be nore difficult as discussed in Section 4.2.
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2.5. Stable Use of Either Prefix

Once the network has been configured with the new prefix and has had
sufficient time to stabilize, it becones a stable platformw th two
addresses configured on each and every infrastructure conponent
interface (apart frominterfaces that use only the link-1loca
address), and two non-link-local addresses are available for the use
of any host, one in the old prefix and one in the new This is a
stabl e configurati on.

2.6. Transition fromUse of the Ad Prefix to the New Prefix

When the new prefix has been fully integrated into the network
infrastructure and has been tested for stable operation, hosts,

swi tches, and routers can begin using the new prefix. Once the
transition has conpleted, the old prefix will not be in use in the
net wor k.

2.6.1. Transition of DNS Service to the New Prefix

The DNS service is configured to use the new prefix by renoving any

| Pv6 addresses fromthe old prefix fromthe DNS server configuration
External references to the DNS servers, such as in the DNS service
fromwhich this DNS donmai n was del egated, are updated to use the |Pv6
addresses fromthe new prefix.

2.6.2. Transition to Use of New Addresses

When both prefixes are usable in the network, each host can make the
transition fromusing the old prefix to the new prefix at a tinme that
is appropriate for the applications on the host. |f the host
transitions are random zed, DNS dynani c update nmechani sns can better
scale to accommpdate the changes to the DNS

As services becone avail able through addresses fromthe new prefix,
references to the hosts providing those services are updated to use
the new prefix. Addresses obtained through DNS will be automatically
updat ed when the DNS nanes are resolved. Addresses nmay al so be
obt ai ned through DHCP and will be updated as hosts contact DHCP
servers. Addresses that are otherw se configured nust be updated
appropriately.

It may be necessary to provide users with tools or other explicit
procedures to conplete the transition fromthe use of the old prefix
to the new prefix, because sone applications and operating system
functions may be configured in ways that do not use DNS at all or
will not use DNS to resolve a domain nane to a new address once the
new prefix is available. For exanple, a device that only uses DNS to

Baker, et al. I nf or mat i onal [ Page 10]



RFC 4192 Renunbering | Pv6 Networks Sept ember 2005

resolve the name of an NTP server when the device is initialized wll
not obtain the address fromthe new prefix for that server at this
point in the renunbering process.

This last point warrants repeating (in a slightly different form.
Applications may cache addressing information in different ways, for
varying lengths of tinme. They nmay cache this information in nenory,
on a file system or in a database. Only after careful observation
and consi deration of one’s environnent should one conclude that a
prefix is no longer in use. For nore information on this issue, see
[ DNSOP] .

The transition of critical services such as DNS, DHCP, NTP [ RFC1305],
and inmportant business services should be nanaged and tested
carefully to avoid service outages. Each host shoul d take reasonabl e
precautions prior to changing to the use of the new prefix to

m nim ze the chance of broken connections. For exanple, utilities
such as netstat and network anal yzers can be used to determine if any
exi sting connections to the host are still using the address fromthe
old prefix for that host.

Li nk prefixes fromthe old prefix in router advertisenents and
addresses fromthe old prefix provided through DHCP shoul d have their
preferred lifetinmes set to zero at this point, so that hosts will not
use the old prefixes for new conmnuni cati ons.

2.7. Renoving the Ad Prefix

Once all sessions are deened to have conpleted, there will be no

dependence on the old prefix. It nmay be renpved fromthe
configuration of the routing systemand fromany static
configurations that depend on it. |If any configuration has been

created based on DNS information, the configuration should be
refreshed after the old prefixes have been renoved fromthe DNS

During this phase, the old prefix nay be reclained by the provider or
Regi onal Internet Registry that granted it, and addresses within that
prefix are renoved fromthe DNS

In addition, DNS reverse maps for the old prefix may be renoved from
the primary nane server and the zone del egati on may be renoved from
the parent zone. Any DNS, DHCP, or SLAC tiners that were changed
shoul d be reset to their original values (nost notably the DNS
forward map TTL).

2.8. Final Condition: Stable Using the New Prefix

This is equivalent to the first state, but using the new prefix.
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3. How to Avoid Shooting Yourself in the Foot

The difficult operational issues in Section 2.3, Section 2.6, and
Section 2.7 are in dealing with the configurations of routers and
hosts that are not under the control of the network adm nistrator or
are nanual ly configured. Exanples of such devices include Voice over
I P (Vol P) tel ephones with static configuration of boot or nane
servers, dedicated devices used in manufacturing that are configured
with the I P addresses for specific services, the boot servers of
routers and switches, etc.

3.1. Applications Affected by Renunbering

Applications may inadvertently ignore DNS caching semantics
associated with | P addresses obtai ned through DNS resolution. The
result is that a long-lived application may continue to use a stale
| P address beyond the time at which the TTL for that address has
expired, even if the DNS is updated with new addresses during a
renunberi ng event.

For exanpl e, nany existing applications nmake use of standard POSI X
functions such as getaddrinfo(), which do not preserve DNS cachi ng
semantics. |If the application caches the response or for whatever
reason actually records the response on disk, the application will
have no way to know when the TTL for the response has expired. Any
application that requires repeated use of an | P address shoul d either
not cache the result or nmake use of an appropriate function that also
conveys the TTL of the record (e.g., getrrsetbyname()).

Application designers, equipnent vendors, and the Open Source
community should take note. There is an opportunity to serve their
customers well in this area, and network operators should either
devel op or purchase appropriate tools.

3.2. Renunbering Switch and Router Interfaces

The configuration and operation of switches and routers are often
designed to use static configuration with | P addresses or to resolve
domai n nanes only once and use the resulting | P addresses until the
element is restarted. These static configurations conplicate the
process of renunbering, requiring adm nistration of all of the static
i nformati on and manual configuration during a renunbering event.

Because switches and routers are usually single-purpose devices, the
user interface and operating functions (software and hardware) are

often better integrated than i ndependent services running on a server
platform Thus, it is likely that switch vendors and router vendors
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can design and i npl enent consistent support for renunbering across
all of the functions of switches and routers.

To better support renunbering, switches and routers should use domain
nanes for configuration wherever appropriate, and they should resol ve
those nanes using the DNS when the lifetine on the nane expires.

3.3. Ingress Filtering

An inportant consideration in Section 2.3, in the case where the

net wor k being renunbered is connected to an external provider, is the
network’s ingress filtering policy and its provider’s ingress
filtering policy. Both the network firewall’'s ingress filter and the
provider’s ingress filter on the access link to the network should be
configured to prevent attacks that use source address spoofing.
Ingress filtering is considered in detail in "Ingress Filtering for
Mul ti homed Networ ks" [ RFC3704].

3.4. Link Flaps in BGP Routing

A subtle case arises during step 2 in BGP routing when renunbering
the address(es) used to nane the BGP routers. Two practices are
comon: one is to identify a BGP router by a stable address such as a
| oopback address; another is to use the interface address facing the
BGP peer. In each case, when adding a new prefix, a certain
anbiguity is added: the systens nmust choose between the addresses,
and dependi ng on how they choose, different events can happen

o If the existing address remains in use until renoved, then this is
mnimzed to a routing flap on that event.

o |If both systenms decide to use the address in the new prefix
sinul taneously, the link flap may occur earlier in the process,
and if this is being done automatically (such as via the router
renunbering protocol), it may result in route flaps throughout the
net wor K.

o |If the two systens choose differently (one uses the old address
and one uses the new address), a stable routing outage occurs.

This is not addressed by proposals such as [|I DR-RESTART], as it
changes the "name" of the system nmking the matter not one of a flap
in an existing relationship but (fromBG” s perspective) the

repl acenent of one routing neighbor with another. Ideally, one
shoul d bring up the new BGP connection for the new address while the
old remains stable and in use, and only then take down the old. In
this manner, while there is a TCP connection flap, routing renmains
stabl e.
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4.

4,

4.

Call to Action for the | ETF

The nore automated one can nake the renunbering process, the better
for everyone. Sadly, there are several nechanisns that either have
not been automated or have not been automated consistently across
pl at f or ns.

1. Dynanmic Updates to DNS Across Adninistrative Donains

The configuration files for a DNS server (such as naned.conf) wll
contai n addresses that mnmust be reconfigured manually during a
renunbering event. There is currently no easy way to autonmate the
update of these addresses, as the updates require both conpl ex trust
rel ati onships and automation to verify them For instance, a reverse
zone is del egated by an upstream | SP, but there is currently no
mechani smto note additional del egations.

2. Managenent of the Reverse Zone

In networks where hosts obtain | Pv6 addresses through SLAC, updates
of reverse zone are problematic because of lack of trust relationship
bet ween adni ni strative domain owning the prefix and the host
assigning the low 64 bits using SLAC. For exanple, suppose a host,
H, from organization Ais connected to a network owned by

organi zation B. Wen H obtains a new address during a renunbering
event through SLAC, Hwill need to update its reverse entry in the
DNS through a DNS server fromB that owns the reverse zone for the
new address. For Hto update its reverse entry, the DNS server from
B nust accept a DDNS request fromH, requiring that an inter-

adm ni strative domain trust rel ationship exist between H and B. The
| ETF shoul d devel op a BCP recommendati on for addressing this problem

Security Considerations

The process of renunbering is straightforward in theory but can be
difficult and dangerous in practice. The threats fall into two broad
categories: those arising fromm sconfiguration and those that are
actual attacks.

M sconfigurations can easily arise if any systemin the network
"knows" the old prefix, or an address in it, a priori and is not
configured with the new prefix, or if the new prefix is configured in
a manner that replaces the old instead of being co-equal to it for a
period of tine. Sinplistic exanples include the foll ow ng:
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Negl ecting to reconfigure a systemthat is using the old prefix in
sone static configuration: in this case, when the old prefix is
renoved fromthe network, whatever feature was so configured
becones inoperative - it is not configured for the new prefix, and
the old prefix is irrel evant.

Configuring a systemvia an | Pv6 address, and replacing that old
address with a new address: because the TCP connection is using
the old and now invalid | Pv6 address, the SSH session will be
term nated and you will have to use SSH t hrough t he new address
for additional configuration changes.

Renmoving the ol d configuration before supplying the new. in this
case, it may be necessary to obtain on-site support or travel to
the system and access it via its console.

Clearly, taking the extra time to add the new prefix to the
configuration, allowing the network to settle, and then renoving the
ol d obviates this class of issue. A special consideration applies
when sone devices are only occasionally used; the adm nistration nust
allow a sufficient length of tinme in Section 2.6 or apply other
verification procedures to ensure that their |ikelihood of detection
is sufficiently high

A subtle case of this type can result when the DNS is used to

popul ate access control lists and sinilar security or QS
configurations. DNS nanmes used to translate between system or
service names and correspondi ng addresses are treated in this
procedure as providing the address in the preferred prefix, which is
either the old or new prefix but not both. Such DNS nanes provide a
means, as described in Section 2.6, to cause systens in the network
to stop using the old prefix to access servers or peers and cause
themto start using the new prefix. DNS names used for access
control lists, however, need to go through the same three-step
procedure used for other access control lists, having the new prefix
added to them as discussed in Section 2.3 and the old prefix renoved
as discussed in Section 2.7.

It should be noted that the use of DNS names in this way is not

uni versally accepted as a solution to this problem [RFC3871]
especially notes cases where static |IP addresses are preferred over
DNS nanmes, in order to avoid a nane | ookup when the naming systemis
i naccessi bl e or when the result of the | ookup may be one of severa
interfaces or systens. |In such cases, extra care nust be taken to
manage renunbering properly.

Attacks are al so possible. Suppose, for exanple, that the new prefix
has been presented by a service provider, and the service provider
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starts advertising the prefix before the custonmer network is ready.
The new prefix mght be targeted in a distributed denial of service
attack, or a systemmi ght be broken into using an application that
woul d not cross the firewall using the old prefix, before the
networ k’ s def enses have been configured. Cearly, one wants to
configure the defenses first and only then accessibility and routing,
as described in Section 2.3 and Section 3. 3.

The SLAC procedure described in [ RFC2462] renunbers hosts. Dynanic
DNS provides a capability for updating DNS accordingly. Mnagi ng
configuration itens apart fromthose procedures is nost obviously
straightforward if all such configurations are generated froma
central configuration repository or database, or if they can all be
read into a tenporary database, changed using appropriate scripts,
and applied to the appropriate systens. Any place where scripted
configurati on managenent is not possible or is not used nust be
tracked and managed manual ly. Here, there be dragons.

In ingress filtering of a nultihomed network, an easy solution to the
i ssues raised in Section 3.3 might reconmend that ingress filtering
shoul d not be done for nultihoned custoners or that ingress filtering
shoul d be special -cased. However, this has an inpact on Internet
security. A sufficient level of ingress filtering is needed to
prevent attacks using spoofed source addresses. Another problem
comes fromthe fact that if ingress filtering is nmade too difficult
(e.g., by requiring special-casing in every ISP doing it), it mght

not be done at an ISP at all. Therefore, any mechani sm dependi ng on
rel axing ingress filtering checks should be dealt with with extrene
care.
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7.

7.

tenporarily or permanently create a multi homed network by renunbering
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Appendi x A.  Managi ng Latency in the DNS

The procedure in this section can be used to deternine and nmanage the
| atency in updates to information a DNS resource record (RR)

There are several kinds of possible delays that are ignored in these
cal cul ati ons

o thetine it takes for the adnministrators to nake the changes;

o thetine it may take to wait for the DNS update, if the
secondaries are only updated at regular intervals, and not
i medi ately; and

o the tine the updating to all the secondaries takes.

Assume the use of NOTIFY [ RFC1996] and | XFR [ RFC1995] to transfer
updated information fromthe prinmary DNS server to any secondary
servers; this is a very quick update process, and the actual tine to
update of information is not considered significant.

There is a target tinme, TC, at which we want to change the contents
of a DNS RR The RRis currently configured with TTL == TTLOLD. Any
cached references to the RRwll expire no nore than TTLOLD in the
future.

At time TC - (TTLOLD + TTLNEW, the RRin the primary is configured
with TTLNEW (TTLNEW < TTLOLD). The update process is initiated to
push the RRto the secondaries. After the update, responses to
queries for the RR are returned with TTLNEW There are still sone
cached references with TTLOLD

At tine TC - TTLNEW the RRin the primary is configured with the new
address. The update process is initiated to push the RRto the
secondaries. After the update, responses to queries for the RR
return the new address. All the cached references have TTLNEW
Between this tinme and TC, responses to queries for the RR nay be
returned with either the old address or the new address. This
anbiguity is acceptable, assuming the host is configured to respond
to both addresses.

At tine TC, all the cached references with the old address have
expired, and all subsequent queries will return the new address.
After TC (corresponding to the final state described in Section 2.8),
the TTL on the RR can be set to the initial value TTLOLD

The network adm ni strator can choose TTLOLD and TTLNEWto neet |oca
requirenents.
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As a concrete exanple, consider a case where TTLOLD is a week (168
hours) and TTLNEWis an hour. The preparation for the change of
addresses begins 169 hours before the address change. After 168
hours have passed and only one hour is left, the TTLNEW has
propagat ed everywhere, and one can change the address record(s).
These are propagated within the hour, after which one can restore TTL
value to a larger value. This approach mninizes tine where it is
uncertain what kind of (address) information is returned fromthe
DNS.
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