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Abst r act
The purpose of this report is to docunent how the requirenments for
publication of a routing protocol as an Internet Draft Standard have
been satisfied by Border Gateway Protocol version 4 (BGP-4).
This report satisfies the requirenment for "the second report", as
described in Section 6.0 of RFC 1264. In order to fulfill the
requirenent, this report augnents RFC 1774 and sunmari zes the key

features of BGP-4, as well as analyzes the protocol with respect to
scal i ng and perfornmance.
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1. Introduction

BGP-4 is an inter-autononous systemrouting protocol designed for
TCP/IP internets. Version 1 of BGP-4 was published in [ RFC1105].
Since then, BGP versions 2, 3, and 4 have been devel oped. Version 2
was docunented in [ RFC1163]. Version 3 is docunented in [RFC1267].
Version 4 is docunented in [BGP4] (version 4 of BGP will hereafter be
referred to as BGP). The changes between versions are explained in
Appendi x A of [BGP4]. Possible applications of BGP in the Internet
are docunmented in [ RFCL772].

BGP i ntroduced support for O assless Inter-Domain Routing (Cl DR
[ RFC1519]. Because earlier versions of BGP | acked the support for
CIDR, they are considered obsol ete and unusable in today’s Internet.

The purpose of this report is to docunent how the requirenments for
publication of a routing protocol as an Internet Draft Standard have
been satisfied by Border Gateway Protocol version 4 (BGP-4).

This report satisfies the requirenent for "the second report", as
described in Section 6.0 of [RFC1264]. |In order to fulfill the
requirenent, this report augnents [RFCL774] and summari zes the key
features of BGP-4, as well as analyzes the protocol with respect to
scal ing and performance.
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2.

2.

Key Features and Al gorithnms of BGP

This section sumari zes the key features and al gorithns of BGP. BGP
is an inter-autononous systemrouting protocol; it is designed to be
used between multiple autononbus systens. BGP assunes that routing
wi thin an autononobus systemis done by an intra-autononous system
routing protocol. BGP also assunes that data packets are routed from
source towards destination i ndependent of the source. BGP does not
make any assunptions about intra-autononous systemrouting protocols
depl oyed wi thin the various autononous systems. Specifically, BGP
does not require all autononous systenms to run the sane intra-

aut ononous systemrouting protocol (i.e., interior gateway protocol
or 1GP).

Finally, note that BGP is a real inter-autononmous systemrouting
protocol ; and, as such, it inposes no constraints on the underlying

i nterconnect topol ogy of the autononous systens. The information
exchanged via BG is sufficient to construct a graph of autononous
systens connectivity fromwhich routing | oops nay be pruned, and nany
routing policy decisions at the autononous system |l evel may be
enf or ced.

1. Key Features

The key features of the protocol are the notion of path attributes
and aggregation of Network Layer Reachability Information (NLRI).

Path attributes provide BGP with flexibility and extensibility. Path
attributes are either well-known or optional. The provision for
optional attributes allows experinentation that may involve a group
of BGP routers without affecting the rest of the Internet. New
optional attributes can be added to the protocol in nmuch the sanme way
that new options are added to, for exanple, the Tel net protoco

[ RFC854] .

One of the nost inportant path attributes is the Autononobus System
Path, or AS PATH. As the reachability information traverses the
Internet, this (AS_PATH) information is augnmented by the Iist of

aut ononous systens that have been traversed thus far, forming the

AS PATH. The AS _PATH all ows strai ghtforward suppression of the

| ooping of routing information. In addition, the AS PATH serves as a
powerful and versatile nechani smfor policy-based routing.

BGP enhances the AS PATH attribute to include sets of autononobus
systens as well as lists via the AS SET attribute. This extended
format all ows generated aggregate routes to carry path information
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fromthe nore specific routes used to generate the aggregate. It
shoul d be noted, however, that as of this witing, AS SETs are rarely
used in the Internet [ ROUTEVI EWS] .

2.2. BGP Algorithns

BGP uses an algorithmthat is neither a pure distance vector
algorithmor a pure link state algorithm Instead, it uses a
nodi fi ed di stance vector algorithm referred to as a "Path Vector"
algorithm This algorithmuses path information to avoid traditiona
di stance vector problens. Each route within BGP pairs information
about the destination with path information to that destination.

Path information (al so known as AS PATH i nformation) is stored within
the AS PATH attribute in BGP. The path information assists BGP in
detecting AS | oops, thereby allowi ng BGP speakers to sel ect |oop-free
rout es.

BGP uses an increnental update strategy to conserve bandw dth and
processing power. That is, after initial exchange of conplete
routing information, a pair of BGP routers exchanges only the changes
to that information. Such an increnmental update design requires
reliable transport between a pair of BGP routers in order to function
correctly. BGP solves this problemby using TCP for reliable
transport.

In addition to increnmental updates, BGP has added the concept of
route aggregation so that information about groups of destinations
that use hierarchical address assignnent (e.g., CIDR) may be
aggregated and sent as a single Network Layer Reachability (NLRI).

Finally, note that BGP is a self-contained protocol. That is, BGP
specifies how routing information i s exchanged, both between BGP
speakers in different autonomous systens, and between BGP speakers
wi thin a single autononous system

2.3. BGP Finite State Machi ne (FSM

The BGP FSMis a set of rules that is applied to a BGP speaker’s set
of configured peers for the BGP operation. A BGP inplenmentation
requires that a BGP speaker nust connect to and listen on TCP port
179 for accepting any new BGP connections fromits peers. The BGP
Finite State Machine, or FSM nust be initiated and naintained for
each new i nconi ng and outgoi ng peer connection. However, in steady
state operation, there will be only one BGP FSM per connection per
peer.
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There nay be a short period during which a BGP peer nmay have separate
i nconmi ng and out goi ng connections resulting in the creation of two
different BGP FSMs relating to a peer (instead of one). This can be
resol ved by followi ng the BGP connection collision rules defined in
the [BGP4] specification

The BGP FSM has the follow ng states associated with each of its

peers:

| DLE: State when BGP peer refuses any inconing connections.

CONNECT: State in which BGP peer is waiting for its TCP
connection to be conpl et ed.

ACTI VE: State in which BGP peer is trying to acquire a peer
by listening and accepting TCP connecti on

OPENSENT: BGP peer is waiting for OPEN nessage fromits peer.

OPENCONFI RM BGP peer is waiting for KEEPALIVE or NOTI FI CATI ON
nmessage fromits peer.

ESTABLI SHED: BGP peer connection is established and exchanges
UPDATE, NOTI FI CATI ON, and KEEPALI VE nessages with its
peer.

There are a nunber of BGP events that operate on the above nentioned
states of the BGP FSM for BGP peers. Support of these BGP events is
ei ther mandatory or optional. These events are triggered by the
protocol logic as part of the BGP or by using an operator
intervention via a configuration interface to the BGP protocol

These BGP events are of following types: Optional events linked to
Optional Session attributes, Administrative Events, Tinmer Events, TCP
Connecti on-based Events, and BGP Message-based Events. Both the FSM
and the BGP events are explained in detail in [BGP4].

3. BGP Capabilities

The BGP capability nechani sm [ RFC3392] provides an easy and flexible
way to introduce new features within the protocol. In particular

the BGP capability nechanismallows a BGP speaker to advertise to its
peers during startup various optional features supported by the
speaker (and receive sinmlar information fromthe peers). This

all ows the base BGP to contain only essential functionality, while
providing a flexible mechani smfor signaling protocol extensions.
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4.

BGP Persistent Peer Oscillations

Wienever a BGP speaker detects an error in a peer connection, it
shuts down the peer and changes its FSMstate to |IDLE. BGP speaker
requires a Start event to re-initiate an idle peer connection. |If
the error renmmins persistent and BGP speaker generates a Start event
automatically, then it may result in persistent peer flapping.

Al t hough peer oscillation is found to be w de-spread in BGP

i mpl enent ati ons, nmethods for preventing persistent peer oscillations
are outside the scope of base BGP specification.

| mpl enent ati on Cui del i nes

A robust BGP inplenentation is "work conserving". This nmeans that if
t he nunber of prefixes is bounded, arbitrarily high levels of route
change can be tolerated. Hi gh levels can be tolerated with bounded

i npact on route convergence for occasional changes in generally
stabl e routes.

A robust inplenentation of BGP should have the follow ng
characteristics:

1. It is able to operate in alnost arbitrarily high |levels of
route flap without |osing peerings (failing to send
keepal i ves) or |osing other protocol adjacencies as a result

of BGP | oad.

2. Instability of a subset of routes should not affect the route
adverti senents or forwarding associated with the set of stable
routes.

3. Instability should not be caused by peers with high | evels of

instability or with different CPU speed or load that result in
faster or slower processing of routes. These instable peers
shoul d have a bounded i npact on the convergence tine for
general ly stabl e routes.

Nurer ous robust BGP inpl enentations exist. Producing a robust
i mpl erentation is not a trivial matter, but is clearly achievable.

BGP Performance Characteristics and Scal ability

In this section, we provide "order of nmgnitude" answers to the
qguestions of how much |ink bandw dth, router nenmory and router CPU
cycles BGP will consume under normal conditions. In particular, we
will address the scalability of BGP and its limtations.
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6.1. Link Bandwi dth and CPU Uilization

I mredi ately after the initial BGP connection setup, BGP peers
exchange conplete sets of routing information. |If we denote the
total nunber of routes in the Internet as N, the total path
attributes (for all Nroutes) received froma peer as A and assune
that the networks are uniformy distributed anbng the aut ononous
systems, then the worst-case anount of bandwi dth consuned during the
initial exchange between a pair of BGP speakers (P) is

BW= O((N + A * P)

BGP-4 was created specifically to reduce the size of the set of NLR
entries, which has to be carried and exchanged by border routers.
The aggregati on schene, defined in [RFC1519], describes the
provi der - based aggregation schene in use in today’'s Internet.

Due to the advantages of advertising a few | arge aggregate bl ocks
(instead of many snaller class-based individual networks), it is
difficult to estimate the actual reduction in bandw dth and
processing that BGP-4 has provided over BGP-3. |If we sinply
enunmerate all aggregate blocks into their individual, class-based

net wor ks, we woul d not take into account "dead" space that has been
reserved for future expansion. The best netric for determ ning the
success of BG?' s aggregation is to sanple the nunber NLRI entries in
t he gl obal l y-connected Internet today, and conpare it to growth rates
that were projected before BGP was depl oyed.

At the time of this witing, the full set of exterior routes carried
by BGP is approxi mately 134,000 network entries [ ROUTEVI EWE] .

6.1.1. CPU Utilization

An inmportant and fundanental feature of BGP is that BG” s CPU
utilization depends only on the stability of its network which
relates to BGP in terns of BGP UPDATE nessage announcenents. |If the
BGP network is stable, all the BGP routers within its network are in
the steady state. Thus, the only link bandwi dth and router CPU
cycl es consuned by BGP are due to the exchange of the BGP KEEPALI VE
messages. The KEEPALI VE nessages are exchanged only between peers.
The suggested frequency of the exchange is 30 seconds. The KEEPALI VE
messages are quite short (19 octets) and require virtually no
processing. As a result, the bandw dth consuned by t he KEEPALI VE
messages is about 5 bits/sec. Operational experience confirns that
the overhead (in terms of bandwi dth and CPU) associated with the
KEEPALI VE nessages shoul d be vi ewed as negli gi bl e.
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During periods of network instability, BGP routers within the network
are generating routing updates that are exchanged using the BGP
UPDATE nmessages. The greatest overhead per UPDATE nmessage occurs
when each UPDATE nessage contains only a single network. It should
be pointed out that, in practice, routing changes exhibit strong
locality with respect to the route attributes. That is, routes that
change are likely to have common route attributes. |In this case

mul tiple networks can be grouped into a single UPDATE nessage, thus
significantly reducing the anmount of bandw dth required (see al so
Appendi x F. 1 of [BGP4]).

6.1.2. Menory Requirenents

To quantify the worst-case nenory requirenments for BGP, we denote the
total number of networks in the Internet as N, the nmean AS distance
of the Internet as M (distance at the | evel of an autononous system
expressed in terms of the nunmber of autononmous systens), the tota
nunber of unique AS paths as A. Then the worst-case nenory
requirenents (MR) can be expressed as

MR = QN+ (M* A))

Because a nean AS distance Mis a slow noving function of the

i nterconnectivity ("neshiness") of the Internet, for all practica
pur poses the worst-case router nenory requirenents are on the order
of the total nunber of networks in the Internet nmultiplied by the
nunber of peers that the local systemis peering with. W expect
that the total number of networks in the Internet will grow nuch
faster than the average nunber of peers per router. As a result,
BGP' s nmenory-scaling properties are linearly related to the total
nunmber of networks in the Internet.

The following table illustrates typical nenory requirenments of a
router running BGP. W denote the average nunber of routes
advertised by each peer as N, the total nunber of unique AS paths as
A, the nean AS distance of the Internet as M (distance at the |eve

of an autononous system expressed in terns of the nunber of

aut ononous systems), the nunber of octets required to store a network
as R, and the nunmber of bytes required to store one AS in an AS path
as P. It is assuned that each network is encoded as four bytes, each
AS is encoded as two bytes, and each networks is reachable via sone
fraction of all the peers (# BGP peers/per net). For purposes of the
estinates here, we will calculate MR = (((N* R + (M* A * P) * 9
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# Networks Mean AS Distance # ASes # BGP peers/per net Menmory Req

(N (M (A (P) (M)
100, 000 20 3,000 20 10, 400, 000
100, 000 20 15, 000 20 20, 000, 000
120, 000 10 15, 000 100 78, 000, 000
140, 000 15 20, 000 100 116, 000, 000

In analyzing BG® s nmenory requirenents, we focus on the size of the
BGP RIB table (ignoring inplenentation details). |In particular, we
derive upper bounds for the size of the BGP RIB table. For exanple,
at the tine of this witing, the BGP RIB tables of a typical backbone
router carry on the order of 120,000 entries. G ven this nunber, one
m ght ask whether it would be possible to have a functional router
with a table containing 1,000,000 entries. Cearly, the answer to
this question is nore related to how BGP is inplenented. A robust
BGP inplementation with a reasonable CPU and nmenory shoul d not have

i ssues scaling to such limts.

7. BCGP Policy Expressiveness and its Inplications

BGP i s uni que anong deployed IP routing protocols in that routing is
determ ned using semantically rich routing policies. Although
routing policies are usually the first BGP issue that cones to a
network operator’s nmind, it is inportant to note that the |anguages
and techni ques for specifying BGP routing policies are not part of
the protocol specification (see [ RFC2622] for an exanple of such a
policy language). |In addition, the BGP specification contains few
restrictions, explicit or inplicit, on routing policy |anguages.
These | anguages have typically been devel oped by vendors and have
evol ved through interactions with network engineers in an environnent
| acki ng vendor -i ndependent standards.

The conplexity of typical BGP configurations, at |least in provider
net wor ks, has been steadily increasing. Router vendors typically
provi de hundreds of special comands for use in the configuration of
BGP, and this conmand set is continually expanding. For exanple, BGP
communities [ RFC1997] allow policy witers to selectively attach tags
to routes and to use these to signal policy information to other

BGP- speaki ng routers. Many providers allow custonmers, and soneti nes
peers, to send comunities that determ ne the scope and preference of
their routes. Due to these devel opnents, the task of witing BGP
configurations has increasingly nore aspects associ ated with open-
ended programming. This has allowed network operators to encode
conmplex policies in order to address many unforeseen situations, and
has opened the door for a great deal of creativity and
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experinmentation in routing policies. This policy flexibility is one
of the nmain reasons why BGP is so well suited to the comercia
envi ronnent of the current Internet.

However, this rich policy expressiveness has cone with a cost that is
often not recognized. |In particular, it is possible to construct

| ocally defined routing policies that can |l ead to protocol divergence
and unexpected gl obal routing anonalies such as (unintended) non-
determinism |If the interacting policies causing such anonalies are
defined in different autononous systens, then these problens can be
very difficult to debug and correct. 1In the follow ng sections, we
describe two such cases relating to the existence (or |ack thereof)
of stable routings.

7.1. Existence of Unique Stable Routings

One can easily construct sets of policies for which BGP cannot
guarantee that stable routings are unique. This is illustrated by
the follow ng sinple exanple. Consider four Autononous Systens, ASl
AS2, AS3, and AS4. ASl and AS2 are peers, and they provide transit
for AS3 and AS4, respectively. Suppose AS3 provides transit for AS4
(in this case AS3 is a custoner of AS1l, and AS4 is a multihoned
customer of both AS3 and AS2). AS4 may want to use the link to AS3
as a "backup" link, and sends AS3 a conmunity val ue that AS3 has
configured to |l ower the preference of AS4’s routes to a | evel bel ow
that of its upstream provider, ASl. The intended "backup routing" to
AS4 is illustrated here:

AS1 ------ > AS2
I\ |

| |

| |

| \[/
AS3 ------- AS4

That is, the AS3-AS4 link is intended to be used only when the AS2-
AS4 link is down (for outbound traffic, AS4 sinply gives routes from
AS2 a higher local preference). This is a comopn scenario in today’s
Internet. But note that this configurati on has another stable

sol ution:
AS1 ------- AS2
I I
I I
I I
\ |/ \ |/
AS3 ------ > AS4
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In this case, AS3 does not translate the "depref ny route" conmmunity
received fromAS4 into a "depref ny route" comunity for ASl
Therefore, if AS1 hears the route to AS4 that transits AS3, it wll
prefer that route (because AS3 is a custoner). This state could be
reached, for example, by starting in the "correct” backup routing
shown first, bringing down the AS2- AS4 BGP session, and then bringing
it back up. 1In general, BGP has no way to prefer the "intended"

sol ution over the anomal ous one. The solution picked will depend on
t he unpredi ctabl e order of BGP nessages.

VWhile this exanple is relatively sinple, many operators may fail to
recogni ze that the true source of the problemis that the BGP
policies of ASes can interact in unexpected ways, and that these
interactions can result in rmultiple stable routings. One can inagine
that the interactions could be nuch nore conplex in the rea

Internet. W suspect that such anomalies will only become nore
common as BGP continues to evolve with richer policy expressiveness.
For exanple, extended conmmunities provide an even nore flexible nmeans
of signaling information within and between aut ononous systens than
is possible with [RFC1997] communities. At the sane tine,
applications of communities by network operators are evolving to
address conpl ex issues of inter-domain traffic engineering.

7.2. Existence of Stable Routings

One can al so construct a set of policies for which BGP cannot
guarantee that a stable routing exists (or, worse, that a stable
routing will ever be found). For exanple, [RFC3345] docunents
several scenarios that lead to route oscillations associated with the
use of the Miulti-Exit Discrimnator (MED) attribute. Route
oscillation will happen in BGP when a set of policies has no
solution. That is, when there is no stable routing that satisfies
the constraints inposed by policy, BGP has no choice but to keep
trying. 1In addition, even if BGP configurations can have a stable
routing, the protocol may not be able to find it; BGP can "get
trapped” down a blind alley that has no sol ution

Prot ocol divergence is not, however, a problem associated solely with
use of the MED attribute. This potential exists in BGP even without
the use of the MED attribute. Hence, |ike the unintended

nondet ermi ni sm described in the previous section, this type of
protocol divergence is an unintended consequence of the unconstrained
nature of BGP policy | anguages.
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8.

10.

Applicability

In this section we identify the environnents for which BGP is well
suited, and the environnments for which it is not suitable. This
question is partially answered in Section 2 of BGP [ BGP4], which
st ates:

"To characterize the set of policy decisions that can be enforced
usi ng BGP, one nust focus on the rule that an AS advertises to its
nei ghbor ASes only those routes that it itself uses. This rule
reflects the "hop-by-hop" routing paradi gmgenerally used

t hroughout the current Internet. Note that sone policies cannot
be supported by the "hop-by-hop" routing paradi gmand thus require
techni ques such as source routing to enforce. For exanple, BGP
does not enable one AS to send traffic to a neighbor AS intending
that the traffic take a different route fromthat taken by traffic
originating in the neighbor AS. On the other hand, BGP can
support any policy conforning to the "hop-by-hop" routing
paradigm Since the current Internet uses only the "hop-by-hop"
routing paradi gm and since BGP can support any policy that
conforns to that paradigm BGP is highly applicable as an inter-AS
routing protocol for the current Internet."”

One of the inportant points here is that BGP contains only essentia
functionality, while at the same tinme providing a flexible nechani sm
within the protocol that allows us to extend its functionality. For
exanpl e, BGP capabilities provide an easy and flexible way to

i ntroduce new features within the protocol. Finally, because BGP was
designed to be flexible and extensible, new and/or evol ving

requi renents can be addressed via existing nechanisns.

To sunmarize, BGP is well suited as an inter-autononous system
routing protocol for any internet that is based on IP [RFC7/91] as the
i nternet protocol and the "hop-by-hop" routing paradi gm
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Security Considerations

BGP provides flexible nmechanisnms with varying levels of conplexity
for security purposes. BGP sessions are authenticated using BGP
session addresses and the assigned AS nunber. Because BGP sessions
use TCP (and IP) for reliable transport, BGP sessions are further
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11.

11.

aut henti cated and secured by any authentication and security
mechani sms used by TCP and | P

BGP uses TCP MD5 option for validating data and protecting agai nst
spoofing of TCP segnents exchanged between its sessions. The usage
of TCP MD5 option for BGP is described at length in [ RFC2385]. The
TCP MD5 Key managenent is discussed in [RFC3562]. BGP data
encryption is provided using the | Psec nechani sm which encrypts the
| P payl oad data (including TCP and BGP data). The |IPsec mechani sm
can be used in both the transport node and the tunnel node. The

| Psec mechanismis described in [ RFC2406]. Both the TCP MD5 option
and the | Psec nechanismare not wi dely deployed security nechani sns
for BGP in today’'s Internet. Hence, it is difficult to gauge their
real performance inpact when using with BGP. However, because both
t he mechani sms are TCP- and | P-based security mechani sms, the Link
Bandwi dt h, CPU utilization and router nmenory consuned by BGP woul d be
the sane as any other TCP- and | P-based protocols.

BGP uses the IP TTL value to protect its External BGP (EBGP) sessions
fromany TCP- or |P-based CPU-intensive attacks. It is a sinple
mechani smt hat suggests the use of filtering BGP (TCP) segnents,
using the IP TTL value carried within the I P header of BGP (TCP)
segnents that are exchanged between the EBGP sessions. The BGP TTL
mechani smis described in [ RFC3682]. Usage of [RFC3682] inpacts
performance in a sinmlar way as using any access control list (ACL)
policies for BGP.

Such flexible TCP- and | P-based security nechani sns, allow BGP to
prevent insertion/deletion/nodification of BGP data, any snooping of
the data, session stealing, etc. However, BGP is vulnerable to the
same security attacks that are present in TCP. The [BGP-VULN
explains in depth about the BGP security vulnerability. At the tine
of this witing, several efforts are underway for creating and
defining an appropriate security infrastructure within the BGP
protocol to provide authentication and security for its routing

i nformation; these efforts include [SBGP] and [ SOBGP]
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