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Abst ract

Overhead due to the novenent of user data in the end-system network
I/ O processing path at high speeds is significant, and has limted
the use of Internet protocols in interconnection networks, and the
Internet itself -- especially where high bandw dth, |ow | atency,
and/or | ow overhead are required by the hosted application.

Thi s docunent exam nes this overhead, and addresses an architectural
| P-based "copy avoi dance" solution for its elimnation, by enabling
Renote Direct Menory Access (RDWVA).
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1. Introduction

Thi s docunent considers the problem of high host processing overhead
associ ated with the nmovenment of user data to and from the network

i nterface under high speed conditions. This problemis often
referred to as the "I/ O bottleneck” [CT90]. More specifically, the
source of high overhead that is of interest here is data novenent
operations, i.e., copying. The throughput of a systemnmay therefore
be limted by the overhead of this copying. This issue is not to be
confused with TCP of fl oad, which is not addressed here. High speed
refers to conditions where the network link speed is high, relative
to the bandw dths of the host CPU and nmenory. Wth today’ s conputer
systenms, one G gabit per second (Ghits/s) and over is considered high
speed.

H gh costs associated with copying are an issue primarily for |arge
scal e systems. Although snaller systens such as rack-nmounted PCs and
smal | workstations would benefit froma reduction in copying
overhead, the benefit to smaller machines will be primarily in the
next few years as they scale the anount of bandw dth they handl e.
Today, it is large system machines with hi gh bandwi dth feeds, usually
nmul ti processors and clusters, that are adversely affected by copying
overhead. Exanples of such machines include all varieties of

servers: database servers, storage servers, application servers for
transacti on processing, for e-conmerce, and web serving, content

di stribution, video distribution, backups, data m ning and deci sion
support, and scientific conputing.

Not e that such servers al nost exclusively service many concurrent

sessions (transport connections), which, in aggregate, are
responsible for > 1 Ghits/s of conmunication. Nonetheless, the cost
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of copying overhead for a particular load is the sane whet her from
few or many sessions.

The 1/0O bottl eneck, and the role of data novenent operations, have
been widely studied in research and industry over the | ast

approxi mately 14 years, and we draw freely on these results.

Hi storically, the I/O bottleneck has received attenti on whenever new
net wor ki ng technol ogy has substantially increased line rates: 100
Megabit per second (Miits/s) Fast Ethernet and Fibre Distributed Data
Interface [FDDI ], 155 Miits/s Asynchronous Transfer Mde [ATM, 1
Ghits/s Ethernet. In earlier speed transitions, the availability of
menory bandwi dth allowed the 1/0O bottl eneck issue to be deferred.
Now however, this is no longer the case. Wiile the I/O problemis
significant at 1 Ghits/s, it is the introduction of 10 Gbits/s

Et hernet which is notivating an upsurge of activity in industry and
research [IB, VI, CGY0l, Ma02, MAF+02].

Because of high overhead of end-host processing in current

i mpl enentations, the TCP/IP protocol stack is not used for high speed
transfer. |Instead, special purpose network fabrics, using a
technol ogy generally known as Renote Direct Menory Access (RDWR),
have been devel oped and are widely used. RDMA is a set of nechanisns
that allow the network adapter, under control of the application, to
steer data directly into and out of application buffers. Exanples of
such interconnection fabrics include Fibre Channel [FIBRE] for block
storage transfer, Virtual Interface Architecture [VI] for database
clusters, and Infiniband [IB], Conpaq Servernet [SRVNET], and
Quadrics [QUAD] for System Area Networks. These link |eve
technologies limt application scaling in both distance and si ze,
meani ng that the nunber of nodes cannot be arbitrarily |arge.

Thi s probl em statenent substantiates the claimthat in network 1/0O
processi ng, high overhead results from data novenent operations
specifically copying; and that copy avoi dance significantly decreases
this processing overhead. It describes when and why the high
processi ng overheads occur, explains why the overhead is problematic,
and points out which applications are nost affected.

The docunent goes on to discuss why the problemis relevant to the
Internet and to Internet-based applications. Applications that
store, manage, and distribute the information of the Internet are
well suited to applying the copy avoi dance solution. They will
benefit by avoidi ng high processing overheads, which renoves linits
to the available scaling of tiered end-systems. Copy avoi dance al so
elimnates latency for these systens, which can further benefit

ef fective distributed processing.
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In addition, this docunent introduces an architectural approach to
solving the problem which is developed in detail in [BTO5]. It also
di scusses how the proposed technol ogy nay introduce security concerns
and how they shoul d be addressed.

Finally, this docunent includes a Terninology section to aid as a
reference for several new terns introduced by RDMVA

2. The High Cost of Data Myvenent Operations in Network I/0

A wealth of data fromresearch and industry shows that copying is
responsi bl e for substantial amounts of processing overhead. It
further shows that even in carefully inplenented systens, elimnating
copies significantly reduces the overhead, as referenced bel ow

Clark et al. [CIRS89] in 1989 shows that TCP [Po81] overhead
processing is attributable to both operating systemcosts (such as
interrupts, context sw tches, process nmanagenent, buffer nanagenent,
ti mer nanagenent) and the costs associated with processing individua
bytes (specifically, conputing the checksum and noving data in
menory). They found that nmoving data in nmenory is the nore inportant
of the costs, and their experinents show that nmenory bandwi dth is the
greatest source of limtation. |In the data presented [CIRS89], 64%
of the measured nicrosecond overhead was attributable to data
touchi ng operations, and 48% was accounted for by copying. The

syst em neasured Berkel ey TCP on a Sun-3/60 using 1460 Byte Ethernet
packets.

In a well-inplenmented system copying can occur between the network
interface and the kernel, and between the kernel and application
buffers; there are two copies, each of which are two nenory bus
crossings, for read and wite. Although in certain circunmstances it
is possible to do better, usually two copies are required on receive.

Subsequent work has consistently shown the sanme phenonenon as the
earlier dark study. A nunber of studies report results that data-
touchi ng operations, checksumm ng and data novenent, domi nate the
processing costs for messages |onger than 128 Bytes [BS96, CGY0l
Ch96, CIRS89, DAPP93, KP96]. For snumller sized nessages, per-packet
over heads domi nate [ KP96, CGYO01].

The percentage of overhead due to data-touchi ng operations increases
with packet size, since tinme spent on per-byte operations scales
linearly with nessage size [KP96]. For exanple, Chu [Ch96] reported
substantial per-byte latency costs as a percentage of total
net wor ki ng software costs for an MIU size packet on a SPARCstati on/20
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runni ng menory-to-nenory TCP tests over networks with 3 different MIU
sizes. The percentage of total software costs attributable to
per-byte operations were:

1500 Byte Ethernet 18-25%
4352 Byte FDDI 35-50%
9180 Byte ATM 55- 65%

Al t hough many studies report results for data-touching operations,

i ncl udi ng checksunmmi ng and data novenent together, nuch work has
focused just on copying [BS96, Br99, Ch96, TK95]. For exanpl e,

[ KP96] reports results that separate processing tines for checksum
from data novenent operations. For the 1500 Byte Ethernet size, 20%
of total processing overhead time is attributable to copying. The
study used 2 DECstations 5000/ 200 connected by an FDDI network. (In
this study, checksum accounts for 30% of the processing tine.)

2.1. Copy avoi dance inproves processing overhead.

A nunber of studies show that elimnating copies substantially
reduces overhead. For exanple, results from copy-avoidance in the
IO Lite system [PDZ99], which ainmed at inproving web server
performance, show a throughput increase of 43% over an optim zed web
server, and 137% i nprovenent over an Apache server. The system was

i npl enented in a 4.4BSD-derived UNI X kernel, and the experinents used
a server system based on a 333MHz Pentium |l PC connected to a
switched 100 Moits/s Fast Ethernet.

There are many ot her exanpl es where elimnation of copying using a
variety of different approaches showed significant inprovenent in
system perfornmance [ CFF+94, DP93, EBBV95, KSZ95, TK95, Wa97]. W
will discuss the results of one of these studies in detail in order
to clarify the significant degree of inprovenent produced by copy
avoi dance [ Ch02].

Recent work by Chase et al. [CGYOl], nmeasuring CPU utilization, shows
that avoi ding copies reduces CPU time spent on data access from 24%
to 15% at 370 Miits/s for a 32 KBytes MIU using an Al phaStation
XP1000 and a Myrinet adapter [BCF+95]. This is an absolute

i mprovenent of 9% due to copy avoi dance

The total CPU utilization was 35% w th data access accounting for
24% Thus, the relative inportance of reducing copies is 26% At
370 Moits/s, the systemis not very heavily | oaded. The relative

i mprovenent in achievable bandwidth is 34% This is the inprovenent
we woul d see if copy avoi dance were added when t he machi ne was
saturated by network 1/0O
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Note that inprovenent fromthe optimn zati on becomes nore inportant if
the overhead it targets is a larger share of the total cost. This is
what happens if other sources of overhead, such as checksunming, are
elimnated. |In [CGY01l], after renoving checksum overhead, copy

avoi dance reduces CPU utilization from26%to 10% This is a 16%
absol ute reduction, a 61%relative reduction, and a 160%rel ative

i mprovenent in achi evabl e bandwi dt h.

In fact, today’ s network interface hardware comonly of fl oads the
checksum which renoves the other source of per-byte overhead. They
al so coal esce interrupts to reduce per-packet costs. Thus, today
copyi ng costs account for a relatively larger part of CPU utilization
than previously, and therefore relatively nore benefit is to be
gained in reducing them (O course this argunent woul d be specious
if the amount of overhead were insignificant, but it has been shown
to be substantial. [BS96, Br99, Ch96, KP96, TK95])

3. Menory bandwidth is the root cause of the problem

Dat a novenent operations are expensive because nenory bandwidth is
scarce relative to network bandwi dth and CPU bandwi dth [ PAC+97] .
This trend existed in the past and is expected to continue into the
future [HP97, STREAM, especially in large nultiprocessor systens.

Wth copies crossing the bus twi ce per copy, network processing
overhead is high whenever network bandwidth is large in conparison to
CPU and menory bandwi dths. Generally, with today' s end-systens, the
effects are observable at network speeds over 1 Ghits/s. |In fact,
with nultiple bus crossings it is possible to see the bus bandw dth
being the limting factor for throughput. This prevents such an

end- system from si nmul t aneously achi eving full network bandw dth and
full application performance.

A comon question is whether an increase in CPU processi ng power

al l eviates the problem of high processing costs of network I/O.  The
answer is no, it is the menory bandwidth that is the issue. Faster
CPUs do not help if the CPU spends nost of its tinme waiting for
menory [ CGYO1].

The wi deni ng gap between mnicroprocessor performance and nmenory
performance has | ong been a wi dely recogni zed and wel | -under st ood
probl em [ PAC+97]. Hennessy [HP97] shows nicroprocessor perfornance
grew from 1980- 1998 at 60% per year, while the access tine to DRAM
i mproved at 10% per year, giving rise to an increasing "processor-
menory perfornmance gap".
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Anot her source of relevant data is the STREAM Benchnark Reference

I nformati on website, which provides information on the STREAM
benchmark [ STREAM. The benchrmark is a sinple synthetic benchmark
program t hat measures sustai nable nmenory bandwi dth (in MBytes/s) and
the correspondi ng conputation rate for sinple vector kernels neasured
in MFLOPS. The website tracks information on sustainable nenory
bandwi dth for hundreds of nachines and all major vendors.

Resul ts show neasured system performance statistics. Processing
performance from 1985-2001 i ncreased at 50% per year on average, and
sust ai nabl e nenory bandwi dth from 1975 to 2001 i ncreased at 35% per
year, on average, over all the systens neasured. A sinmilar 15% per
year | ead of processing bandwi dth over menory bandwi dth shows up in
anot her statistic, machine balance [ Mc95], a nmeasure of the relative
rate of CPU to nenory bandwi dth (FLOPS/ cycle) / (sustained nmenory
ops/ cycl e) [ STREAM .

Net wor k bandwi dt h has been increasing about 10-fold roughly every 8
years, which is a 40% per year growth rate.

A typical exanple illustrates that the nmenory bandw dth conpares
unfavorably with link speed. The STREAM benchmark shows that a
nmoder n uni processor PC, for exanple the 1.2 Gz Athlon in 2001, will
nove the data 3 tines in doing a receive operation: once for the
network interface to deposit the data in nenory, and twice for the
CPU to copy the data. Wth 1 GBytes/s of nmenory bandwi dt h, meaning
one read or one wite, the machine could handl e approximtely 2.67
Ghits/s of network bandwi dth, one third the copy bandwi dth. But this
assunes 100% utilization, which is not possible, and nore inportantly
the machine would be totally consuned! (A rule of thunb for

dat abases is that 20% of the machi ne should be required to service
I/O leaving 80%for the database application. And, the |less, the
better.)

In 2001, 1 Goits/s links were common. An application server may
typically have two 1 Ghits/s connections: one connection backend to a
storage server and one front-end, say for serving HTTP [ FGW99].

Thus, the comunications could use 2 Gbits/s. |n our typica

exanpl e, the machine could handle 2.7 CGhits/s at its theoretica
maxi mum whi l e doi ng nothing else. This neans that the machine
basically could not keep up with the conmunicati on demands in 2001
with the relative growth trends, the situation only gets worse
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4. Hi gh copy overhead is problenmatic for many key Internet
applications.

If a significant portion of resources on an application machine is
consumed in network I/O rather than in application processing, it
makes it difficult for the application to scale, i.e., to handle nore
clients, to offer nore services

Several years ago the nost affected applications were streaning

mul timedia, parallel file systenms, and superconputing on clusters
[BS96]. In addition, today the applications that suffer from copying
overhead are nore central in Internet conputing -- they store,

manage, and distribute the information of the Internet and the
enterprise. They include database applications doing transaction
processi ng, e-commerce, web serving, decision support, content

di stribution, video distribution, and backups. Custers are
typically used for this category of application, since they have
advant ages of availability and scalability.

Today t hese applications, which provide and manage | nternet and
corporate information, are typically run in data centers that are
organi zed into three logical tiers. One tier is typically a set of
web servers connecting to the WAN. The second tier is a set of
application servers that run the specific applications usually on
nore powerful machines, and the third tier is backend databases.
Physically, the first two tiers -- web server and application server
-- are usually conbined [PiOl]. For exanple, an e-commerce server
comruni cates with a database server and with a custoner site, or a
content distribution server connects to a server farm or an OLTP
server connects to a database and a custoner site.

When network |/O uses too nmuch nmenory bandwi dth, performance on
networ k pat hs between tiers can suffer. (There mi ght also be
performance i ssues on Storage Area Network paths used either by the
dat abase tier or the application tier.) The high overhead from
networ k-rel ated nmenory copi es diverts systemresources from ot her
application processing. It also can create bottlenecks that lint
total system performance.

There is high notivation to maxi m ze the processing capacity of each
CPU because scaling by adding CPUs, one way or another, has
drawbacks. For exanple, adding CPUs to a nultiprocessor will not
necessarily hel p because a multiprocessor inproves perfornance only
when the nenory bus has additional bandwi dth to spare. Custering
can add additional conplexity to handling the applications.

In order to scale a cluster or nultiprocessor system one nust
proportionately scale the interconnect bandw dth. |[|nterconnect
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bandwi dt h governs the perfornmance of conmunication-intensive parallel
applications; if this (often expressed in terns of "bisection

bandwi dth") is too |l ow, adding additional processors cannot inprove
systemt hroughput. Interconnect latency can also limt the
performance of applications that frequently share data between
processors.

So, excessive overheads on network paths in a "scal abl e" system both
can require the use of nore processors than optinmal, and can reduce
the marginal utility of those additional processors

Copy avoi dance scal es a machi ne upwards by renoving at |east two-
thirds of the bus bandwidth load fromthe "very best" 1-copy (on
receive) inplenmentations, and renoves at |east 80% of the bandw dth
overhead fromthe 2-copy inplenentations.

The renoval of bus bandw dth requirenents, in turn, renoves

bottl enecks fromthe network processing path and increases the

t hroughput of the machine. On a machine with linited bus bandw dth,
t he advantages of renoving this load is i mediately evident, as the
host can attain full network bandwi dth. Even on a nachine with bus
bandwi dt h adequate to sustain full network bandw dth, renoval of bus
bandwi dth | oad serves to increase the availability of the machine for
the processing of user applications, in sone cases dranatically.

An exanpl e showi ng poor perfornmance with copies and i nproved scaling
with copy avoidance is illustrative. The IO Lite work [PDZ99] shows
hi gher server throughput servicing nore clients using a zero-copy
system In an experinment designed to mimc real world web conditions
by sinulating the effect of TCP WAN connections on the server, the
performance of 3 servers was conpared. One server was Apache,

anot her was an optim zed server called Flash, and the third was the
Fl ash server running 1O Lite, called Flash-Lite with zero copy. The
nmeasur enent was of throughput in requests/second as a function of the
nunber of slow background clients that could be served. As the table
shows, Flash-Lite has better throughput, especially as the nunber of
clients increases.

Apache Fl ash Fl ash-Lite

#Cients Thr oughput reqs/s Thr oughput Thr oughput

0 520 610 890
16 390 490 890
32 360 490 850
64 360 490 890
128 310 450 880
256 310 440 820

Romanow, et al. I nf or mat i onal [ Page 9]



RFC 4297 RDVA over | P Probl em St at enent Decenber 2005

Tradi tional Web servers (which nostly send data and can keep nost of
their content in the file cache) are not the worst case for copy
overhead. Wb proxies (which often receive as nmuch data as they
send) and conpl ex Web servers based on System Area Networks or
multi-tier systems will suffer nore from copy overheads than in the
exanpl e above.

5. Copy Avoi dance Techni ques

There have been extensive research investigation and industry
experience with two main alternative approaches to elimnating data
novenent overhead, often along with inproving other Operating System
processing costs. |n one approach, hardware and/or software changes
within a single host reduce processing costs. |n another approach,
nenory-to-nmenory networking [ MAF+02], the exchange of explicit data
pl acenent information between hosts allows themto reduce processing
costs.

The single host approaches range from new hardware and software
architectures [ KSz95, WA97, DWB+93] to new or nodified software
systenms [BS96, Ch96, TK95, DP93, PDZz99]. |In the approach based on
usi ng a networking protocol to exchange information, the network
adapter, under control of the application, places data directly into
and out of application buffers, reducing the need for data novenent.
Commonly this approach is called RDMA, Renpote Direct Menory Access

As di scussed bel ow, research and industry experience has shown that
copy avoi dance techniques within the receiver processing path al one
have proven to be problematic. The research special purpose host
adapter systens had good perfornmance and can be seen as precursors
for the commerci al RDMA- based adapters [KSzZ95, DWB+93]. |In software,
many i npl enent ati ons have successful ly achi eved zero-copy transnit,
but few have acconplished zero-copy receive. And those that have
done so make strict alignnment and no-touch requirenents on the
application, greatly reducing the portability and useful ness of the

i mpl enent ati on.

In contrast, experience has proven satisfactory with nmenory-to-nenory
systens that pernmit RDMA; performance has been good and there have
not been systemor networking difficulties. RDMA is a single
solution. Once inplenented, it can be used with any OS and machi ne
architecture, and it does not need to be revised when either of these
are changed.

In early work, one goal of the software approaches was to show t hat
TCP could go faster with appropriate OS support [CIRS89, CFF+94].

Wil e this goal was achieved, further investigation and experience
showed that, though possible to craft software solutions, specific
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system optim zati ons have been conplex, fragile, extrenely

i nt erdependent with other system paraneters in conplex ways, and
often of only margi nal inprovenent [CFF+94, CGYOl, Ch96, DAPP93,
KSz95, PDz99]. The network I/O systeminteracts with other aspects
of the Operating System such as machine architecture and file 1/Q
and disk I/0 [Br99, Ch96, DP93].

For exanple, the Solaris Zero-Copy TCP work [Ch96], which relies on
page renmappi ng, shows that the results are highly interdependent wth
other systenms, such as the file system and that the particul ar

optim zations are specific for particular architectures, meaning that
for each variation in architecture, optim zations nust be re-crafted
[ Chos] .

Wth RDMA, application |I/O buffers are mapped directly, and the
aut hori zed peer may access it without incurring additional processing
overhead. When RDMA is inplenented in hardware, arbitrary data
novenent can be performed wi thout involving the host CPU at all

A nunber of research projects and industry products have been based
on the nenory-to-nenory approach to copy avoi dance. These include
U-Net [ EBBV95], SHRI MP [ BLA+94], Hamlyn [BIM+96], Infiniband [IB],
Wnsock Direct [Pi0l1l]. Several nenory-to-nenory systens have been

wi dely used and have generally been found to be robust, to have good
performance, and to be relatively sinple to inplenent. These include
VI [VI], Myrinet [BCF+95], Quadrics [QUAD], Conpaq/ Tandem Server net

[ SRVYNET]. Networks based on these nenory-to-nmenory architectures
have been used widely in scientific applications and in data centers
for block storage, file system access, and transaction processing.

By exporting direct nmenory access "across the wire", applications nmay
direct the network stack to manage all data directly from application
buffers. A large and growi ng class that takes advantage of such
capabilities of applications has already energed. It includes al

the maj or dat abases, as well as network protocols such as Sockets
Direct [SDP].

5.1. A Conceptual Franework: DDP and RDVA

An RDMVA sol ution can be usefully viewed as being conprised of two
di stinct conponents: "direct data placenent (DDP)" and "renote direct
menory access (RDVA) senantics". They are distinct in purpose and
also in practice -- they nay be inplenented as separate protocols.

The nore fundanental of the two is the direct data placenent

facility. This is the nmeans by which nmenory is exposed to the renote
peer in an appropriate fashion, and the neans by which the peer may
access it, for instance, reading and witing.
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The RDVA control functions are semantically |layered atop direct data
pl acenent. Included are operations that provide "control" features,
such as connection and termination, and the ordering of operations
and signaling their conpletions. A "send" facility is provided.

Wil e the functions (and potentially protocols) are distinct,
historically both aspects taken together have been referred to as
"RDMA". The facilities of direct data placenent are useful in and of
t hensel ves, and nmay be enpl oyed by ot her upper |ayer protocols to
facilitate data transfer. Therefore, it is often useful to refer to
DDP as the data placenent functionality and RDVA as the contro
aspect.

[ BTO5] devel ops an architecture for DDP and RDVA atop the Internet
Protocol Suite, and is a conpani on docunment to this problem
st at enent .

6. Concl usi ons

This Probl em Statenment concludes that an | P-based, general solution
for reducing processing overhead in end-hosts is desirable.

It has shown that high overhead of the processing of network data

| eads to end-host bottlenecks. These bottlenecks are in large part
attributable to the copying of data. The bus bandw dth of nachi nes
has historically been linited, and the bandw dth of high-speed

i nterconnects taxes it heavily.

An architectural solution to alleviate these bottl enecks best
satisfies the issue. Further, the high speed of today’s

i nterconnects and t he depl oynent of these hosts on Internet

Prot ocol - based networks | eads to the desirability of layering such a
solution on the Internet Protocol Suite. The architecture described
in [BTO5] is such a proposal

7. Security Considerations

Solutions to the problem of reducing copying overhead in high

bandwi dth transfers may introduce new security concerns. Any
proposed sol ution nust be anal yzed for security vulnerabilities and
any such vulnerabilities addressed. Potential security weaknesses --
due to resource issues that mght |lead to denial-of-service attacks
overwrites and other concurrent operations, the ordering of

conpl etions as required by the RDVA protocol, the granularity of
transfer, and any other identified vulnerabilities -- need to be
exam ned, described, and an adequate resolution to them found.
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Layered atop Internet transport protocols, the RDVA protocols will
gain |l everage fromand nust pernit integration with Internet security
standards, such as IPsec and TLS [I PSEC, TLS]. However, there may be
i npl ementation ram fications for certain security approaches wth
respect to RDMA, due to its copy avoi dance

| Psec, operating to secure the connection on a packet-by- packet

basis, seenms to be a natural fit to securing RDVA pl acenent, which
operates in conjunction with transport. Because RDVA enabl es an

i npl ementation to avoid buffering, it is preferable to perform al
applicabl e security protection prior to processing of each segment by
the transport and RDVA | ayers. Such a layering enables the nost
efficient secure RDVA inpl enentation

The TLS record protocol, on the other hand, is |layered on top of
reliable transports and cannot provide such security assurance unti
an entire record is available, which may require the buffering and/or
assenbly of several distinct nmessages prior to TLS processing. This
defers RDMA processing and introduces overheads that RDVA is designhed
to avoid. Therefore, TLS is viewed as potentially a less natural fit
for protecting the RDVA protocols

It is necessary to guarantee properties such as confidentiality,
integrity, and authentication on an RDVA comuni cations channel
However, these properties cannot defend against all attacks from
properly authenticated peers, which night be malicious, conpromn sed,
or buggy. Therefore, the RDVA design nust address protection against
such attacks. For exanple, an RDMA peer should not be able to read
or wite nenory regions wthout prior consent.

Further, it nmust not be possible to evade nenory consi stency checks
at the recipient. The RDVA design nust allow the recipient to rely
on its consistent nenory contents by explicitly controlling peer
access to nmenory regions at appropriate tinmnes.

Peer connections that do not pass authentication and authorization
checks by upper layers nust not be pernitted to begin processing in
RDVA node with an inappropriate endpoint. Once associ ated, peer
accesses to nenory regions nust be authenticated and made subject to
aut hori zation checks in the context of the association and connection
on which they are to be perforned, prior to any transfer operation or
dat a bei ng accessed.

The RDMA protocols nust ensure that these region protections be under
strict application control. Renote access to |ocal nmenory by a
network peer is particularly inportant in the Internet context, where
such access can be exported gl obally.
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8.

Ter m nol ogy

This section contains general terminology definitions for this
docunent and for Renote Direct Menory Access in general.

Renote Direct Menory Access ( RDVA)
A nmethod of accessing nenory on a renote systemin which the
| ocal system specifies the |ocation of the data to be
transferred.

RDVA Pr ot ocol
A protocol that supports RDVA Operations to transfer data
bet ween syst ens.

Fabric
The col l ection of |inks, switches, and routers that connect a
set of systens.

St orage Area Network (SAN)
A network where disks, tapes, and other storage devices are nade
avail able to one or nore end-systens via a fabric.

System Area Network
A network where clustered systens share services, such as
storage and interprocess comuni cation, via a fabric.

Fi bre Channel (FC)
An ANSI standard link |ayer with associated protocols, typically
used to inplenment Storage Area Networks. [FlBRE]

Virtual Interface Architecture (VI, VIA)
An RDMVA interface definition devel oped by an industry group and
implemrented with a variety of differing wire protocols. [VI]

I nfiniband (IB)
An RDMVA interface, protocol suite and link |ayer specification
defined by an industry trade association. [IB]
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