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1. Introduction
1.1. Sunmary of Contents of Docunent

Thi s docunent specifies the base architecture for |Psec-conpliant
systens. It describes howto provide a set of security services for
traffic at the IP layer, in both the | Pv4 [Pos8la] and | Pv6 [ DHO8]
environnments. This docunent describes the requirenents for systens
that inplenment |Psec, the fundanental elenents of such systens, and
how the elenments fit together and fit into the IP environnent. It
al so describes the security services offered by the | Psec protocols,
and how these services can be enployed in the IP environnent. This
docunent does not address all aspects of the |Psec architecture.

O her docunents address additional architectural details in
speci ali zed environnents, e.g., use of IPsec in Network Address
Transl ati on (NAT) environments and nore conprehensive support for IP
mul ticast. The fundamental conponents of the | Psec security
architecture are discussed in terns of their underlying, required
functionality. Additional RFCs (see Section 1.3 for pointers to

ot her docunents) define the protocols in (a), (c), and (d).

a. Security Protocols -- Authentication Header (AH) and
Encapsul ati ng Security Payl oad (ESP)

b. Security Associations -- what they are and how t hey work,
how t hey are nmanaged, associ ated processing
c. Key Managenent -- manual and automated (The Internet Key

Exchange (I1KE))
d. Cryptographic algorithnms for authentication and encryption

This docunent is not a Security Architecture for the Internet; it
addresses security only at the | P layer, provided through the use of
a conbi nati on of cryptographic and protocol security nechanisns.

The spelling "I Psec" is preferred and used throughout this and al

rel ated I Psec standards. All other capitalizations of |IPsec (e.qg.

| PSEC, | PSec, ipsec) are deprecated. However, any capitalization of
the sequence of letters "IPsec" should be understood to refer to the
| Psec protocol s.

The keywords MJUST, MJUST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD,

SHOULD NOT, RECOMIVENDED, MAY, and OPTI ONAL, when they appear in this

docunent, are to be interpreted as described in RFC 2119 [Bra97].
1.2. Audience

The target audience for this docunment is primarily individuals who

i npl enment this I P security technol ogy or who architect systens that
will use this technology. Technically adept users of this technol ogy
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(end users or systemadnmi nistrators) also are part of the target

audi ence. A glossary is provided in Appendix Ato help fill in gaps
i n background/vocabul ary. This docunent assumes that the reader is
famliar with the Internet Protocol (IP), related networking

technol ogy, and general information system security ternms and
concepts.

1.3. Rel ated Docunents

2.

2.

As nentioned above, other docunents provide detailed definitions of
some of the conponents of |IPsec and of their interrelationship. They
i nclude RFCs on the follow ng topics:

a. security protocols -- RFCs describing the Authentication
Header (AH) [KenO5b] and Encapsul ati ng Security Payl oad
(ESP) [ Ken05a] protocols.

b. cryptographic algorithns for integrity and encryption -- one
RFC that defines the nandatory, default algorithns for use
with AH and ESP [ Eas05], a simlar RFC that defines the
mandatory algorithnms for use with | KEv2 [Sch05] plus a
separate RFC for each cryptographic algorithm

c. automatic key nmanagenment -- RFCs on "The Internet Key
Exchange (I KEv2) Protocol"” [KauO5] and "Cryptographic
Algorithns for Use in the Internet Key Exchange Version 2
(I KEv2)" [Sch05].

Desi gn Obj ecti ves
1. CGoal s/ Obj ectives/ Requi renent s/ Probl em Description

| Psec is designed to provide interoperable, high quality,

crypt ographi cal | y-based security for IPv4 and I Pv6. The set of
security services offered includes access control, connectionl ess
integrity, data origin authentication, detection and rejection of
replays (a formof partial sequence integrity), confidentiality (via
encryption), and limted traffic flow confidentiality. These
services are provided at the |P layer, offering protection in a
standard fashion for all protocols that nmay be carried over |IP
(including IP itself).

| Psec includes a specification for mninmal firewall functionality,
since that is an essential aspect of access control at the IP |ayer

I mpl enentations are free to provide nore sophisticated firewall
nmechani sns, and to inplenent the | Psec-nmandated functionality using
those nore sophisticated nmechani snms. (Note that interoperability may
suffer if additional firewall constraints on traffic flows are

i nposed by an | Psec inplenentation but cannot be negoti ated based on
the traffic selector features defined in this docunent and negoti at ed

Kent & Seo St andards Track [ Page 5]



RFC 4301 Security Architecture for IP Decenber 2005

via IKEv2.) The IPsec firewall function nakes use of the

crypt ographi cal l y-enforced authentication and integrity provided for
all IPsec traffic to offer better access control than could be
obt ai ned through use of a firewall (one not privy to | Psec interna
paraneters) plus separate cryptographic protection

Most of the security services are provided through use of two traffic
security protocols, the Authentication Header (AH) and the
Encapsul ati ng Security Payload (ESP), and through the use of
cryptographi c key managenent procedures and protocols. The set of

| Psec protocols enployed in a context, and the ways in which they are
enpl oyed, will be determ ned by the users/adm nistrators in that
context. It is the goal of the IPsec architecture to ensure that
conpliant inplenmentations include the services and nanagenent
interfaces needed to neet the security requirenents of a broad user
popul ati on.

When | Psec is correctly inplenented and depl oyed, it ought not
adversely affect users, hosts, and other Internet conponents that do
not enploy | Psec for traffic protection. |Psec security protocols
(AH and ESP, and to a lesser extent, IKE) are designed to be
cryptographic al gorithmindependent. This nodularity permits
selection of different sets of cryptographic algorithnms as
appropriate, without affecting the other parts of the inplenentation.
For exanple, different user communities may select different sets of
cryptographic algorithns (creating cryptographically-enforced
cliques) if required.

To facilitate interoperability in the global Internet, a set of
default cryptographic algorithns for use with AH and ESP is specified
in [Eas05] and a set of nmandatory-to-inplenent algorithns for | KEv2
is specified in [Sch05]. [Eas05] and [Sch05] will be periodically
updated to keep pace with conputational and cryptol ogi c advances. By
speci fying these algorithns in docunents that are separate fromthe
AH, ESP, and I KEv2 specifications, these algorithnms can be updated or
repl aced without affecting the standardi zati on progress of the rest
of the IPsec docunent suite. The use of these cryptographic
algorithms, in conjunction with | Psec traffic protection and key
managenent protocols, is intended to permit system and application
devel opers to deploy high quality, Internet-Ilayer, cryptographic
security technol ogy.

2.2. Caveats and Assunptions
The suite of | Psec protocols and associated default cryptographic
al gorithnms are designed to provide high quality security for Internet

traffic. However, the security offered by use of these protocols
ultimately depends on the quality of their inplenentation, which is
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outside the scope of this set of standards. Mreover, the security
of a conputer systemor network is a function of many factors,

i ncl udi ng personnel, physical, procedural, conpromn sing emanations,
and conputer security practices. Thus, IPsec is only one part of an
overall system security architecture.

Finally, the security afforded by the use of IPsec is critically
dependent on nmany aspects of the operating environment in which the
| Psec inplenentation executes. For exanple, defects in OS security,
poor quality of random nunber sources, sloppy system nmanagenent
protocol s and practices, etc., can all degrade the security provided
by I Psec. As above, none of these environnental attributes are
within the scope of this or other |Psec standards.

3. System Overvi ew

This section provides a high | evel description of how | Psec worKks,
the conponents of the system and how they fit together to provide
the security services noted above. The goal of this descriptionis
to enable the reader to "picture" the overall process/system see how
it fits into the IP environment, and to provide context for later
sections of this docunment, which describe each of the conponents in
nore detail.

An | Psec inplenentation operates in a host, as a security gateway
(SG, or as an independent device, affording protection to IP
traffic. (A security gateway is an internediate systeminpl ementing
| Psec, e.g., a firewall or router that has been | Psec-enabled.) Mre
detail on these classes of inplenentations is provided later, in
Section 3.3. The protection offered by I Psec is based on requirenents
defined by a Security Policy Database (SPD) established and

mai ntai ned by a user or system adm nistrator, or by an application
operating within constraints established by either of the above. In
general , packets are selected for one of three processing actions
based on I P and next |ayer header information ("Selectors", Section
4.4.1.1) matched against entries in the SPD. Each packet is either
PROTECTed using | Psec security services, DI SCARDed, or allowed to
BYPASS | Psec protection, based on the applicable SPD policies
identified by the Sel ectors.

3.1. What | Psec Does

| Psec creates a boundary between unprotected and protected
interfaces, for a host or a network (see Figure 1 below). Traffic
traversing the boundary is subject to the access controls specified
by the user or adm nistrator responsible for the | Psec configuration
These control s indicate whet her packets cross the boundary uni npeded,
are afforded security services via AH or ESP, or are discarded
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| Psec security services are offered at the | P layer through selection
of appropriate security protocols, cryptographic algorithms, and
cryptographi c keys. |Psec can be used to protect one or nore "paths"
(a) between a pair of hosts, (b) between a pair of security gateways,
or (c) between a security gateway and a host. A conpliant host

i mpl enent ati on MUST support (a) and (c) and a conpliant security

gat eway nust support all three of these forns of connectivity, since
under certain circunstances a security gateway acts as a host.

Unpr ot ect ed
N N

B SR [------- [------- +
oo + | |

| | Discard|<--| \Y
[ S, + |B [ + |

................ |y..| AHESP |..... |Psec Boundary

S | IR SEEEEEE +
| IIKE<----]a » |
| e+ s | |
| oo + s | |

| | Discard|<--| |
| e + | |
S [------- [------- +

| |

Y Y

Pr ot ect ed

Figure 1. Top Level IPsec Processing Mde

In this diagram "unprotected" refers to an interface that might also
be described as "black" or "ciphertext". Here, "protected" refers to
an interface that might also be described as "red" or "plaintext".
The protected interface noted above may be internal, e.g., in a host

i npl ement ati on of IPsec, the protected interface may link to a socket
| ayer interface presented by the OS. In this docunent, the term
"inbound" refers to traffic entering an | Psec inplenentation via the
unprotected interface or emtted by the inplenentation on the
unprotected side of the boundary and directed towards the protected
interface. The term "outbound" refers to traffic entering the

i npl ementation via the protected interface, or emtted by the

i mpl enentation on the protected side of the boundary and directed
toward the unprotected interface. An |Psec inplenentation nmay
support nore than one interface on either or both sides of the
boundary.
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Note the facilities for discarding traffic on either side of the

| Psec boundary, the BYPASS facility that allows traffic to transit
t he boundary without cryptographic protection, and the reference to
| KE as a protected-side key and security managenent function

| Psec optionally supports negotiation of |P conpression [ SMPT01],
notivated in part by the observation that when encryption is enpl oyed
within | Psec, it prevents effective conpression by | ower protocol

| ayers.

3. 2. How | Psec Wor ks

| Psec uses two protocols to provide traffic security services --

Aut henti cati on Header (AH) and Encapsul ating Security Payl oad (ESP)
Both protocols are described in detail in their respective RFCs

[ KenO5b, KenO5a]. |Psec inplenmentations MIUST support ESP and MAY
support AH. (Support for AH has been downgraded to MAY because

experi ence has shown that there are very few contexts in which ESP
cannot provide the requisite security services. Note that ESP can be
used to provide only integrity, without confidentiality, nmaking it
conparable to AH in nost contexts.)

0 The I P Authentication Header (AH) [KenO5b] offers integrity and
data origin authentication, with optional (at the discretion of
the receiver) anti-replay features.

0 The Encapsul ating Security Payl oad (ESP) protocol [KenO5a] offers
the sane set of services, and also offers confidentiality. Use of
ESP to provide confidentiality without integrity is NOT
RECOMVENDED. When ESP is used with confidentiality enabled, there
are provisions for limted traffic flow confidentiality, i.e.
provi sions for concealing packet length, and for facilitating
efficient generation and di scard of dunmy packets. This
capability is likely to be effective primarily in virtual private
network (VPN) and overlay network contexts.

0 Both AH and ESP of fer access control, enforced through the
di stribution of cryptographic keys and the nmanagenent of traffic
flows as dictated by the Security Policy Database (SPD, Section
4.4.1).

These protocols may be applied individually or in conbination with
each other to provide IPv4 and | Pv6 security services. However, nost
security requirenments can be nmet through the use of ESP by itself.
Each protocol supports two nodes of use: transport node and tunnel
nmode. In transport node, AH and ESP provide protection primarily for
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next | ayer protocols; in tunnel node, AH and ESP are applied to
tunnel ed | P packets. The differences between the two nbdes are
di scussed in Section 4. 1.

| Psec allows the user (or systemadministrator) to control the
granularity at which a security service is offered. For exanple, one
can create a single encrypted tunnel to carry all the traffic between
two security gateways, or a separate encrypted tunnel can be created
for each TCP connection between each pair of hosts communicating
across these gateways. |Psec, through the SPD managenent paradi gm

i ncorporates facilities for specifying:

0 which security protocol (AH or ESP) to enploy, the node (transport
or tunnel), security service options, what cryptographic
algorithnms to use, and in what conbinations to use the specified
protocol s and services, and

o the granularity at which protection should be applied.

Because nost of the security services provided by |IPsec require the
use of cryptographic keys, |IPsec relies on a separate set of
mechani sms for putting these keys in place. This docunent requires
support for both manual and automated distribution of keys. It
specifies a specific public-key based approach (I KEv2 [ Kau05]) for
aut onat ed key nmanagenent, but other autonmated key distribution
techni ques MAY be used.

Not e: This document mandates support for several features for which
support is available in IKEv2 but not in IKEvl, e.g., negotiation of
an SA representing ranges of local and renote ports or negotiation of
multiple SAs with the sane selectors. Therefore, this docunent
assunes use of IKEv2 or a key and security associati on nmanagenent
system wi th conparabl e features.

3.3. \Where IPsec Can Be I npl enent ed

There are many ways in which | Psec nay be inplenented in a host, or
in conjunction with a router or firewall to create a security
gateway, or as an independent security device.

a. I Psec may be integrated into the native IP stack. This requires
access to the I P source code and is applicable to both hosts and
security gateways, although native host inplenentations benefit
the nmost fromthis strategy, as explained |later (Section 4.4.1
paragraph 6; Section 4.4.1.1, |ast paragraph).
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b. In a "bunp-in-the-stack"” (BITS) inplenentation, |Psec is
i mpl ement ed "underneath" an existing inplenentation of an IP
protocol stack, between the native IP and the |ocal network
drivers. Source code access for the IP stack is not required in
this context, making this inplenmentation approach appropriate for
use with |l egacy systens. This approach, when it is adopted, is
usual Iy enpl oyed in hosts.

c. The use of a dedicated, inline security protocol processor is a
comon design feature of systens used by the mlitary, and of sone
comrercial systenms as well. It is sonetinmes referred to as a
"bunp-in-the-wire" (BITW inplenentation. Such inplenentations
may be designed to serve either a host or a gateway. Usually, the
Bl TWdevice is itself | P addressable. Wen supporting a single
host, it may be quite analogous to a BITS i nplenentation, but in
supporting a router or firewall, it must operate like a security
gat enay.

This docunent often talks in terns of use of IPsec by a host or a
security gateway, wthout regard to whether the inplenmentation is
native, BITS, or BITW Wen the distinctions anong these

i npl enment ati on options are significant, the document makes reference
to specific inplenmentation approaches.

A host inplementation of |IPsec nmay appear in devices that m ght not
be viewed as "hosts". For exanple, a router might enploy |IPsec to
protect routing protocols (e.g., BGP) and managenent functions (e.g.
Telnet), wi thout affecting subscriber traffic traversing the router.
A security gateway nmight enploy separate |Psec inplenentations to
protect its managenent traffic and subscriber traffic. The
architecture described in this docunent is very flexible. For
exanple, a conputer with a full-featured, conpliant, native OS | Psec
i mpl enent ati on shoul d be capabl e of being configured to protect
resident (host) applications and to provide security gateway
protection for traffic traversing the conputer. Such configuration
woul d make use of the forwarding tables and the SPD sel ection
function described in Sections 5.1 and 5. 2.

4. Security Associations

This section defines Security Associati on managenent requirenments for
all 1Pv6 inplenentations and for those | Pv4 inplenentations that

i mpl ement AH, ESP, or both AH and ESP. The concept of a "Security
Associ ation" (SA) is fundanmental to | Psec. Both AH and ESP make use
of SAs, and a major function of IKE is the establishment and

mai nt enance of SAs. Al inplenentations of AH or ESP MJUST support
the concept of an SA as described below. The remainder of this
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section describes various aspects of SA nmanagenent, defining required
characteristics for SA policy nanagenent and SA nanagenent
t echni ques.

4.1. Definition and Scope

An SA is a sinplex "connection" that affords security services to the
traffic carried by it. Security services are afforded to an SA by
the use of AH, or ESP, but not both. |If both AH and ESP protection
are applied to a traffic stream then two SAs nust be created and
coordinated to effect protection through iterated application of the
security protocols. To secure typical, bi-directional communication
bet ween two | Psec-enabl ed systens, a pair of SAs (one in each
direction) is required. |KE explicitly creates SA pairs in
recognition of this comon usage requirenent.

For an SA used to carry unicast traffic, the Security Paranmeters
Index (SPI) by itself suffices to specify an SA. (For information on
the SPI, see Appendix A and the AH and ESP specifications [ Ken05b
KenO5a].) However, as a local matter, an inplenmentation may choose
to use the SPI in conjunction with the | Psec protocol type (AH or

ESP) for SAidentification. |If an |IPsec inplenmentation supports
mul ticast, then it MJST support mnulticast SAs using the algorithm
bel ow for napping i nbound | Psec datagrans to SAs. |Inplenentations

that support only unicast traffic need not inplenent this de-
nmul ti pl exi ng al gorithm

In many secure nmulticast architectures, e.g., [RFC3740], a centra

G oup Controller/Key Server unilaterally assigns the Goup Security
Association’s (GSA's) SPI. This SPlI assignnent is not negotiated or
coordinated with the key nanagenent (e.g., |KE) subsystens that
reside in the individual end systens that constitute the group
Consequently, it is possible that a GSA and a uni cast SA can

simul taneously use the sanme SPI. A multicast-capable |IPsec

i npl ementati on MUST correctly de-nultiplex inbound traffic even in
the context of SPI collisions.

Each entry in the SA Database (SAD) (Section 4.4.2) nust indicate
whet her the SA | ookup nmakes use of the destination |IP address, or the
destination and source | P addresses, in addition to the SPI. For

mul ticast SAs, the protocol field is not enployed for SA | ookups.

For each inbound, |Psec-protected packet, an inplenentation nust
conduct its search of the SAD such that it finds the entry that

mat ches the "longest" SAidentifier. |In this context, if two or nore
SAD entries nmatch based on the SPI value, then the entry that al so
mat ches based on destination address, or destination and source
address (as indicated in the SAD entry) is the "longest” match. This
inmplies a logical ordering of the SAD search as foll ows:
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1. Search the SAD for a match on the conbination of SPI
destination address, and source address. |If an SAD entry
mat ches, then process the inbound packet with that
mat chi ng SAD entry. O herw se, proceed to step 2.

2. Search the SAD for a match on both SPI and destinati on address.
If the SAD entry natches, then process the inbound packet
with that matching SAD entry. Qherw se, proceed to step 3.

3. Search the SAD for a match on only SPI if the receiver has
chosen to maintain a single SPI space for AH and ESP, and on
both SPI and protocol, otherwise. |[|f an SAD entry matches,
then process the inbound packet with that matching SAD entry.
O herwi se, discard the packet and | og an auditable event.

In practice, an inplenentati on may choose any nmethod (or none at all)
to accelerate this search, although its externally visible behavior
MUST be functionally equival ent to having searched the SAD in the
above order. For exanple, a software-based inplenentation could
index into a hash table by the SPI. The SAD entries in each hash
tabl e bucket’s linked Iist could be kept sorted to have those SAD
entries with the longest SA identifiers first in that linked list.
Those SAD entries having the shortest SA identifiers could be sorted
so that they are the last entries in the linked list. A

har dwar e- based i npl enentati on may be able to effect the | ongest match
search intrinsically, using commonly avail able Ternary

Cont ent - Addr essabl e Menory (TCAM feat ures.

The indication of whether source and destination address matching is
required to map i nbound I Psec traffic to SAs MIUST be set either as a
side effect of manual SA configuration or via negotiation using an SA
managenent protocol, e.g., |KE or G oup Domain of Interpretation
(GDA) [RFC3547]. Typically, Source-Specific Milticast (SSM [HC03]
groups use a 3-tuple SAidentifier conposed of an SPI, a destination
mul ti cast address, and source address. An Any-Source Milticast group
SA requires only an SPI and a destination nulticast address as an
identifier.

If different classes of traffic (distinguished by Differentiated
Services Code Point (DSCP) bits [Ni Bl BaBL98], [&G002]) are sent on
the sane SA, and if the receiver is enploying the optiona

anti-replay feature available in both AH and ESP, this could result
in inappropriate discarding of lower priority packets due to the

wi ndowi ng nechani smused by this feature. Therefore, a sender SHOULD
put traffic of different classes, but with the sane sel ector val ues,
on different SAs to support Quality of Service (QoS) appropriately.
To pernmit this, the IPsec inplenentation MIST pernit establishment
and nmai ntenance of nultiple SAs between a given sender and receiver
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with the sane selectors. Distribution of traffic anong these
parallel SAs to support QS is locally deternined by the sender and
is not negotiated by | KE. The receiver MJIST process the packets from
the different SAs without prejudice. These requirements apply to
both transport and tunnel node SAs. |In the case of tunnel node SAs,
the DSCP val ues in question appear in the inner IP header. In
transport node, the DSCP val ue mi ght change en route, but this should
not cause problens with respect to | Psec processing since the val ue
is not enployed for SA selection and MUST NOT be checked as part of
SA/ packet validation. However, if significant re-ordering of packets
occurs in an SA, e.g., as a result of changes to DSCP val ues en
route, this may trigger packet discarding by a receiver due to
application of the anti-replay nmechani sm

DI SCUSSI ON: Al t hough the DSCP [ Ni Bl BaBL98, G 002] and Explicit
Congestion Notification (ECN) [ RaFI Bl 01] fields are not "sel ectors”
as that termin used in this architecture, the sender will need a
mechani smto direct packets with a given (set of) DSCP values to the
appropriate SA. This nechanismm ght be terned a "classifier"

As noted above, two types of SAs are defined: transport node and

tunnel node. |KE creates pairs of SAs, so for sinplicity, we choose
to require that both SAs in a pair be of the same node, transport or
t unnel

A transport node SA is an SA typically enployed between a pair of
hosts to provide end-to-end security services. Wen security is
desired between two internediate systens along a path (vs. end-to-end
use of IPsec), transport node MAY be used between security gateways
or between a security gateway and a host. In the case where
transport node is used between security gateways or between a
security gateway and a host, transport node may be used to support
in-1P tunneling (e.g., IP-in-1P [Per96] or Ceneric Routing
Encapsul ati on (GRE) tunneling [FaLi HaMeTr 00] or dynami c routing

[ TOEgWA04] ) over transport node SAs. To clarify, the use of
transport node by an internediate system (e.g., a security gateway)
is permtted only when applied to packets whose source address (for
out bound packets) or destination address (for inbound packets) is an
address belonging to the internediate systemitself. The access
control functions that are an inportant part of |Psec are
significantly limted in this context, as they cannot be applied to
the end-to-end headers of the packets that traverse a transport node
SA used in this fashion. Thus, this way of using transport node
shoul d be eval uated carefully before being enployed in a specific
cont ext .
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In IPv4, a transport nobde security protocol header appears

i mediately after the | P header and any options, and before any next
| ayer protocols (e.g., TCP or UDP). In IPv6, the security protoco
header appears after the base |P header and sel ected extension
headers, but may appear before or after destination options; it MJIST
appear before next |ayer protocols (e.g., TCP, UDP, Stream Contro
Transm ssion Protocol (SCTP)). |In the case of ESP, a transport node
SA provides security services only for these next |ayer protocols,
not for the |IP header or any extension headers preceding the ESP
header. In the case of AH, the protection is also extended to

sel ected portions of the I P header preceding it, selected portions of
ext ensi on headers, and selected options (contained in the |Pv4
header, |Pv6 Hop-by-Hop extension header, or |Pv6 Destination
extension headers). For nore details on the coverage afforded by AH,
see the AH specification [Ken05b].

A tunnel node SA is essentially an SA applied to an I P tunnel, with
the access controls applied to the headers of the traffic inside the
tunnel . Two hosts MAY establish a tunnel nobde SA between thensel ves.
Aside fromthe two exceptions bel ow, whenever either end of a
security association is a security gateway, the SA MJUST be tunne
nmode. Thus, an SA between two security gateways is typically a
tunnel node SA, as is an SA between a host and a security gateway.
The two exceptions are as foll ows.

o Were traffic is destined for a security gateway, e.g., Sinple
Net wor k Management Protocol (SNWMP) conmands, the security gateway
is acting as a host and transport node is allowed. In this case,
the SA term nates at a host (nmanagenent) function within a
security gateway and thus nerits different treatnent.

0 As noted above, security gateways MAY support a transport node SA
to provide security for IP traffic between two internedi ate
systens along a path, e.g., between a host and a security gateway
or between two security gateways

Several concerns notivate the use of tunnel node for an SA invol ving
a security gateway. For exanple, if there are nultiple paths (e.g.
via different security gateways) to the sane destination behind a
security gateway, it is inportant that an | Psec packet be sent to the
security gateway with which the SA was negotiated. Sinmlarly, a
packet that m ght be fragnented en route nust have all the fragnents
delivered to the sane | Psec instance for reassenbly prior to
cryptographi c processing. Also, when a fragnment is processed by

| Psec and transmitted, then fragnented en route, it is critical that
there be inner and outer headers to retain the fragmentation state
data for the pre- and post-IPsec packet formats. Hence there are
several reasons for enploying tunnel node when either end of an SAis
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4. 2.

Ken

a security gateway. (Use of an IP-in-1P tunnel in conjunction wth
transport node can al so address these fragnentation i ssues. However,
this configuration limts the ability of |IPsec to enforce access
control policies on traffic.)

Note: AH and ESP cannot be applied using transport node to | Pv4d
packets that are fragments. Only tunnel nopde can be enployed in such
cases. For IPv6, it would be feasible to carry a plaintext fragnment
on a transport node SA; however, for sinplicity, this restriction

al so applies to | Pv6 packets. See Section 7 for nore details on
handl i ng pl ai ntext fragnents on the protected side of the |IPsec
barrier.

For a tunnel node SA, there is an "outer" |P header that specifies
the | Psec processing source and destination, plus an "inner" IP
header that specifies the (apparently) ultimte source and
destination for the packet. The security protocol header appears
after the outer |IP header, and before the inner IP header. |If AHIis
enpl oyed in tunnel node, portions of the outer |P header are afforded
protection (as above), as well as all of the tunneled IP packet

(i.e., all of the inner IP header is protected, as well as next |ayer
protocols). |If ESP is enployed, the protection is afforded only to
the tunnel ed packet, not to the outer header

In summary,

a) A host inplenentation of |IPsec MJST support both transport and
tunnel node. This is true for native, BITS, and BI TW
i npl ement ati ons for hosts.

b) A security gateway MJUST support tunnel node and MAY support
transport node. If it supports transport node, that should be
used only when the security gateway is acting as a host, e.g., for
net wor k management, or to provide security between two
i nternmedi ate systens al ong a path.

SA Functionality

The set of security services offered by an SA depends on the security
protocol selected, the SA node, the endpoints of the SA and the
el ection of optional services within the protocol

For exanple, both AH and ESP offer integrity and authentication
services, but the coverage differs for each protocol and differs for
transport vs. tunnel node. |If the integrity of an |IPv4 option or

| Pv6 extension header nust be protected en route between sender and
recei ver, AH can provide this service, except for IP or extension
headers that may change in a fashion not predictable by the sender
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However, the sanme security may be achieved in some contexts by
applying ESP to a tunnel carrying a packet.

The granularity of access control provided is deternined by the
choi ce of the selectors that define each SA. Mreover, the

aut henti cati on nmeans enpl oyed by | Psec peers, e.g., during creation
of an IKE (vs. child) SA also affects the granularity of the access
control afforded

If confidentiality is selected, then an ESP (tunnel node) SA between
two security gateways can offer partial traffic flow confidentiality.
The use of tunnel node allows the inner |IP headers to be encrypted,
concealing the identities of the (ultinmate) traffic source and
destination. Mreover, ESP payl oad paddi ng al so can be invoked to

hi de the size of the packets, further concealing the externa
characteristics of the traffic. Simlar traffic flow confidentiality
services may be offered when a nobile user is assigned a dynamic IP
address in a dialup context, and establishes a (tunnel node) ESP SA
to a corporate firewall (acting as a security gateway). Note that
fine-granularity SAs generally are nore vulnerable to traffic

anal ysis than coarse-granularity ones that are carrying traffic from
many subscri bers.

Note: A conpliant inplenentation MJST NOT allow instantiation of an
ESP SA that enploys both NULL encryption and no integrity algorithm
An attenpt to negotiate such an SA is an auditable event by both
initiator and responder. The audit log entry for this event SHOULD
i nclude the current date/tinme, local IKE | P address, and renpte |KE
| P address. The initiator SHOULD record the relevant SPD entry.

4.3. Conbining SAs

Thi s docunent does not require support for nested security

associ ations or for what RFC 2401 [ RFC2401] called "SA bundl es”

These features still can be effected by appropriate configuration of
both the SPD and the | ocal forwarding functions (for inbound and

out bound traffic), but this capability is outside of the | Psec nodul e
and thus the scope of this specification. As a result, nanagenent of
nest ed/ bundl ed SAs is potentially nore conplex and | ess assured than
under the nodel inplied by RFC 2401 [ RFC2401]. An inplenentation
that provides support for nested SAs SHOULD provi de a nmanagenent
interface that enables a user or administrator to express the nesting
requirenent, and then create the appropriate SPD entries and
forwarding table entries to effect the requisite processing. (See
Appendi x E for an exanple of how to configure nested SAs.)
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4.4, WMajor | Psec Databases

Many of the details associated with processing IP traffic in an | Psec
i npl ementation are largely a local matter, not subject to
standardi zati on. However, sone external aspects of the processing
nmust be standardi zed to ensure interoperability and to provide a

m ni mum managenent capability that is essential for productive use of
| Psec. This section describes a general nodel for processing IP
traffic relative to I Psec functionality, in support of these
interoperability and functionality goals. The nodel described bel ow
is nomnal; inplenentations need not match details of this nodel as
presented, but the external behavior of inplenentations MJST
correspond to the externally observable characteristics of this nodel
in order to be conpliant.

There are three nominal databases in this nodel: the Security Policy
Dat abase (SPD), the Security Association Database (SAD), and the Peer
Aut hori zati on Database (PAD). The first specifies the policies that
deternmine the disposition of all IP traffic inbound or outbound from
a host or security gateway (Section 4.4.1). The second dat abase
contains paraneters that are associated with each established (keyed)
SA (Section 4.4.2). The third database, the PAD, provides a link

bet ween an SA managenent protocol (such as IKE) and the SPD (Section
4.4, 3).

Mul tiple Separate | Psec Contexts

If an I Psec inplenmentation acts as a security gateway for multiple
subscribers, it MAY inplenent nultiple separate | Psec contexts
Each context MAY have and MAY use conpl etely independent
identities, policies, key managenent SAs, and/or |Psec SAs. This
is for the nost part a local inplenentation natter. However, a
nmeans for associating i nbound (SA) proposals with |l ocal contexts
is required. To this end, if supported by the key managenent
protocol in use, context identifiers MAY be conveyed from
initiator to responder in the signaling nmessages, with the result
that | Psec SAs are created with a binding to a particul ar context.
For exanple, a security gateway that provides VPN service to
multiple customers will be able to associate each custoner’s
traffic with the correct VPN

Forwar di ng vs Security Decisions

The | Psec nodel described here enbodies a clear separation between
forwarding (routing) and security decisions, to accommbpdate a w de
range of contexts where | Psec may be enployed. Forwarding may be
trivial, in the case where there are only two interfaces, or it

may be conplex, e.g., if the context in which IPsec is inplenented
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4.4.
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enpl oys a sophisticated forwardi ng function. |Psec assunes only

t hat out bound and inbound traffic that has passed through | Psec
processing is forwarded in a fashion consistent with the context
in which I Psec is inplenented. Support for nested SAs is
optional; if required, it requires coordi nati on between forwardi ng
tables and SPD entries to cause a packet to traverse the |Psec
boundary nore than once.

"Local " vs "Renote"

In this docunent, with respect to | P addresses and ports, the
terns "Local" and "Renote" are used for policy rules. "Local"
refers to the entity being protected by an | Psec inplenentation
i.e., the "source" address/port of outbound packets or the
"destination" address/port of inbound packets. "Renote" refers to
a peer entity or peer entities. The terns "source" and
"destination" are used for packet header fields.

"Non-initial" vs "lnitial" Fragnments

Thr oughout this docunment, the phrase "non-initial fragnments" is
used to nmean fragnents that do not contain all of the selector

val ues that may be needed for access control (e.g., they m ght not
contain Next Layer Protocol, source and destination ports, |CW
nmessage type/code, Mobility Header type). And the phrase "initia
fragment"” is used to nean a fragnment that contains all the

sel ector val ues needed for access control. However, it should be
noted that for |IPv6, which fragnent contains the Next Layer
Protocol and ports (or |ICMP nessage type/code or Mbobility Header
type [Mobip]) will depend on the kind and nunber of extension
headers present. The "initial fragnment" mght not be the first
fragment, in this context.

1. The Security Policy Database (SPD)

An SA is a nanagenent construct used to enforce security policy for
traffic crossing the | Psec boundary. Thus, an essential elenment of
SA processing is an underlying Security Policy Database (SPD) that
specifies what services are to be offered to I P datagranms and in what
fashion. The form of the database and its interface are outside the
scope of this specification. However, this section specifies mninum
managenent functionality that nust be provided, to allow a user or
system adm nistrator to control whether and how I Psec is applied to
traffic transmtted or received by a host or transiting a security
gateway. The SPD, or relevant caches, nust be consulted during the
processing of all traffic (inbound and outbound), including traffic
not protected by IPsec, that traverses the | Psec boundary. This

i ncludes | Psec nmanagenent traffic such as IKE. An | Psec
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i mpl enent ati on MUST have at | east one SPD, and it MAY support

mul tiple SPDs, if appropriate for the context in which the |IPsec

i mpl enent ati on operates. There is no requirenent to naintain SPDs on
a per-interface basis, as was specified in RFC 2401 [ RFC2401].
However, if an inplenmentation supports nultiple SPDs, then it MJST

i nclude an explicit SPD selection function that is invoked to sel ect
the appropriate SPD for outbound traffic processing. The inputs to
this function are the outbound packet and any l|ocal metadata (e.g.
the interface via which the packet arrived) required to effect the
SPD sel ection function. The output of the function is an SPD
identifier (SPD-1D).

The SPD is an ordered database, consistent with the use of Access
Control Lists (ACLs) or packet filters in firewalls, routers, etc.
The ordering requirenment arises because entries often will overlap
due to the presence of (non-trivial) ranges as values for selectors.
Thus, a user or administrator MJST be able to order the entries to
express a desired access control policy. There is no way to inpose a
general , canonical order on SPD entries, because of the allowed use
of wildcards for selector values and because the different types of
selectors are not hierarchically related

Processi ng Choi ces: DI SCARD, BYPASS, PROTECT

An SPD nust discrimnate anong traffic that is afforded |IPsec
protection and traffic that is allowed to bypass |IPsec. This
applies to the I Psec protection to be applied by a sender and to
the I Psec protection that nmust be present at the receiver. For
any outbound or inbound datagram three processing choices are
possi bl e: DI SCARD, BYPASS | Psec, or PROTECT using | Psec. The
first choice refers to traffic that is not allowed to traverse the
| Psec boundary (in the specified direction). The second choice
refers to traffic that is allowed to cross the |IPsec boundary

wi thout | Psec protection. The third choice refers to traffic that
is afforded | Psec protection, and for such traffic the SPD nust
specify the security protocols to be enployed, their node,
security service options, and the cryptographic algorithns to be
used.

SPD-S, SPD-I, SPD-O

An SPD is logically divided into three pieces. The SPD-S (secure
traffic) contains entries for all traffic subject to | Psec
protection. SPD O (outbound) contains entries for all outbound
traffic that is to be bypassed or discarded. SPD-I (inbound) is
applied to inbound traffic that will be bypassed or discarded.

Al'l three of these can be decorrelated (with the exception noted
above for native host inplenentations) to facilitate caching. |If
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an | Psec inplenentation supports only one SPD, then the SPD
consists of all three parts. |If nultiple SPDs are supported, sone
of them may be partial, e.g., some SPDs might contain only SPD-I
entries, to control inbound bypassed traffic on a per-interface
basis. The split allows SPD-1 to be consulted w thout having to
consult SPD-S, for such traffic. Since the SPD-I is just a part
of the SPD, if a packet that is |looked up in the SPD-I cannot be
mat ched to an entry there, then the packet MJST be di scarded.

Note that for outbound traffic, if a match is not found in SPD S,
then SPD-O nust be checked to see if the traffic should be
bypassed. Sinmilarly, if SPD-Ois checked first and no match is
found, then SPD-S nust be checked. In an ordered,
non-decorrelated SPD, the entries for the SPD-S, SPD-1, and SPD O
are interleaved. So there is one |ookup in the SPD

SPD Entries

Each SPD entry specifies packet disposition as BYPASS, DI SCARD, or
PROTECT. The entry is keyed by a Iist of one or nore selectors.
The SPD contains an ordered list of these entries. The required
sel ector types are defined in Section 4.4.1.1. These selectors are
used to define the granularity of the SAs that are created in
response to an outbound packet or in response to a proposal froma
peer. The detailed structure of an SPD entry is described in
Section 4.4.1.2. Every SPD SHOULD have a nominal, final entry that
mat ches anything that is otherw se unmatched, and discards it.

The SPD MUST permit a user or adm nistrator to specify policy
entries as follows:

- SPD-I: For inbound traffic that is to be bypassed or discarded,
the entry consists of the values of the selectors that apply to
the traffic to be bypassed or di scarded.

- SPD-O For outbound traffic that is to be bypassed or
di scarded, the entry consists of the values of the selectors
that apply to the traffic to be bypassed or discarded.

- SPD-S: For traffic that is to be protected using | Psec, the
entry consists of the values of the selectors that apply to the
traffic to be protected via AH or ESP, controls on how to
create SAs based on these selectors, and the paraneters needed
to effect this protection (e.g., algorithns, nodes, etc.). Note
that an SPD-S entry al so contains information such as "popul ate
from packet" (PFP) flag (see paragraphs bel ow on "How To Derive
the Values for an SAD entry") and bits indicating whether the
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SA | ookup makes use of the local and renpte | P addresses in
addition to the SPI (see AH [ Ken05b] or ESP [ KenO5a]
speci fications).

Representing Directionality in an SPD Entry

For traffic protected by |Psec, the Local and Renote address and
ports in an SPD entry are swapped to represent directionality,
consistent with | KE conventions. |n general, the protocols that
| Psec deals with have the property of requiring symetric SAs with
flipped Local/Renote |IP addresses. However, for ICVMP, there is
often no such bi-directional authorization requirenent.
Nonet hel ess, for the sake of unifornmity and sinplicity, SPD
entries for |CVMP are specified in the same way as for other
protocols. Note also that for ICMP, Mbility Header, and
non-initial fragments, there are no port fields in these packets.
| CMP has message type and code and Mobility Header has nobility
header type. Thus, SPD entries have provisions for expressing
access controls appropriate for these protocols, in lieu of the
normal port field controls. For bypassed or discarded traffic,
separate i nbound and out bound entries are supported, e.g., to
permit unidirectional flows if required.

OPAQUE and ANY

For each selector in an SPD entry, in addition to the litera

val ues that define a match, there are two special values: ANY and
OPAQUE. ANY is a wildcard that matches any value in the
corresponding field of the packet, or that natches packets where
that field is not present or is obscured. OPAQUE indicates that
the corresponding selector field is not available for exam nation
because it may not be present in a fragnent, it does not exist for
the given Next Layer Protocol, or prior application of |Psec may
have encrypted the value. The ANY val ue enconpasses the OPAQUE
val ue. Thus, OPAQUE need be used only when it is necessary to

di stingui sh between the case of any allowed value for a field, vs.
the absence or unavailability (e.g., due to encryption) of the
field.

How to Derive the Values for an SAD Entry

For each selector in an SPD entry, the entry specifies howto
derive the correspondi ng val ues for a new SA Database (SAD, see
Section 4.4.2) entry fromthose in the SPD and the packet. The
goal is to allow an SAD entry and an SPD cache entry to be created
based on specific selector values fromthe packet, or fromthe

mat ching SPD entry. For outbound traffic, there are SPD-S cache
entries and SPD- O cache entries. For inbound traffic not
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protected by I Psec, there are SPD-1 cache entries and there is the
SAD, which represents the cache for inbound | Psec-protected
traffic (see Section 4.4.2). |If |Psec processing is specified for
an entry, a "populate from packet" (PFP) flag may be asserted for
one or nore of the selectors in the SPD entry (Local |P address;
Renote | P address; Next Layer Protocol; and, dependi ng on Next
Layer Protocol, Local port and Renote port, or |CWP type/code, or
Mobility Header type). |If asserted for a given selector X the
flag indicates that the SA to be created should take its value for
X fromthe value in the packet. Oherw se, the SA should take its
value(s) for X fromthe value(s) in the SPD entry. Note: In the
non- PFP case, the sel ector val ues negotiated by the SA nanagenent
protocol (e.g., IKEv2) nay be a subset of those in the SPD entry,
dependi ng on the SPD policy of the peer. Al so, whether a single
flag is used for, e.g., source port, |ICVMP type/code, and Mbility
Header (MMH) type, or a separate flag is used for each, is a loca
mat t er.

The following exanple illustrates the use of the PFP flag in the
context of a security gateway or a BITS/ Bl TWi npl enent ati on.
Consider an SPD entry where the allowed val ue for Renote address
is a range of |IPv4 addresses: 192.0.2.1 to 192.0.2.10. Suppose an
out bound packet arrives with a destination address of 192.0. 2.3,
and there is no extant SAto carry this packet. The val ue used
for the SA created to transnit this packet could be either of the
two val ues shown bel ow, depending on what the SPD entry for this
sel ector says is the source of the sel ector val ue:

PFP fl ag val ue exanple of new

for the Renote SAD dest. address

addr. selector selector value

a. PFP TRUE 192. 0. 2.3 (one host)

b. PFP FALSE 192.0.2.1 to 192.0.2.10 (range of hosts)

Note that if the SPD entry above had a val ue of ANY for the Renote
address, then the SAD sel ector val ue woul d have to be ANY for case
(b), but would still be as illustrated for case (a). Thus, the
PFP flag can be used to prohibit sharing of an SA, even anong
packets that match the same SPD entry.

Managenment | nterface

For every |Psec inplenentation, there MIUST be a nanagenent
interface that allows a user or system adm nistrator to manage the
SPD. The interface nust allow the user (or administrator) to
specify the security processing to be applied to every packet that
traverses the | Psec boundary. (In a native host |Psec
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i mpl enent ati on naki ng use of a socket interface, the SPD nay not
need to be consulted on a per-packet basis, as noted at the end of
Section 4.4.1.1 and in Section 5.) The managenent interface for
the SPD MIUST allow creation of entries consistent with the
selectors defined in Section 4.4.1.1, and MJST support (total)
ordering of these entries, as seen via this interface. The SPD
entries’ selectors are analogous to the ACL or packet filters
commonly found in a stateless firewall or packet filtering router
and which are currently managed this way.

In host systens, applications MAY be allowed to create SPD
entries. (The neans of signaling such requests to the | Psec

i npl enentation are outside the scope of this standard.) However,
the system admi ni strator MJST be able to specify whether or not a
user or application can override (default) systempolicies. The
form of the managenent interface is not specified by this docunent
and may differ for hosts vs. security gateways, and w thin hosts
the interface may differ for socket-based vs. BITS

i mpl enent ati ons. However, this docunent does specify a standard
set of SPD elenents that all |Psec inplenentations MJUST support.

Decorrel ati on

The processing nodel described in this docunent assunes the
ability to decorrel ate overlapping SPD entries to permt caching,
whi ch enabl es nore efficient processing of outbound traffic in
security gateways and BI TS/ Bl TWi npl ementati ons. Decorrel ation

[ CoSa04] is only a nmeans of inproving perfornmance and sinplifying
the processing description. This RFC does not require a conpliant
i npl enentation to nake use of decorrelation. For exanple, native
host inplenentations typically nake use of caching inplicitly
because they bind SAs to socket interfaces, and thus there is no
requi renent to be able to decorrelate SPD entries in these

i mpl enent ati ons.

Note: Unless otherwise qualified, the use of "SPD' refers to the
body of policy information in both ordered or decorrel ated
(unordered) state. Appendix B provides an algorithmthat can be
used to decorrelate SPD entries, but any algorithmthat produces
equi val ent output may be used. Note that when an SPD entry is
decorrelated all the resulting entries MJST be |inked together, so
that all nmenbers of the group derived froman individual, SPD
entry (prior to decorrelation) can all be placed into caches and
into the SAD at the same tine. For exanple, suppose one starts
with an entry A (froman ordered SPD) that when decorrel at ed
yields entries Al, A2, and A3. \Wen a packet conmes al ong that

mat ches, say A2, and triggers the creation of an SA, the SA
managenent protocol (e.g., |KEv2) negotiates A. And all 3
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decorrelated entries, Al, A2, and A3, are placed in the
appropriate SPD-S cache and linked to the SA. The intent is that
use of a decorrelated SPD ought not to create nore SAs than woul d
have resulted fromuse of a not-decorrel ated SPD.

If a decorrelated SPD is enployed, there are three options for
what an initiator sends to a peer via an SA nmanagenent protoco
(e.g., IKE). By sending the conplete set of |inked, decorrelated
entries that were selected fromthe SPD, a peer is given the best
possible information to enable selection of the appropriate SPD
entry at its end, especially if the peer has also decorrelated its
SPD. However, if a large nunber of decorrelated entries are
linked, this may create |arge packets for SA negotiation, and
hence fragmentation problenms for the SA managenent protocol

Alternatively, the original entry fromthe (correlated) SPD may be
retai ned and passed to the SA managenent protocol. Passing the
correlated SPD entry keeps the use of a decorrelated SPD a | oca
matter, not visible to peers, and avoi ds possible fragnentation
concerns, although it provides |ess precise information to a
responder for matchi ng agai nst the responder’s SPD

An internediate approach is to send a subset of the conplete set
of linked, decorrelated SPD entries. This approach can avoid the
fragmentation problens cited above yet provide better information
than the original, correlated entry. The nmgajor shortcom ng of
this approach is that it nay cause additional SAs to be created

| ater, since only a subset of the linked, decorrelated entries are
sent to a peer. |Inplenenters are free to enploy any of the
approaches cited above.

A responder uses the traffic selector proposals it receives via an
SA managenent protocol to select an appropriate entry in its SPD
The intent of the matching is to select an SPD entry and create an
SA that nost closely matches the intent of the initiator, so that
traffic traversing the resulting SA will be accepted at both ends.
If the responder enploys a decorrelated SPD, it SHOULD use the
decorrelated SPD entries for matching, as this will generally
result in creation of SAs that are nore likely to match the intent
of both peers. |If the responder has a correlated SPD, then it
SHOULD match the proposal s against the correlated entries. For

| KEv2, use of a decorrelated SPD offers the best opportunity for a
responder to generate a "narrowed" response.

In all cases, when a decorrelated SPD is avail able, the

decorrelated entries are used to populate the SPD-S cache. |f the
SPD is not decorrelated, caching is not allowed and an ordered
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search of SPD MUST be perfornmed to verify that inbound traffic
arriving on an SA is consistent with the access control policy
expressed in the SPD

Handl i ng Changes to the SPD While the SystemIs Running

If a change is made to the SPD while the systemis running, a
check SHOULD be made of the effect of this change on extant SAs.
An i nmpl enentati on SHOULD check the inpact of an SPD change on
extant SAs and SHOULD provide a user/administrator with a
mechani sm for configuring what actions to take, e.g., delete an
affected SA, allow an affected SA to continue unchanged, etc.

4.4.1.1. Sel ectors

An SA may be fine-grained or coarse-grai ned, depending on the
selectors used to define the set of traffic for the SA. For exanpl e,
all traffic between two hosts nmay be carried via a single SA and
afforded a uni form set of security services. Alternatively, traffic
between a pair of hosts night be spread over nultiple SAs, depending
on the applications being used (as defined by the Next Layer Protoco
and related fields, e.g., ports), with different security services
offered by different SAs. Simlarly, all traffic between a pair of
security gateways could be carried on a single SA, or one SA could be
assigned for each conmunicating host pair. The follow ng sel ector
paraneters MJST be supported by all |Psec inplenentations to
facilitate control of SA granularity. Note that both Local and
Renot e addresses should either be I1Pv4 or I1Pv6, but not a mx of
address types. Also, note that the Local/Renote port selectors (and
| CMP nessage type and code, and Mbility Header type) may be | abel ed
as OPAQUE to accommbdate situations where these fields are

i naccessi bl e due to packet fragnentation

- Renote I P Address(es) (IPv4 or I1Pv6): This is a list of ranges
of | P addresses (unicast, broadcast (IPv4 only)). This
structure allows expression of a single IP address (via a
trivial range), or a list of addresses (each a trivial range),
or a range of addresses (low and hi gh val ues, inclusive), as
well as the nost generic formof a list of ranges. Address
ranges are used to support nore than one renote system sharing
the sane SA, e.g., behind a security gateway.

- Local I P Address(es) (IPv4 or IPv6): This is a list of ranges of
| P addresses (unicast, broadcast (IPv4 only)). This structure
all ows expression of a single |IP address (via a trivial range),
or a list of addresses (each a trivial range), or a range of
addresses (low and hi gh values, inclusive), as well as the nost
generic formof a list of ranges. Address ranges are used to
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support nore than one source system sharing the sane SA e.g.
behind a security gateway. Local refers to the address(es)
being protected by this inplenmentation (or policy entry).

Not e: The SPD does not include support for mnulticast address
entries. To support nulticast SAs, an inplenentation should
make use of a Group SPD (GSPD) as defined in [RFC3740]. GSPD
entries require a different structure, i.e., one cannot use the
symretric relationship associated with |Iocal and renote address
val ues for unicast SAs in a nmulticast context. Specifically,
out bound traffic directed to a multicast address on an SA woul d
not be received on a conpanion, inbound SAwith the nulticast
address as the source.

- Next Layer Protocol: ontained fromthe IPv4d "Protocol" or the
| Pv6 "Next Header" fields. This is an individual protoco
nunber, ANY, or for IPv6 only, OPAQUE. The Next Layer Protoco
is whatever cones after any | P extension headers that are
present. To sinplify locating the Next Layer Protocol, there
SHOULD be a mechani sm for configuring which | Pv6 extension
headers to skip. The default configuration for which protocols
to skip SHOULD i nclude the followi ng protocols: 0 (Hop-by-hop
options), 43 (Routing Header), 44 (Fragnentation Header), and 60
(Destination Options). Note: The default list does NOT include
51 (AH) or 50 (ESP). Froma selector |ookup point of view,
| Psec treats AH and ESP as Next Layer Protocols.

Several additional selectors depend on the Next Layer Protoco
val ue:

* | f the Next Layer Protocol uses two ports (as do TCP, UDP
SCTP, and others), then there are selectors for Local and
Remote Ports. Each of these selectors has a list of ranges
of values. Note that the Local and Renbte ports may not be
avail able in the case of receipt of a fragnmented packet or if
the port fields have been protected by |Psec (encrypted);
thus, a value of OPAQUE al so MIST be supported. Note: In a

non-initial fragment, port values will not be available. |If
a port selector specifies a value other than ANY or OPAQUE,
it cannot match packets that are non-initial fragnments. |If

the SA requires a port value other than ANY or OPAQUE, an
arriving fragnent w thout ports MJST be discarded. (See
Section 7, "Handling Fragnents".)

* |f the Next Layer Protocol is a Mbility Header, then there
is a selector for I1Pv6 Mobility Header nessage type (M type)
[Mobip]. This is an 8-bit value that identifies a particul ar
nmobility message. Note that the MH type nay not be avail abl e
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in the case of receipt of a fragnented packet. (See Section
7, "Handling Fragments".) For IKE, the |IPv6 Mbility Header
nmessage type (MH type) is placed in the nost significant
eight bits of the 16-bit local "port" selector.

If the Next Layer Protocol value is ICVMP, then there is a
16-bit selector for the | CVP nessage type and code. The
message type is a single 8-bit value, which defines the type
of an | CMP nessage, or ANY. The ICWP code is a single 8-bit
val ue that defines a specific subtype for an | CMP nessage.

For 1 KE, the nessage type is placed in the nost significant 8
bits of the 16-bit selector and the code is placed in the

| east significant 8 bits. This 16-bit selector can contain a
single type and a range of codes, a single type and ANY code,
and ANY type and ANY code. Gven a policy entry with a range
of Types (T-start to T-end) and a range of Codes (C-start to
C-end), and an | CWP packet with Type t and Code c, an

i mpl enentati on MUST test for a nmatch using

(T-start*256) + C-start <= (t*256) + ¢ <= (T-end*256) +
C-end

Note that the | COVWP nmessage type and code may not be avail able
in the case of receipt of a fragnented packet. (See Section
7, "Handling Fragnents".)

- Nane: This is not a selector |ike the others above. It is not
acquired froma packet. A nanme may be used as a synbolic
identifier for an | Psec Local or Renpte address. Naned SPD
entries are used in two ways:

1

Kent & Seo

A named SPD entry is used by a responder (not an initiator)
in support of access control when an | P address would not be
appropriate for the Renote | P address selector, e.g., for
"road warriors”. The name used to match this field is
conmmmuni cated during the I KE negotiation in the |ID payl oad.
In this context, the initiator’s Source | P address (inner IP
header in tunnel node) is bound to the Renpote I P address in
the SAD entry created by the | KE negotiation. This address
overrides the Renote | P address value in the SPD, when the
SPD entry is selected in this fashion. Al |Psec

i npl enent ati ons MJST support this use of nanes.

A named SPD entry may be used by an initiator to identify a
user for whoman I Psec SAw Il be created (or for whom
traffic may be bypassed). The initiator’s |IP source address
(frominner IP header in tunnel node) is used to replace the
following if and when they are created:

St andards Track [ Page 28]



RFC 4301 Security Architecture for IP Decenber 2005

- local address in the SPD cache entry
- local address in the outbound SAD entry
- renmote address in the inbound SAD entry

Support for this use is optional for nmulti-user, native host
i npl enent ati ons and not applicable to other inplenentations.
Note that this nane is used only locally; it is not

communi cated by the key managenent protocol. Also, name
forns other than those used for case 1 above (responder) are
applicable in the initiator context (see bel ow).

An SPD entry can contain both a nane (or a list of nanes) and
al so values for the Local or Renote |P address.

For case 1, responder, the identifiers enployed in nanmed SPD
entries are one of the follow ng four types:

a. a fully qualified user nanme string (email), e.g.
nozart @ oo. exanpl e. com
(this corresponds to | D_RFC822_ADDR in | KEv2)

b. a fully qualified DNS nane, e.g.
f 00. exanpl e. com
(this corresponds to ID FQDN in | KEv2)

c. X. 500 distinguished nane, e.g., [WKi Ho97],
CN = Stephen T. Kent, O = BBN Technol ogi es,
SP =M\ C=US
(this corresponds to ID DER ASN1 DN in I KEv2, after
decodi ng)

d. a byte string
(this corresponds to Key_ID in | KEv2)

For case 2, initiator, the identifiers enployed in named SPD
entries are of type byte string. They are likely to be Unix
U Ds, Wndows security IDs, or sonmething sinmlar, but could
al so be a user name or account name. In all cases, this
identifier is only of local concern and is not transmitted.

The | Psec inplenentation context determ nes how sel ectors are used.
For exanple, a native host inplenentation typically nmakes use of a
socket interface. Wen a new connection is established, the SPD can
be consulted and an SA bound to the socket. Thus, traffic sent via
that socket need not result in additional |ookups to the SPD (SPD-O
and SPD-S) cache. In contrast, a BITS, BITW or security gateway

i npl enment ati on needs to | ook at each packet and perform an
SPD- O SPD- S cache | ookup based on the sel ectors.
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4.4.1.2. Structure of an SPD Entry

This section contains a prose description of an SPD entry. Al so,
Appendi x C provides an exanple of an ASN. 1 definition of an SPD
entry.

This text describes the SPD in a fashion that is intended to nmap
directly into | KE payl oads to ensure that the policy required by SPD
entries can be negotiated through IKE. Unfortunately, the semantics
of the version of | KEv2 published concurrently with this docunent

[ KauO5] do not align precisely with those defined for the SPD
Specifically, | KEv2 does not enable negotiation of a single SA that
binds multiple pairs of local and renote addresses and ports to a
single SA. Instead, when nultiple |ocal and renpte addresses and
ports are negotiated for an SA, |IKEv2 treats these not as pairs, but
as (unordered) sets of |ocal and renote val ues that can be
arbitrarily paired. Until IKE provides a facility that conveys the
semantics that are expressed in the SPD via selector sets (as

descri bed below), users MJST NOT include nultiple selector sets in a
single SPD entry unless the access control intent aligns with the I KE
"m x and match" semantics. An inplenmentation MAY warn users, to
alert themto this problemif users create SPD entries with multiple
sel ector sets, the syntax of which indicates possible conflicts with
current | KE senmanti cs.

The managenent GU can offer the user other fornms of data entry and
di splay, e.g., the option of using address prefixes as well as
ranges, and synbolic nanes for protocols, ports, etc. (Do not confuse
the use of synmbolic nanmes in a nmanagenent interface with the SPD

sel ector "Nane".) Note that Renote/Local apply only to | P addresses
and ports, not to | CVMP nessage type/code or Mbility Header type
Al'so, if the reserved, synbolic selector value OPAQUE or ANY is

enpl oyed for a given selector type, only that value nmay appear in the
list for that selector, and it nust appear only once in the list for
that selector. Note that ANY and OPAQUE are |ocal syntax conventions
-- I KEv2 negotiates these values via the ranges indicated bel ow

ANY: start
OPAQUE: start

0 end
<max> end

<max>
0

An SPD is an ordered list of entries each of which contains the
followi ng fields.

o Name -- a list of IDs. This quasi-selector is optional

The forms that MJST be supported are descri bed above in
Section 4.4.1.1 under "Nane".
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o PFP flags -- one per traffic selector. A given flag, e.g.

for Next Layer Protocol, applies to the relevant sel ector
across all "selector sets" (see below) contained in an SPD
entry. \Wien creating an SA, each flag specifies for the
corresponding traffic selector whether to instantiate the
sel ector fromthe corresponding field in the packet that
triggered the creation of the SA or fromthe value(s) in
the corresponding SPD entry (see Section 4.4.1, "How to
Derive the Values for an SAD Entry"). \Wether a single
flag is used for, e.g., source port, |ICMP type/code, and
MH type, or a separate flag is used for each, is a |loca
matter. There are PFP flags for
- Local Address
- Renote Address
- Next Layer Protoco
- Local Port, or |ICMP nessage type/code or Mbility
Header type (depending on the next |ayer protocol)
- Renote Port, or | CWVP nessage type/code or Mbility
Header type (depending on the next |ayer protocol)

One to N selector sets that correspond to the "condition"
for applying a particular |Psec action. Each selector set
cont ai ns:
- Local Address
- Renote Address
- Next Layer Protoco
- Local Port, or |ICMP nessage type/code or Mbility
Header type (depending on the next |ayer protocol)
- Renote Port, or | CWP nessage type/code or Mbility
Header type (depending on the next |ayer protocol)

Not e: The "next protocol" selector is an individual value
(unlike the local and renpote | P addresses) in a sel ector
set entry. This is consistent with how | KEv2 negoti at es
the Traffic Selector (TS) values for an SA. It also nakes
sense because one nmay need to associate different port
fields with different protocols. It is possible to
associate multiple protocols (and ports) with a single SA
by specifying multiple selector sets for that SA

Processing info -- which action is required -- PROTECT,
BYPASS, or DI SCARD. There is just one action that goes
with all the selector sets, not a separate action for each
set. If the required processing is PROTECT, the entry
contains the follow ng information

- I Psec node -- tunnel or transport
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- (if tunnel node) local tunnel address -- For a
non-nobil e host, if there is just one interface, this
is straightforward; if there are nmultiple
interfaces, this nmust be statically configured. For a
nmobi | e host, the specification of the |ocal address
is handl ed externally to | Psec.

- (if tunnel node) renote tunnel address -- There is no
standard way to determine this. See 4.5.3, "Locating
a Security Gateway".

- Extended Sequence Nunber -- Is this SA using extended
sequence nunbers?

- stateful fragment checking -- Is this SA using
stateful fragnent checking? (See Section 7 for nore
details.)

- Bypass DF bit (T/F) -- applicable to tunnel node SAs

- Bypass DSCP (T/F) or map to unprotected DSCP val ues
(array) if needed to restrict bypass of DSCP val ues --
applicable to tunnel node SAs

- I Psec protocol -- AH or ESP

- algorithns -- which ones to use for AH, which ones to
use for ESP, which ones to use for conbined node
ordered by decreasing priority

It is alocal matter as to what information is kept with regard to
handl i ng extant SAs when the SPD i s changed.

4.4.1.3. Mre Regarding Fields Associated with Next Layer Protocols

Additional selectors are often associated with fields in the Next
Layer Protocol header. A particular Next Layer Protocol can have
zero, one, or two selectors. There may be situations where there
aren’t both local and renpte selectors for the fields that are
dependent on the Next Layer Protocol. The IPv6 Mbility Header has
only a Mobility Header message type. AH and ESP have no further
selector fields. A systemmy be willing to send an | CMP nessage
type and code that it does not want to receive. |In the descriptions
bel ow, "port" is used to nean a field that is dependent on the Next
Layer Protocol

A. If a Next Layer Protocol has no "port" selectors, then
the Local and Renote "port" selectors are set to OPAQUE in
the relevant SPD entry, e.g.

Local ' s
next | ayer protocol = AH
"port" sel ector = OPAQUE
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Renot e’ s
next | ayer protocol = AH
"port" sel ector = OPAQUE

B. Even if a Next Layer Protocol has only one selector, e.g.,
Mobi lity Header type, then the Local and Renote "port"

sel ectors are used to indicate whether a systemis
willing to send and/or receive traffic with the specified
port" values. For exanple, if Mbility Headers of a
specified type are allowed to be sent and received via an
SA, then the relevant SPD entry woul d be set as foll ows:

Local ' s
next |ayer protocol
"port" sel ector

Mobi ity Header
Mobility Header nessage type

Renot e’ s
next | ayer protocol
"port" sel ector

Mobi ity Header
Mobi lity Header nessage type

If Mobility Headers of a specified type are allowed to be
sent but NOT received via an SA, then the rel evant SPD
entry would be set as foll ows:

Local ' s
next |ayer protocol
"port" sel ector

Mobi ity Header
Mobi lity Header nessage type

Renot e’ s
next | ayer protocol = Mbility Header
"port" sel ector = OPAQUE

If Mobility Headers of a specified type are allowed to be
recei ved but NOT sent via an SA, then the rel evant SPD
entry would be set as foll ows:

Local ' s
next |ayer protocol
"port" sel ector

Mobi ity Header
OPAQUE

Renot e’ s
next | ayer protocol
"port" sel ector

Mobi ity Header
Mobi lity Header nessage type

C. If a systemis willing to send traffic with a particular
"port" value but NOT receive traffic with that kind of
port value, the systems traffic selectors are set as
follows in the relevant SPD entry:
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Local ' s
next |ayer protoco
"port" sel ector

| CWP
<specific I QW type & code>

Renot e’ s
next |ayer protocol = | CW
"port" sel ector = OPAQUE

D. To indicate that a systemis willing to receive traffic
with a particular "port" value but NOT send that kind of
traffic, the systemis traffic selectors are set as foll ows
in the relevant SPD entry:

Local ' s
next |ayer protocol = |CwW
"port" sel ector = OPAQUE
Renot e’ s
next |ayer protocol = | CW
"port" sel ector = <specific | CWP type & code>

For exanple, if a security gateway is willing to allow
systens behind it to send | CMP traceroutes, but is not
willing to I et outside systens run |ICVWP traceroutes to
systens behind it, then the security gateway' s traffic
selectors are set as follows in the relevant SPD entry:

Local’s
next | ayer protoco
"port" sel ector

1 (1 CwPv4)
30 (traceroute)

Renote’ s
next |ayer protocol = 1 (ICwPv4)
"port" sel ector = OPAQUE

4.4.2. Security Association Database (SAD)

In each I Psec inplementation, there is a nominal Security Association
Dat abase (SAD), in which each entry defines the paraneters associ ated
with one SA. Each SA has an entry in the SAD. For outbound
processing, each SAD entry is pointed to by entries in the SPD-S part
of the SPD cache. For inbound processing, for unicast SAs, the SP

is used either alone to Il ook up an SA or in conjunction with the

| Psec protocol type. |f an IPsec inplenmentation supports multicast,
the SPI plus destination address, or SPlI plus destination and source
addresses are used to |l ook up the SA. (See Section 4.1 for details on
the algorithmthat MJUST be used for mapping i nbound | Psec datagrans
to SAs.) The follow ng paraneters are associated with each entry in

Kent & Seo St andards Track [ Page 34]



RFC 4301 Security Architecture for IP Decenber 2005

the SAD. They should all be present except where otherw se noted,
e.g., AH Authentication algorithm This description does not purport
to be a MB, only a specification of the mininal data itens required
to support an SA in an | Psec inplenentation.

For each of the selectors defined in Section 4.4.1.1, the entry for
an inbound SA in the SAD MUST be initially populated with the val ue
or values negotiated at the tine the SA was created. (See the
paragraph in Section 4.4.1 under "Handling Changes to the SPD while
the Systemis Running" for guidance on the effect of SPD changes on
extant SAs.) For a receiver, these values are used to check that the
header fields of an inbound packet (after |Psec processing) match the
sel ector val ues negotiated for the SA. Thus, the SAD acts as a cache
for checking the selectors of inbound traffic arriving on SAs. For
the receiver, this is part of verifying that a packet arriving on an
SA is consistent with the policy for the SA. (See Section 6 for rules
for 1COVP nmessages.) These fields can have the form of specific

val ues, ranges, ANY, or OPAQUE, as described in Section 4.4.1.1,
"Selectors". Note also that there are a couple of situations in

whi ch the SAD can have entries for SAs that do not have corresponding
entries in the SPD. Since this docunent does not nandate that the
SAD be sel ectively cleared when the SPD i s changed, SAD entries can
remain when the SPD entries that created them are changed or del et ed.
Also, if a manually keyed SA is created, there could be an SAD entry
for this SA that does not correspond to any SPD entry.

Note: The SAD can support rmnulticast SAs, if nmanually configured. An
out bound nulticast SA has the same structure as a unicast SA. The
source address is that of the sender, and the destination address is
the multicast group address. An inbound, nulticast SA nust be
configured with the source addresses of each peer authorized to
transmit to the nulticast SA in question. The SPI value for a

mul ticast SA is provided by a nulticast group controller, not by the
receiver, as for a unicast SA. Because an SAD entry may be required
to accommodate multiple, individual |P source addresses that were
part of an SPD entry (for unicast SAs), the required facility for

i nbound, multicast SAs is a feature already present in an |Psec

i mpl ement ati on. However, because the SPD has no provisions for
accomodating nulticast entries, this docunent does not specify an
autonated way to create an SAD entry for a nulticast, inbound SA.
Only manual Iy configured SAD entries can be created to acconmnodat e

i nbound, multicast traffic.

| mpl enent ati on Cui dance: This docunment does not specify how an SPD-S
entry refers to the corresponding SAD entry, as this is an

i mpl enent ati on-specific detail. However, sone inplenentations (based
on experience from RFC 2401) are known to have problens in this
regard. In particular, sinply storing the (renote tunnel header |IP
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address, renmote SPI) pair in the SPD cache is not sufficient, since
the pair does not always uniquely identify a single SAD entry. For
i nstance, two hosts behind the same NAT could choose the sane SP
value. The situation also may arise if a host is assigned an |IP
address (e.g., via DHCP) previously used by sone other host, and the
SAs associated with the old host have not yet been del eted via dead
peer detection nechanisns. This nay |lead to packets being sent over
the wong SA or, if key nanagenment ensures the pair is unique,
denying the creation of otherw se valid SAs. Thus, inplenmentors
shoul d i npl enent |inks between the SPD cache and the SAD in a way

t hat does not engender such probl ens.

4.4.2.1. Data Itenms in the SAD
The following data itenms MJST be in the SAD

0 Security Parameter Index (SPl): a 32-bit value selected by the
receiving end of an SA to uniquely identify the SA. |In an SAD
entry for an outbound SA, the SPI is used to construct the
packet’s AH or ESP header. 1In an SAD entry for an inbound SA, the
SPI is used to map traffic to the appropriate SA (see text on
uni cast/multicast in Section 4.1).

0 Sequence Nunber Counter: a 64-bit counter used to generate the
Sequence Nunmber field in AH or ESP headers. 64-bit sequence
nunbers are the default, but 32-bit sequence nunbers are al so
supported if negoti at ed.

0 Sequence Counter Overflow a flag indicating whether overfl ow of
t he sequence nunber counter should generate an auditable event and
prevent transm ssion of additional packets on the SA, or whether
rollover is pernmitted. The audit log entry for this event SHOULD
i nclude the SPI value, current date/time, Local Address, Renote
Address, and the selectors fromthe rel evant SAD entry.

0 Anti-Replay Wndow. a 64-bit counter and a bit-map (or equival ent)
used to determ ne whether an i nbound AH or ESP packet is a replay.

Note: If anti-replay has been disabled by the receiver for an SA
e.g., in the case of a manually keyed SA, then the Anti-Replay
Wndow is ignored for the SAin question. 64-bit sequence nunbers
are the default, but this counter size acconmpdates 32-bit
sequence nunbers as wel .

0 AH Aut hentication algorithm key, etc. This is required only if
AH i s support ed.
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0 ESP Encryption algorithm key, node, |V, etc. |f a conbined node
algorithmis used, these fields will not be applicable.

0 ESP integrity algorithm keys, etc. |If the integrity service is
not selected, these fields will not be applicable. If a conbined
node algorithmis used, these fields will not be applicable.

0 ESP conbi ned node al gorithms, key(s), etc. This data is used when
a conbi ned nmode (encryption and integrity) algorithmis used with
ESP. If a conbined node algorithmis not used, these fields are
not appli cabl e.

o Lifetime of this SA: a tine interval after which an SA nust be
replaced with a new SA (and new SPl) or terminated, plus an
i ndi cation of which of these actions should occur. This may be
expressed as a tine or byte count, or a simultaneous use of both
with the first lifetinme to expire taking precedence. A conpliant
i mpl enent ati on MUST support both types of lifetinmes, and MJST
support a sinultaneous use of both. |If tine is enployed, and if
| KE enpl oys X. 509 certificates for SA establishnent, the SA
lifetime must be constrained by the validity intervals of the
certificates, and the NextlssueDate of the Certificate Revocation
Lists (CRLs) used in the | KE exchange for the SA. Both initiator
and responder are responsible for constraining the SAlifetine in
this fashion. Note: The details of how to handl e the refreshing
of keys when SAs expire is a local matter. However, one
reasonabl e approach is:

(a) If byte count is used, then the inplenentati on SHOULD count the
nunber of bytes to which the I Psec cryptographic algorithmis
applied. For ESP, this is the encryption algorithm (including
Null encryption) and for AH, this is the authentication
algorithm This includes pad bytes, etc. Note that
i mpl enent ati ons MJST be able to handl e having the counters at
the ends of an SA get out of synch, e.g., because of packet
| oss or because the inplenentations at each end of the SA
aren’t doing things the sanme way.

(b) There SHOULD be two kinds of lifetime -- a soft lifetinme that
warns the inplenmentation to initiate action such as setting up
a replacenent SA, and a hard lifetine when the current SA ends
and is destroyed.

(c) If the entire packet does not get delivered during the SA s
lifetime, the packet SHOULD be di scarded.

0 I Psec protocol node: tunnel or transport. Indicates which node of
AH or ESP is applied to traffic on this SA
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4.4,

2.

Stateful fragnment checking flag. |ndicates whether or not
stateful fragment checking applies to this SA

Bypass DF bit (T/F) -- applicable to tunnel node SAs where both
i nner and outer headers are |Pv4,

DSCP val ues -- the set of DSCP val ues all owed for packets carried
over this SA. If no values are specified, no DSCP-specific
filtering is applied. |If one or nore values are specified, these

are used to sel ect one SA anong several that match the traffic
selectors for an outbound packet. Note that these values are NOT
checked agai nst inbound traffic arriving on the SA

Bypass DSCP (T/F) or map to unprotected DSCP val ues (array) if
needed to restrict bypass of DSCP values -- applicable to tunne
nmode SAs. This feature maps DSCP val ues from an inner header to
values in an outer header, e.g., to address covert channe

si gnal i ng concerns.

Path MIU. any observed path MIU and agi ng vari abl es.

Tunnel header | P source and destination address -- both addresses
nmust be either IPv4 or | Pv6 addresses. The version inplies the
type of IP header to be used. Only used when the |Psec protoco
node is tunnel

2. Relationship between SPD, PFP flag, packet, and SAD

For each selector, the follow ng tables show the relationship
between the value in the SPD, the PFP flag, the value in the
triggering packet, and the resulting value in the SAD. Note that
the adninistrative interface for | Psec can use various syntactic
options to make it easier for the adm nistrator to enter rules.
For exanple, although a list of ranges is what | KEv2 sends, it

m ght be clearer and | ess error prone for the user to enter a
single I P address or | P address prefix.
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Val ue in
Triggering Resul ting SAD
Sel ector SPD Entry PFP Packet Entry
loc addr [|ist of ranges O IP addr "S" |list of ranges
ANY 0 IP addr "S" ANY
list of ranges 1 IP addr "S"* "S
ANY 1 IP addr "S* "S"
remaddr [|ist of ranges O IP addr "D' list of ranges
ANY 0 IP addr "D' ANY
list of ranges 1 IP addr "D' "D
ANY 1 IP addr "D' "D
protocol [|ist of prot’s* 0O prot. "P" list of prot’s*
ANY* * 0 prot. "P" ANY
OPAQUE* * * * 0O prot. "P" OPAQUE
list of prot’s* 0 not avail. di scard packet
ANY* * 0 not avail. ANY
OPAQUE* * * * 0 not avail. OPAQUE
list of prot’s* 1 prot. "P" " P
ANY* * 1 prot. "P" " P
OPAQUE* * * * 1 prot. "P" *hx
list of prot’s* 1 not avail. di scard packet
ANY* * 1 not avail. di scard packet
OPAQUE* * * * 1 not avail. *kx
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If the protocol is ICWP, then there will be a 16-bit selector for

| CVWP type and | CWP code. Note that the type and code are bound to
each other, i.e., the codes apply to the particular type. This
16-bit selector can contain a single type and a range of codes, a
single type and ANY code, and ANY type and ANY code.

Val ue in
Triggering Resul ting SAD
Sel ect or SPD Entry PFP Packet Entry

ICMP type a single type & 0 type "t" & single type &

and code range of codes code "c range of codes

a single type & 0 type "t" & single type &
ANY code code "c" ANY code

ANY type & ANY 0O type "t" & ANY type &
code code "c" ANY code

OPAQUE 0 type "t" & OPAQUE

code "c"

a single type & O not avail. di scard packet
range of codes

a single type & 0 not avail. di scard packet
ANY code

ANY type & 0 not avail. ANY type &
ANY code ANY code

OPAQUE 0 not avail. OPAQUE
asingle type & 1 type "t" & "t" and "c"
range of codes code "c"

asingle type & 1 type "t" & "t" and "c"
ANY code code "c"

ANY type & 1 type "t" & "t" and "c"
ANY code code "c"

OPAQUE 1 type "t" &  ***

code "c"

a single type & 1 not avail. di scard packet
range of codes

a single type & 1 not avail. di scard packet
ANY code

ANY type & 1 not avail. di scard packet
ANY code

OPAQUE 1 not avail. i
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If the nane selector is used:

Val ue in

Triggering Resul ti ng SAD
Sel ect or SPD Entry PFP Packet Entry
name list of user or NA N A N A

syst em nanes

* "List of protocols" is the information, not the way
that the SPD or SAD or | KEv2 have to represent this
i nformation.
** 0 (zero) is used by IKE to indicate ANY for
pr ot ocol
*** Use of PFP=1 with an OPAQUE value is an error and
SHOULD be prohibited by an I Psec inpl enentation.
**** The protocol field cannot be OPAQUE in IPv4. This
table entry applies only to | Pv6.

4.4.3. Peer Authorization Database (PAD)

The Peer Authorization Database (PAD) provides the |ink between the
SPD and a security associati on managenent protocol such as IKE It
enbodi es several critical functions:

o identifies the peers or groups of peers that are authorized
to comunicate with this I Psec entity

o0 specifies the protocol and method used to authenticate each
peer

o0 provides the authentication data for each peer

0 constrains the types and val ues of IDs that can be asserted
by a peer with regard to child SA creation, to ensure that the
peer does not assert identities for lookup in the SPD that it
is not authorized to represent, when child SAs are created

0 peer gateway location info, e.g., |IP address(es) or DNS nanes,
MAY be included for peers that are known to be "behind" a
security gateway

The PAD provides these functions for an | KE peer when the peer acts
as either the initiator or the responder.

To performthese functions, the PAD contains an entry for each peer
or group of peers with which the IPsec entity will comrunicate. An
entry nanmes an individual peer (a user, end systemor security
gateway) or specifies a group of peers (using ID matching rules
defined below). The entry specifies the authentication protoco
(e.g., IKevl, IKEv2, KINK) nethod used (e.g., certificates or pre-
shared secrets) and the authentication data (e.g., the pre-shared
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secret or the trust anchor relative to which the peer’s certificate
will be validated). For certificate-based authentication, the entry
al so may provide information to assist in verifying the revocation
status of the peer, e.g., a pointer to a CRL repository or the name
of an Online Certificate Status Protocol (OCSP) server associated
with the peer or with the trust anchor associated with the peer

Each entry al so specifies whether the |KE ID payload will be used as
a synbolic nanme for SPD | ookup, or whether the renpote |IP address
provided in traffic selector payloads will be used for SPD | ookups
when child SAs are created

Note that the PAD information MAY be used to support creation of nore
than one tunnel node SA at a tine between two peers, e.g., two
tunnels to protect the same addresses/hosts, but with different

tunnel endpoints.

4.4,3.1. PAD Entry I Ds and Mat ching Rul es

The PAD is an ordered database, where the order is defined by an

adm nistrator (or a user in the case of a single-user end system
Usual ly, the same administrator will be responsible for both the PAD
and SPD, since the two databases nust be coordinated. The ordering
requirenent for the PAD arises for the sane reason as for the SPD
i.e., because use of "star nane" entries allows for overlaps in the
set of IKE IDs that could match a specific entry.

Six types of IDs are supported for entries in the PAD, consistent
with the synmbolic nanme types and | P addresses used to identify SPD
entries. The ID for each entry acts as the index for the PAD, i.e.
it is the value used to select an entry. Al of these ID types can
be used to match | KE | D payl oad types. The six types are:

DNS name (specific or partial)

Di sti ngui shed Nane (conplete or sub-tree constrained)
RFC 822 enmil address (conplete or partially qualified)
| Pv4 address (range)

| Pv6 address (range)

Key I D (exact match only)

O O0OO0O0O0O0

The first three name types can accommodat e sub-tree matching as well
as exact matches. A DNS nane nay be fully qualified and thus nmatch
exactly one nane, e.g., foo.exanple.com Alternatively, the name may
enconpass a group of peers by being partially specified, e.g., the
string ".exanpl e.cont' could be used to match any DNS nanme ending in
these two dommi n nane conponents
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Simlarly, a Distinguished Name may specify a conpl ete Distinguished
Name to natch exactly one entry, e.g., CN = Stephen, O = BBN

Technol ogies, SP = MA, C = US. Alternatively, an entry may enconpass
a group of peers by specifying a sub-tree, e.g., an entry of the form
"C=US, SP = MA" might be used to match all DNs that contain these
two attributes as the top two Rel ative Distingui shed Nanes (RDNs).

For an RFC 822 e-nmil addresses, the sane options exist. A conplete
address such as foo@xanpl e.com matches one entity, but a sub-tree
nane such as " @xanpl e.cont' could be used to match all the entities
wi th names ending in those two domain names to the right of the @

The specific syntax used by an inplenentation to acconmopdate sub-tree
mat chi ng for distingui shed nanes, donain nanes or RFC 822 e-nmil
addresses is a local matter. But, at a nmininmum sub-tree nmatching of
the sort described above MJST be supported. (Substring matching
within a DN, DNS name, or RFC 822 address MAY be supported, but is
not required.)

For I Pv4 and | Pv6 addresses, the sane address range syntax used for
SPD entries MJUST be supported. This allows specification of an

i ndi vi dual address (via a trivial range), an address prefix (by
choosi ng a range that adheres to Cl assless Inter-Domain Routing
(CIDR)-style prefixes), or an arbitrary address range.

The Key ID field is defined as an OCTET string in IKE. For this nane
type, only exact-match syntax MJST be supported (since there is no
explicit structure for this IDtype). Additional matching functions
MAY be supported for this ID type.

4.4,.3.2. | KE Peer Authentication Data

Once an entry is located based on an ordered search of the PAD based
on IDfield matching, it is necessary to verify the asserted
identity, i.e., to authenticate the asserted ID. For each PAD entry,
there is an indication of the type of authentication to be perforned.
Thi s docunent requires support for two required authentication data
types:

- X. 509 certificate
- pre-shared secret

For authentication based on an X. 509 certificate, the PAD entry
contains a trust anchor via which the end entity (EE) certificate for
the peer nust be verifiable, either directly or via a certificate
path. See RFC 3280 for the definition of a trust anchor. An entry
used with certificate-based authenticati on MAY include additiona
data to facilitate certificate revocation status, e.g., a list of
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appropriate OCSP responders or CRL repositories, and associ ated
aut hentication data. For authentication based on a pre-shared
secret, the PAD contains the pre-shared secret to be used by IKE

Thi s docunent does not require that the IKE I D asserted by a peer be
syntactically related to a specific field in an end entity
certificate that is enployed to authenticate the identity of that
peer. However, it often will be appropriate to inpose such a
requirenent, e.g., when a single entry represents a set of peers each
of whom may have a distinct SPD entry. Thus, inplenentations MJST
provide a neans for an adm nistrator to require a nmatch between an
asserted IKE I D and the subject nane or subject alt nanme in a
certificate. The fornmer is applicable to | KE | Ds expressed as

di stingui shed nanmes; the latter is appropriate for DNS nanmes, RFC 822
e-nmai| addresses, and | P addresses. Since KEY IDis intended for
identifying a peer authenticated via a pre-shared secret, there is no
requirenent to match this IDtype to a certificate field.

See | KEvl [HarCar98] and | KEv2 [ KauO5] for details of how | KE
performs peer authentication using certificates or pre-shared
secrets.

Thi s docunent does not mandate support for any other authentication
met hods, al though such nethods MAY be enpl oyed

4.4,.3.3. Child SA Authorization Data

Once an | KE peer is authenticated, child SAs may be created. Each
PAD entry contains data to constrain the set of I1Ds that can be
asserted by an | KE peer, for matching against the SPD. Each PAD
entry indicates whether the IKEIDis to be used as a synbolic name
for SPD matching, or whether an I P address asserted in a traffic
sel ector payload is to be used

If the entry indicates that the IKEIDis to be used, then the PAD
entry ID field defines the authorized set of IDs. If the entry

i ndicates that child SAs traffic selectors are to be used, then an
additional data elenment is required, in the formof |Pv4 and/or |Pv6
address ranges. (A peer may be authorized for both address types, so
there MUST be provision for both a v4 and a v6 address range.)

4.4.3.4. How the PAD Is Used
During the initial |KE exchange, the initiator and responder each
assert their identity via the | KE I D payl oad and send an AUTH payl oad

to verify the asserted identity. One or nore CERT payl oads may be
transmitted to facilitate the verification of each asserted identity.
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When an IKE entity receives an |KE ID payload, it uses the asserted
IDto locate an entry in the PAD, using the matching rul es described
above. The PAD entry specifies the authentication nethod to be

enpl oyed for the identified peer. This ensures that the right method
is used for each peer and that different nethods can be used for
different peers. The entry also specifies the authentication data
that will be used to verify the asserted identity. This data is

enpl oyed in conjunction with the specified nethod to authenticate the
peer, before any CH LD SAs are created.

Child SAs are created based on the exchange of traffic selector

payl oads, either at the end of the initial |IKE exchange or in
subsequent CREATE CHI LD SA exchanges. The PAD entry for the (now

aut henticated) |IKE peer is used to constrain creation of child SAs;
specifically, the PAD entry specifies how the SPD is searched using a
traffic selector proposal froma peer. There are two choices: either
the IKE ID asserted by the peer is used to find an SPD entry via its
synbolic nanme, or peer |P addresses asserted in traffic selector

payl oads are used for SPD | ookups based on the renote | P address
field portion of an SPD entry. It is necessary to inpose these
constraints on creation of child SAs to prevent an authenticated peer
fromspoofing I Ds associated with other, legitimte peers.

Not e that because the PAD is checked before searching for an SPD
entry, this safeguard protects an initiator agai nst spoofing attacks.
For exanple, assune that |IKE A receives an out bound packet destined
for 1P address X, a host served by a security gateway. RFC 2401

[ RFC2401] and this docunent do not specify how A determ nes the
address of the I KE peer serving X. However, any peer contacted by A
as the presuned representative for X nust be registered in the PAD in
order to allow the | KE exchange to be authenticated. Moreover, when
the aut henticated peer asserts that it represents Xinits traffic
sel ector exchange, the PAD will be consulted to determine if the peer
in question is authorized to represent X. Thus, the PAD provides a
bi ndi ng of address ranges (or name sub-spaces) to peers, to counter
such attacks.

4.5, SA and Key Managenent

Al'l 1 Psec inplenmentations MIST support both manual and automated SA
and cryptographi c key managenent. The |Psec protocols, AH and ESP
are largely independent of the associ ated SA managenent techni ques,

al t hough the techni ques involved do affect sone of the security
services offered by the protocols. For exanple, the optiona
anti-replay service available for AH and ESP requires autonated SA
managenent. Moreover, the granularity of key distribution enployed
with | Psec deternmines the granularity of authentication provided. In
general, data origin authentication in AH and ESP is linmted by the
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extent to which secrets used with the integrity algorithm (or with a
key managenent protocol that creates such secrets) are shared anong
mul ti pl e possi bl e sources.

The follow ng text describes the m ninumrequirenments for both types
of SA managenent.

4.5.1. WManual Techni ques

The sinplest form of managenent is manual nmanagenent, in which a
person manual |y configures each systemw th keying material and SA
managenent data relevant to secure conmunication with other systens.
Manual techniques are practical in small, static environnments but
they do not scale well. For exanple, a conpany could create a
virtual private network (VPN) using |IPsec in security gateways at
several sites. |If the nunber of sites is small, and since all the
sites conme under the purview of a single adm nistrative domain, this
m ght be a feasible context for nmanual nanagenent techniques. In
this case, the security gateway m ght selectively protect traffic to
and fromother sites within the organization using a manual ly
configured key, while not protecting traffic for other destinations.
It also nmight be appropriate when only sel ected conmuni cati ons need
to be secured. A simlar argument might apply to use of |Psec
entirely within an organi zation for a snmall nunber of hosts and/or
gat eways. Manual managenent techni ques often enploy statically
configured, symretric keys, though other options al so exist.

4.5.2. Automated SA and Key Managenent

W despread depl oynment and use of |Psec requires an |nternet-standard,
scal abl e, autonmated, SA managenent protocol. Such support is
required to facilitate use of the anti-replay features of AH and ESP
and to acconmopdate on-demand creation of SAs, e.g., for user- and
session-oriented keying. (Note that the notion of "rekeying" an SA
actually inmplies creation of a new SAwith a new SPI, a process that
generally inplies use of an automated SA/ key managenent protocol.)

The default autonmated key managenent protocol selected for use with
| Psec is | KEv2 [Kau05]. This docunent assunes the availability of
certain functions fromthe key managenment protocol that are not
supported by I KEvl. Oher automated SA managenent protocols MAY be
enpl oyed.

When an autonmat ed SA/ key managenent protocol is enployed, the output

fromthis protocol is used to generate nultiple keys for a single SA
This al so occurs because distinct keys are used for each of the two
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SAs created by IKE. |If both integrity and confidentiality are
enpl oyed, then a m ni mum of four keys are required. Additionally,
some cryptographic algorithns nay require multiple keys, e.g., 3DES.

The Key Managenent System may provide a separate string of bits for
each key or it may generate one string of bits fromwhich all keys
are extracted. |If a single string of bits is provided, care needs to
be taken to ensure that the parts of the systemthat map the string
of bits to the required keys do so in the same fashion at both ends
of the SA. To ensure that the I Psec inplenmentations at each end of
the SA use the same bits for the same keys, and irrespective of which
part of the systemdivides the string of bits into individual keys,
the encryption keys MJST be taken fromthe first (left-nost,

hi gh-order) bits and the integrity keys MJST be taken fromthe

remai ning bits. The nunber of bits for each key is defined in the
rel evant cryptographic algorithmspecification RFC. |In the case of
multiple encryption keys or nultiple integrity keys, the
specification for the cryptographic algorithm nust specify the order
in which they are to be selected froma single string of bits
provided to the cryptographic algorithm

4.5.3. Locating a Security Gateway

This section discusses issues relating to how a host | earns about the
exi stence of relevant security gateways and, once a host has
contacted these security gateways, how it knows that these are the
correct security gateways. The details of where the required
information is stored is a local matter, but the Peer Authorization
Dat abase (PAD) described in Section 4.4 is the nost |ikely candidate.
(Note: S* indicates a systemthat is running |IPsec, e.g., SHL and S&
bel ow.)

Consider a situation in which a renote host (SH1) is using the
Internet to gain access to a server or other machine (H2) and there
is a security gateway (S&), e.g., a firewall, through which Hl' s
traffic nust pass. An exanple of this situation would be a nobile
host crossing the Internet to his hone organization’s firewall (S&).
This situation raises several issues

1. How does SH1 know | earn about the existence of the security
gateway S&?

2. How does it authenticate S&, and once it has authenticated S&,
how does it confirmthat S& has been authorized to represent H2?

3. How does S& authenticate SH1 and verify that SH1 is authorized to
contact H2?
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4. How does SH1 know/ | earn about any additional gateways that provide
alternate paths to H2?

To address these problens, an |Psec-supporting host or security

gat eway MJUST have an adm nistrative interface that allows the
user/adm nistrator to configure the address of one or nobre security
gat eways for ranges of destination addresses that require its use.
This includes the ability to configure information for |ocating and
aut henticating one or nore security gateways and verifying the

aut hori zati on of these gateways to represent the destination host.
(The authorization function is inplied in the PAD.) This docunent
does not address the issue of how to automate the

di scovery/verification of security gateways

4.6. SAs and Multicast

The receiver-orientation of the SAinplies that, in the case of
unicast traffic, the destination systemw |l select the SPI val ue.

By having the destination select the SPI value, there is no potenti al
for manually configured SAs to conflict with automatically configured
(e.g., via a key managenent protocol) SAs or for SAs frommultiple
sources to conflict with each other. For multicast traffic, there
are nultiple destination systens associated with a single SA. So
sonme system or person will need to coordi nate anong all nulticast
groups to select an SPI or SPIs on behalf of each multicast group and
then comunicate the group’s I Psec infornation to all of the
legitimate nmenbers of that multicast group via nmechani snms not defined
her e.

Multiple senders to a nulticast group SHOULD use a single Security
Associ ation (and hence SPI) for all traffic to that group when a

symretric key encryption or integrity algorithmis enployed. 1In such
ci rcunmst ances, the receiver knows only that the nmessage cane from a
system possessing the key for that nulticast group. |In such

circunmstances, a receiver generally will not be able to authenticate
which system sent the nulticast traffic. Specifications for other
nore general nulticast approaches are deferred to the | ETF Milti cast
Security Working G oup.

5. IP Traffic Processing

As nentioned in Section 4.4.1, "The Security Policy Database (SPD)"
the SPD (or associ ated caches) MJST be consulted during the
processing of all traffic that crosses the | Psec protection boundary,
i ncludi ng | Psec managenment traffic. |If no policy is found in the SPD
that matches a packet (for either inbound or outbound traffic), the
packet MUST be discarded. To sinplify processing, and to allow for
very fast SA | ookups (for SGEBITS/ BITW, this docunent introduces the
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noti on of an SPD cache for all outbound traffic (SPD O plus SPD S)
and a cache for inbound, non-|Psec-protected traffic (SPD-1). (As
nmentioned earlier, the SAD acts as a cache for checking the selectors
of inbound | Psec-protected traffic arriving on SAs.) There is

nom nal ly one cache per SPD. For the purposes of this specification
it is assuned that each cached entry will map to exactly one SA

Not e, however, exceptions arise when one uses multiple SAs to carry
traffic of different priorities (e.g., as indicated by distinct DSCP
val ues) but the same selectors. Note also, that there are a couple
of situations in which the SAD can have entries for SAs that do not
have corresponding entries in the SPD. Since this docunment does not
mandat e that the SAD be selectively cleared when the SPD i s changed
SAD entries can remain when the SPD entries that created them are
changed or deleted. Also, if a manually keyed SA is created, there
could be an SAD entry for this SA that does not correspond to any SPD
entry.

Since SPD entries nmay overlap, one cannot safely cache these entries
in general. Sinple caching night result in a nmatch agai nst a cache
entry, whereas an ordered search of the SPD woul d have resulted in a
mat ch against a different entry. But, if the SPD entries are first
decorrelated, then the resulting entries can safely be cached. Each
cached entry will indicate that matching traffic should be bypassed
or discarded, appropriately. (Note: The original SPD entry night
result in nultiple SAs, e.g., because of PFP.) Unl ess otherw se
noted, all references belowto the "SPD' or "SPD cache" or "cache"
are to a decorrelated SPD (SPD-1, SPD-O, SPD-S) or the SPD cache
containing entries fromthe decorrel ated SPD

Note: In a host IPsec inplenmentation based on sockets, the SPD will
be consulted whenever a new socket is created to deternine what, if
any, |Psec processing will be applied to the traffic that will fl ow
on that socket. This provides an inplicit caching nechanism and the
portions of the preceding discussion that address caching can be
ignored in such inplementations.

Note: It is assuned that one starts with a correlated SPD because
that is how users and adm nistrators are accustoned to managi ng t hese
sorts of access control lists or firewall filter rules. Then the
decorrelation algorithmis applied to build a Iist of cache-able SPD
entries. The decorrelation is invisible at the nanagenent interface.

For inbound | Psec traffic, the SAD entry selected by the SPI serves

as the cache for the selectors to be matched against arriving | Psec
packets, after AH or ESP processing has been perforned.
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5.1. CQutbound IP Traffic Processing (protected-to-unprotected)

First consider the path for traffic entering the inplenentation via a
protected interface and exiting via an unprotected interface.

Unprotected Interface
N

(nested SAs) Fommmmme - +
------------------- | Forwardi ng| <-----+
| R + |
I A I
| | BYPASS |
\Y S e + |
Fomm o - - + | SPD | R S +
| SPD-1 |...... ... ... ..... | Cache|..... | PROCESS | ... I Psec
[ () | | (*) |----> (AH ESP)| boundary
F - + L + Fom e oo - +
| S RS + / N
| | DI SCARD| <--/ |
| oo + |
I I
| S +
I >| SPD Sel ecti on
e e e oo oo +
N
| R e +
| -->] ICWP |
| / [ +
|/
I

Protected Interface

Figure 2. Processing Mdel for Qutbound Traffic
(*) = The SPD caches are shown here. [|f there
is a cache niss, then the SPD is checked.
There is no requirenent that an
i mpl enent ati on buffer the packet if
there is a cache m ss.
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| Psec MUST performthe follow ng steps when processi ng out bound
packets:

1

3a.

3b.

When a packet arrives fromthe subscriber (protected) interface,
i nvoke the SPD sel ection function to obtain the SPD-1D needed to
choose the appropriate SPD. (If the inplenmentation uses only one
SPD, this step is a no-op.)

Mat ch the packet headers agai nst the cache for the SPD specified
by the SPD-1D fromstep 1. Note that this cache contains entries
from SPD-O and SPD-S.

If there is a match, then process the packet as specified by the
mat chi ng cache entry, i.e., BYPASS, D SCARD, or PROTECT using AH

or ESP. If |Psec processing is applied, there is a link fromthe
SPD cache entry to the relevant SAD entry (specifying the node,
cryptographic al gorithns, keys, SPI, PMIU, etc.). |Psec

processing is as previously defined, for tunnel or transport
nodes and for AH or ESP, as specified in their respective RFCs

[ KenO5b, KenO5a]. Note that the SA PMIU val ue, plus the value of
the stateful fragnent checking flag (and the DF bit in the IP
header of the outbound packet) deternm ne whether the packet can
(rmust) be fragnmented prior to or after |IPsec processing, or if it
nmust be di scarded and an | CMP PMIU nessage i s sent.

If no match is found in the cache, search the SPD (SPD-S and
SPD-O parts) specified by SPD-ID. If the SPD entry calls for
BYPASS or DI SCARD, create one or nore new out bound SPD cache
entries and if BYPASS, create one or nore new i nbound SPD cache
entries. (More than one cache entry nmay be created since a
decorrelated SPD entry may be |inked to other such entries that
were created as a side effect of the decorrelation process.) If
the SPD entry calls for PROTECT, i.e., creation of an SA, the key
managenent mnechani sm (e.g., | KEv2) is invoked to create the SA.

If SA creation succeeds, a new outbound (SPD-S) cache entry is
created, along with outbound and i nbound SAD entries, otherw se
the packet is discarded. (A packet that triggers an SPD | ookup
MAY be discarded by the inplenentation, or it MAY be processed
against the newy created cache entry, if one is created.) Since
SAs are created in pairs, an SAD entry for the corresponding

i nbound SA also is created, and it contains the sel ector val ues
derived fromthe SPD entry (and packet, if any PFP flags were
"true") used to create the inbound SA, for use in checking

i nbound traffic delivered via the SA

The packet is passed to the outbound forwardi ng function
(operating outside of the IPsec inplenentation), to select the
interface to which the packet will be directed. This function
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may cause the packet to be passed back across the | Psec boundary,

for additional |Psec processing, e.g., in support of nested SAs.
If so, there MUST be an entry in SPD-1 database that pernits

i nbound bypassi ng of the packet, otherw se the packet will be

di scarded. If necessary, i.e., if there is nore than one SPD- I,

the traffic being | ooped back MAY be tagged as coning fromthis
internal interface. This would allow the use of a different
SPD-I for "real" external traffic vs. looped traffic, if needed.

Note: Wth the exception of IPv4 and |1 Pv6 transport node, an SG
BITS, or BITWinplementati on MAY fragnment packets before applying

| Psec. (This applies only to IPv4. For |Pv6 packets, only the
originator is allowed to fragment them) The device SHOULD have a
configuration setting to disable this. The resulting fragnents are
eval uated against the SPD in the normal manner. Thus, fragnments not
contai ni ng port nunbers (or | CWVP nessage type and code, or Mdbility
Header type) will only match rul es having port (or |ICMP nessage type
and code, or MH type) selectors of OPAQUE or ANY. (See Section 7 for
nore details.)

Note: Wth regard to determ ning and enforcing the PMIU of an SA, the
| Psec system MUST foll ow the steps described in Section 8. 2.

5.1.1. Handling an Qutbound Packet That Must Be Di scarded

If an | Psec systemreceives an out bound packet that it finds it nust
di scard, it SHOULD be capabl e of generating and sending an | CMP
nmessage to indicate to the sender of the outbound packet that the
packet was di scarded. The type and code of the | CMP nessage will
depend on the reason for discarding the packet, as specified bel ow
The reason SHOULD be recorded in the audit log. The audit log entry
for this event SHOULD include the reason, current date/tine, and the
sel ector values fromthe packet.

a. The selectors of the packet matched an SPD entry requiring the
packet to be di scarded.

| Pv4 Type = 3 (destination unreachable) Code = 13
(Communi cati on Adm ni stratively Prohibited)

| Pv6 Type = 1 (destination unreachable) Code =1
(Communi cation with destination adm nistratively
prohi bi t ed)

bl. The I Psec system successfully reached the renote peer but was
unabl e to negotiate the SA required by the SPD entry matching the
packet because, for exanple, the renote peer is admnistratively
prohi bited fromconmunicating with the initiator, the initiating
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peer was unable to authenticate itself to the renote peer, the
renote peer was unable to authenticate itself to the initiating
peer, or the SPD at the renpote peer did not have a suitable
entry.

| Pv4 Type = 3 (destination unreachable) Code = 13
(Conmuni cati on Admi nistratively Prohibited)

| Pv6 Type = 1 (destination unreachable) Code =1
(Comuni cation with destination adm nistratively
pr ohi bi t ed)

b2. The I Psec systemwas unable to set up the SA required by the SPD
entry matching the packet because the |Psec peer at the other end
of the exchange coul d not be contacted.

| Pv4d Type = 3 (destination unreachable) Code = 1 (host
unr eachabl e)
| Pv6 Type = 1 (destination unreachable) Code = 3 (address

unr eachabl e)

Note that an attacker behind a security gateway could send packets
with a spoofed source address, WX. Y.Z, to an |Psec entity causing it
to send | CWP nessages to WX Y.Z. This creates an opportunity for a
deni al of service (DoS) attack anong hosts behind a security gateway.
To address this, a security gateway SHOULD incl ude a nanagenent
control to allow an adm nistrator to configure an | Psec

i npl ementation to send or not send the | CMP nessages under these
circunstances, and if this facility is selected, to rate linit the
transm ssion of such | CWP responses.

5.1.2. Header Construction for Tunnel Nbde

This section describes the handling of the inner and outer IP
headers, extension headers, and options for AH and ESP tunnels, with
regard to outbound traffic processing. This includes howto
construct the encapsulating (outer) |IP header, how to process fields
in the inner I P header, and what other actions should be taken for
out bound, tunnel node traffic. The general processing described here
i s nodel ed after RFC 2003, "IP Encapsulation within IP" [Per96]:

0 The outer |P header Source Address and Destination Address
identify the "endpoints" of the tunnel (the encapsul ator and
decapsul ator). The inner | P header Source Address and Destination
Addresses identify the original sender and recipient of the
dat agram (fromthe perspective of this tunnel), respectively.
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(See footnote 3 after the table in 5.1.2.1 for nore details on the
encapsul ati ng source | P address.)

o The inner |IP header is not changed except as noted bel ow for TTL
(or Hop Limt) and the DS/ ECN Fields. The inner |IP header
ot herwi se renai ns unchanged during its delivery to the tunnel exit
poi nt .

0o No change to I P options or extension headers in the inner header
occurs during delivery of the encapsul ated datagram through the
tunnel

Note: | Psec tunnel node is different fromIP-in-1P tunneling (RFC
2003 [Per96]) in several ways:

0 I Psec offers certain controls to a security adnministrator to
manage covert channel s (which would not normally be a concern for
tunneling) and to ensure that the receiver exam nes the right
portions of the received packet with respect to application of
access controls. An |Psec inplementation MAY be configurable with
regard to how it processes the outer DS field for tunnel node for
transmitted packets. For outbound traffic, one configuration
setting for the outer DS field will operate as described in the
foll owi ng sections on IPv4 and | Pv6 header processing for |Psec
tunnels. Another will allow the outer DS field to be mapped to a
fixed val ue, which MAY be configured on a per-SA basis. (The val ue
mght really be fixed for all traffic outbound froma device, but
per-SA granularity allows that as well.) This configuration option
allows a |l ocal administrator to deci de whether the covert channe
provi ded by copying these bits outweighs the benefits of copying.

0 | Psec describes how to handle ECN or DS and provides the ability
to control propagation of changes in these fields between
unprotected and protected domains. In general, propagation froma
protected to an unprotected domain is a covert channel and thus
controls are provided to nanage the bandw dth of this channel
Propagation of ECN values in the other direction are controlled so
that only legitimte ECN changes (indicating occurrence of
congestion between the tunnel endpoints) are propagated. By
default, DS propagation froman unprotected domain to a protected
domain is not pernmitted. However, if the sender and receiver do
not share the sanme DS code space, and the receiver has no way of
| earning how to map between the two spaces, then it nay be
appropriate to deviate fromthe default. Specifically, an | Psec
i mpl erent ati on MAY be configurable in terms of howit processes
the outer DS field for tunnel node for received packets. It may
be configured to either discard the outer DS value (the default)
ORto overwite the inner DS field with the outer DS field. |If
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of fered, the discard vs. overwite behavior MAY be configured on a
per-SA basis. This configuration option allows a |oca
adm ni strator to decide whether the vulnerabilities created by
copyi ng these bits outweigh the benefits of copying. See

[ RFC2983] for further information on when each of these behaviors
may be useful, and also for the possible need for diffserv traffic
conditioning prior or subsequent to |IPsec processing (including
tunnel decapsul ation).

o IPsec allows the IP version of the encapsul ati ng header to be
different fromthat of the inner header

The tables in the follow ng sub-sections show the handling for the
di fferent header/option fields ("constructed" neans that the value in
the outer field is constructed i ndependently of the value in the
i nner).
5.1.2.1. |Pv4: Header Construction for Tunnel Mode

<-- How Quter Hdr Relates to Inner Hdr -->

Quter Hdr at I nner Hdr at
| Pv4 Encapsul at or Decapsul at or
Header fields: = -----------mmmmomo e
version 4 (1) no change
header | ength constructed no change
DS Field copied frominner hdr (5) no change
ECN Field copied frominner hdr constructed (6)
total length constructed no change
ID constructed no change
flags (DF, MF) constructed, DF (4) no change
fragment offset constructed no change
TTL constructed (2) decrenent (2)
pr ot ocol AH, ESP no change
checksum constructed constructed (2)(6)
src address constructed (3) no change
dest address constructed (3) no change
Options never copi ed no change
Not es:

(1) The 1P version in the encapsul ati ng header can be different
fromthe value in the inner header

(2) The TTL in the inner header is decrenented by the encapsul ator

prior to forwarding and by the decapsulator if it forwards the
packet. (The |IPv4 checksum changes when the TTL changes.)
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(3)

(4)

(5)

(6)

Not e:
out er

Security Architecture for IP Decenber 2005

Note: Decrenenting the TTL value is a normal part of
forwardi ng a packet. Thus, a packet originating fromthe sane
node as the encapsul ator does not have its TTL decrenent ed,
since the sending node is originating the packet rather than
forwarding it. This applies to BITS and native | Psec

i npl enentations in hosts and routers. However, the | Psec
processi ng nodel includes an external forwarding capability.
TTL processing can be used to prevent |ooping of packets,

e.g., due to configuration errors, within the context of this
processi ng nodel

Local and Renote addresses depend on the SA, which is used to
determi ne the Renote address, which in turn determ nes which
Local address (net interface) is used to forward the packet.

Note: For nulticast traffic, the destination address, or
source and destination addresses, nmay be required for

demuxing. In that case, it is inportant to ensure consistency
over the lifetime of the SA by ensuring that the source
address that appears in the encapsul ating tunnel header is the
sane as the one that was negotiated during the SA

est abl i shnent process. There is an exception to this genera
rule, i.e., a nobile IPsec inplementation will update its
source address as it noves.

Configuration determ nes whether to copy fromthe inner header
(1Pv4 only), clear, or set the DF

If the packet will immediately enter a domain for which the
DSCP val ue in the outer header is not appropriate, that val ue
MUST be napped to an appropriate value for the donmain

[ N Bl BaBL98]. See RFC 2475 [ BBCDWM®8] for further

i nformati on.

If the ECN field in the inner header is set to ECT(0) or
ECT(1), where ECT is ECN Capabl e Transport (ECT), and if the
ECN field in the outer header is set to Congestion Experienced
(CE), then set the ECN field in the inner header to CE

ot herwi se, make no change to the ECN field in the inner
header. (The |IPv4 checksum changes when t he ECN changes.)

| Psec does not copy the options fromthe inner header into the
header, nor does |Psec construct the options in the outer

header. However, post-IPsec code MAY insert/construct options for
the outer header.
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5.1.2.2. |Pv6: Header Construction for Tunnel Mode
<-- How Quter Hdr Relates Inner Hdr --->
Qut er Hdr at I nner Hdr at
| Pv6 Encapsul at or Decapsul at or
Header fields: = -------mmmmmmaoaon oo
versi on 6 (1) no change
DS Field copied frominner hdr (5) no change (9)
ECN Field copied frominner hdr constructed (6)
flow | abel copi ed or configured (8) no change
payl oad | ength constructed no change
next header AH, ESP, routi ng hdr no change
hop limt constructed (2) decrenent (2)
src address constructed (3) no change
dest address constructed (3) no change
Ext ensi on headers never copied (7) no change
Not es:
(1) - (6) See Section 5.1.2.1.
(7) IPsec does not copy the extension headers fromthe inner

(8)

(9)

packet into outer headers, nor does |IPsec construct extension
headers in the outer header. However, post-I1Psec code MAY
i nsert/construct extension headers for the outer header

See [ RaCoCaDe04]. Copying is acceptable only for end systens,
not SGs. If an SG copied flow | abels fromthe inner header to
the outer header, collisions mght result.

An i npl enentation MAY choose to provide a facility to pass the
DS value fromthe outer header to the inner header, on a per-
SA basis, for received tunnel node packets. The notivation
for providing this feature is to acconmpdate situations in

whi ch the DS code space at the receiver is different fromthat
of the sender and the receiver has no way of knowi ng how to
translate fromthe sender’s space. There is a danger in
copying this value fromthe outer header to the inner header
since it enables an attacker to nodify the outer DSCP value in
a fashion that may adversely affect other traffic at the
receiver. Hence the default behavior for |Psec

i npl ementations is NOT to pernmit such copying.

5.2. Processing Inbound IP Traffic (unprotected-to-protected)

I nbound processing is sonmewhat different from outbound processing,
because of the use of SPIs to map | Psec-protected traffic to SAs.
The i nbound SPD cache (SPD-1) is applied only to bypassed or
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di scarded traffic.

to | Psec processing.

Security Architecture for

I P Decenber 2005

If an arriving packet appears to be an | Psec
fragment from an unprotected interface,

The intent for any

reassenbly is perforned prior
SPD cache is that a packet

that fails to match any entry is then referred to the corresponding

SPD.
anyt hi ng t hat

Every SPD SHOULD have a nom nal, f
is otherwi se unmat ched, and di scards it.

inal entry that catches

Thi s ensures

that non-1Psec-protected traffic that arrives and does not match any

SPD-1 entry will be discarded.
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(*) = The caches are shown here. |If there is
a cache mss, then the SPD is checked.
There is no requirenent that an
i mpl enent ati on buffer the packet if
there is a cache m ss.

(**) = This processing includes using the
packet’s SPI, etc., to look up the SA
in the SAD, which fornms a cache of the
SPD for inbound packets (except for
cases noted in Sections 4.4.2 and 5).
See step 3a bel ow

(***) = This SAD check refers to step 4 bel ow

Prior to performng AH or ESP processing, any |P fragments that
arrive via the unprotected interface are reassenbled (by IP). Each
i nbound |1 P datagramto which | Psec processing will be applied is
identified by the appearance of the AH or ESP values in the I P Next
Protocol field (or of AH or ESP as a next layer protocol in the |Pv6
cont ext).

| Psec MUST performthe follow ng steps:

1. \When a packet arrives, it may be tagged with the ID of the
interface (physical or virtual) via which it arrived, if
necessary, to support multiple SPDs and associ ated SPD-1 caches.
(The interface IDis mapped to a corresponding SPD-ID.)

2. The packet is exam ned and denuxed into one of two categories:

- If the packet appears to be I Psec protected and it is addressed
to this device, an attenpt is nade to nmap it to an active SA
via the SAD. Note that the device nay have multiple IP
addresses that may be used in the SAD | ookup, e.g., in the case
of protocols such as SCTP

- Traffic not addressed to this device, or addressed to this
device and not AH or ESP, is directed to SPD-I |ookup. (This
inplies that IKE traffic MJST have an explicit BYPASS entry in
the SPD.) If nmultiple SPDs are enployed, the tag assigned to
the packet in step 1 is used to select the appropriate SPD-I
(and cache) to search. SPD-I |ookup determ nes whether the
action is DI SCARD or BYPASS.

3a. If the packet is addressed to the |IPsec device and AH or ESP is
specified as the protocol, the packet is |ooked up in the SAD
For unicast traffic, use only the SPI (or SPI plus protocol).
For multicast traffic, use the SPI plus the destination or SP
pl us destination and source addresses, as specified in Section
4.1. In either case (unicast or nulticast), if there is no match
discard the traffic. This is an auditable event. The audit |og
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3b.

3c.

entry for this event SHOULD include the current date/tinme, SPI
source and destination of the packet, |Psec protocol, and any
other selector values of the packet that are available. |If the
packet is found in the SAD, process it accordingly (see step 4).

If the packet is not addressed to the device or is addressed to
this device and is not AH or ESP, | ook up the packet header in
the (appropriate) SPD-1 cache. |If there is a match and the
packet is to be discarded or bypassed, do so. |If there is no
cache match, | ook up the packet in the corresponding SPD-1 and
create a cache entry as appropriate. (No SAs are created in
response to recei pt of a packet that requires | Psec protection
only BYPASS or DI SCARD cache entries can be created this way.) If
there is no match, discard the traffic. This is an auditable
event. The audit log entry for this event SHOULD i ncl ude the
current date/time, SPI if available, |Psec protocol if avail able,
source and destination of the packet, and any other selector

val ues of the packet that are avail able.

Processing of | CVWP nessages is assuned to take place on the
unprotected side of the | Psec boundary. Unprotected | CW
nmessages are examined and local policy is applied to determ ne
whet her to accept or reject these nessages and, if accepted, what
action to take as a result. For exanple, if an | CVP unreachabl e
message i s received, the inplenentation nust deci de whether to
act onit, reject it, or act on it with constraints. (See Section
6.)

Apply AH or ESP processing as specified, using the SAD entry
selected in step 3a above. Then natch the packet against the

i nbound selectors identified by the SAD entry to verify that the
received packet is appropriate for the SA via which it was
received.

If an I Psec systemreceives an i nbound packet on an SA and the
packet’s header fields are not consistent with the selectors for
the SA, it MJST discard the packet. This is an auditable event.
The audit log entry for this event SHOULD i nclude the current
date/time, SPI, |Psec protocol (s), source and destination of the
packet, any other selector values of the packet that are
avai l abl e, and the selector values fromthe relevant SAD entry.
The system SHOULD al so be capabl e of generating and sendi ng an

| KE notification of I NVALI D SELECTORS to the sender (| Psec peer),
i ndicating that the received packet was di scarded because of
failure to pass sel ector checks.
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To mininize the inpact of a DoS attack, or a m s-configured peer, the
| Psec system SHOULD i ncl ude a nmanagenent control to allow an
administrator to configure the IPsec inplenentation to send or not
send this IKE notification, and if this facility is selected, to rate
limt the transm ssion of such notifications.

After traffic is bypassed or processed through IPsec, it is handed to
the i nbound forwarding function for disposition. This function nmay
cause the packet to be sent (outbound) across the | Psec boundary for
addi ti onal inbound |IPsec processing, e.g., in support of nested SAs.
If so, then as with ALL outbound traffic that is to be bypassed, the
packet MUST be natched against an SPD-O entry. Utimately, the
packet should be forwarded to the destination host or process for

di sposi tion.

6. | CWP Processing

This section describes |Psec handling of ICW traffic. There are two
categories of ICWP traffic: error nessages (e.g., type = destination
unreachabl e) and non-error nessages (e.g., type = echo). This
section applies exclusively to error nmessages. Disposition of
non-error, | CVMP nmessages (that are not addressed to the |IPsec

i npl ementation itself) MJUST be explicitly accounted for using SPD
entries.

The di scussion in this section applies to |CMPv6 as well as to

| CWPv4. Al so, a nmechani sm SHOULD be provided to all ow an

adm nistrator to cause | CVWP error nessages (selected, all, or none)
to be logged as an aid to probl em di agnosi s.

6.1. Processing |CVMP Error Messages Directed to an | Psec | nplenentation

6.1.1. |1CW Error Messages Received on the Unprotected Side of the
Boundary

Figure 3 in Section 5.2 shows a distinct | CMP processing nodul e on
the unprotected side of the | Psec boundary, for processing | CW
messages (error or otherw se) that are addressed to the | Psec device
and that are not protected via AH or ESP. An |ICW nessage of this
sort is unauthenticated, and its processing may result in denial or
degradation of service. This suggests that, in general, it would be
desirable to ignore such nessages. However, many | CMP nessages wil |
be received by hosts or security gateways from unauthenticated
sources, e.g., routers in the public Internet. |I|gnoring these |CW
nmessages can degrade service, e.g., because of a failure to process
PMIU nessage and redirecti on nessages. Thus, there is also a
nmotivation for accepting and acting upon unauthenticated | CVP
nessages.
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To accommodat e both ends of this spectrum a conpliant |Psec

i mpl enentation MUST pernit a |l ocal administrator to configure an

| Psec inplenentation to accept or reject unauthenticated | CW
traffic. This control MJST be at the granularity of |ICVMP type and
MAY be at the granularity of I1CMP type and code. Additionally, an

i mpl enent ati on SHOULD i ncor porate nmechani sns and paraneters for
dealing with such traffic. For exanple, there could be the ability
to establish a mininum PMIU for traffic (on a per destination basis),
to prevent receipt of an unauthenticated |ICVWP fromsetting the PMIU
to a trivial size.

If an | CVWP PMIU nessage passes the checks above and the systemis
configured to accept it, then there are two possibilities. |If the

i mpl ement ation applies fragnentati on on the ciphertext side of the
boundary, then the accepted PMIU i nformation is passed to the
forwardi ng nodul e (outside of the IPsec inplenentation), which uses
it to manage out bound packet fragnentation. |If the inplenentation is
configured to effect plaintext side fragnentation, then the PMIU
information is passed to the plaintext side and processed as
described in Section 8. 2.

6.1.2. |ICWP Error Messages Received on the Protected Side of the
Boundary

These | CMP nessages are not authenticated, but they do cone from
sources on the protected side of the | Psec boundary. Thus, these
nmessages generally are viewed as nore "trustworthy" than their
counterparts arriving fromsources on the unprotected side of the
boundary. The nmmjor security concern here is that a conprom sed host
or router might enit erroneous | CVWP error nessages that coul d degrade
service for other devices "behind" the security gateway, or that
could even result in violations of confidentiality. For exanple, if
a bogus ICMP redirect were consuned by a security gateway, it could
cause the forwarding table on the protected side of the boundary to
be nodified so as to deliver traffic to an inappropriate destination
"behi nd" the gateway. Thus, inplenenters MJST provide controls to
all ow |l ocal administrators to constrain the processing of |CVMP error
messages received on the protected side of the boundary, and directed
to the I Psec inplenmentation. These controls are of the sane type as
those enpl oyed on the unprotected side, described above in Section
6.1.1.

6.2. Processing Protected, Transit |ICWVP Error Messages
When an ICMP error nessage is transnitted via an SA to a device
"behi nd" an | Psec inplenmentation, both the payl oad and the header of

the 1 COVP nessage require checking froman access control perspective
If one of these nessages is forwarded to a host behind a security
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gateway, the receiving host IP inplenentation will nake decisions
based on the payload, i.e., the header of the packet that purportedly
triggered the error response. Thus, an |Psec inplenmentation MIST be
configurable to check that this payl oad header information is
consistent with the SA via which it arrives. (This neans that the
payl oad header, with source and destination address and port fields
reversed, natches the traffic selectors for the SA) If this sort of
check is not performed, then, for exanple, anyone with whomthe
receiving | Psec system (A) has an active SA could send an | CVWP

Desti nati on Unreachabl e nessage that refers to any host/net wth
which Ais currently conmmuni cating, and thus effect a highly
efficient DoS attack regardi ng conmuni cati on with ot her peers of A
Normal | Psec receiver processing of traffic is not sufficient to
protect against such attacks. However, not all contexts may require
such checks, so it is also necessary to allow a | ocal adm nistrator
to configure an inplenentation to NOT perform such checks.

To accommodate both policies, the follow ng convention is adopted.

If an adnministrator wants to allow | CVP error nessages to be carried
by an SA without inspection of the payload, then configure an SPD
entry that explicitly allows for carriage of such traffic. |If an

adm ni strator wants |IPsec to check the payload of | CMP error nessages
for consistency, then do not create any SPD entries that acconmnodate
carriage of such traffic based on the | CMP packet header. This
convention notivates the foll owi ng processing description

| Psec senders and receivers MJST support the follow ng processing for
| CMP error nessages that are sent and received via SAs.

If an SA exists that accommopdates an outbound | CMP error nessage,
then the nessage is nmapped to the SA and only the I P and | CMP headers
are checked upon receipt, just as would be the case for other

traffic. |If no SA exists that matches the traffic selectors
associated with an | CMP error nessage, then the SPD is searched to
determne if such an SA can be created. If so, the SAis created and

the I1CVP error nessage is transmitted via that SA.  Upon receipt,
this message is subject to the usual traffic selector checks at the
receiver. This processing is exactly what would happen for traffic
in general, and thus does not represent any special processing for

| CMP error nessages.

If no SA exists that would carry the outbound | CMP nessage in
question, and if no SPD entry would allow carriage of this outbound

| CVMP error nessage, then an | Psec inplenentation MIST map t he nessage
to the SA that would carry the return traffic associated with the
packet that triggered the ICMP error message. This requires an |Psec
i npl ementation to detect outbound I CVP error nessages that map to no
extant SA or SPD entry, and treat themspecially with regard to SA
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creation and | ookup. The inplenmentation extracts the header for the
packet that triggered the error (fromthe | CVWP nessage payl oad),
reverses the source and destination |IP address fields, extracts the

protocol field, and reverses the port fields (if accessible). It
then uses this extracted information to | ocate an appropriate, active
out bound SA, and transmits the error nessage via this SA. |If no such

SA exists, no SAwll be created, and this is an auditable event.

If an | Psec inplenentation receives an i nbound | CVP error nmessage on
an SA, and the IP and | CWP headers of the nessage do not match the
traffic selectors for the SA the receiver MJIST process the received
message in a special fashion. Specifically, the receiver nust
extract the header of the triggering packet fromthe | CMP payl oad,
and reverse fields as described above to deternine if the packet is
consistent with the selectors for the SA via which the I CWP error
message was received. |If the packet fails this check, the |IPsec

i npl ement ati on MUST NOT forwarded the | CMP nessage to the
destination. This is an auditable event.

7. Handling Fragnents (on the protected side of the | Psec boundary)

Earlier sections of this docunent describe mechanisns for (a)
fragmenti ng an out bound packet after |Psec processing has been
applied and reassenbling it at the receiver before |IPsec processing
and (b) handling inbound fragments received fromthe unprotected side
of the IPsec boundary. This section describes how an inplementation
shoul d handl e the processing of outbound plaintext fragnments on the
protected side of the | Psec boundary. (See Appendi x D, "Fragnent
Handling Rationale”.) In particular, it addresses:

0 mappi ng an outbound non-initial fragnent to the right SA
(or finding the right SPD entry)

o verifying that a received non-initial fragment is
aut horized for the SA via which it was received

o mappi ng out bound and i nbound non-initial fragnments to the
right SPD-O SPD-1 entry or the relevant cache entry, for
BYPASS/ DI SCARD traffic

Note: In Section 4.1, transport node SAs have been defined to not
carry fragments (1 Pv4 or 1Pv6). Note also that in Section 4.4.1, two
speci al val ues, ANY and OPAQUE, were defined for selectors and that
ANY includes OPAQUE. The term"non-trivial" is used to nean that the
sel ector has a val ue other than OPAQUE or ANY

Note: The term"non-initial fragment" is used here to indicate a

fragment that does not contain all the selector values that may be
needed for access control. As observed in Section 4.4.1, depending
on the Next Layer Protocol, in addition to Ports, the |ICVMP nessage
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type/ code or Mbility Header type could be missing fromnon-initial
fragments. Al so, for IPv6, even the first fragment might NOT contain
the Next Layer Protocol or Ports (or |ICWP nessage type/code, or
Mobility Header type) depending on the kind and nunber of extension
headers present. If a non-initial fragnment contains the Port (or

| CVMP type and code or Mobility Header type) but not the Next Layer
Protocol, then unless there is an SPD entry for the rel evant
Local / Renpt e addresses with ANY for Next Layer Protocol and Port (or

| CVMP type and code or Mobility Header type), the fragnment woul d not
contain all the selector information needed for access control

To address the above issues, three approaches have been defi ned:

0 Tunnel node SAs that carry initial and non-initial fragments
(See Section 7.1.)

0 Separate tunnel node SAs for non-initial fragnments (See
Section 7.2.)

o Stateful fragment checking (See Section 7.3.)

7.1. Tunnel Mde SAs that Carry Initial and Non-lnitial Fragments

Al'l i nmpl enent ati ons MJST support tunnel nbde SAs that are configured
to pass traffic without regard to port field (or |ICMP type/code or
Mobility Header type) values. |If the SAwll carry traffic for
specified protocols, the selector set for the SA MJST specify the
port fields (or |CVWP type/code or Mobility Header type) as ANY. An
SA defined in this fashion will carry all traffic including initial
and non-initial fragnments for the indicated Local/Renote addresses
and specified Next Layer protocol(s). |If the SAwll carry traffic
wi thout regard to a specific protocol value (i.e., ANY is specified
as the (Next Layer) protocol selector value), then the port field
val ues are undefined and MJST be set to ANY as well. (As noted in
4.4.1, ANY includes OPAQUE as well as all specific values.)

7.2. Separate Tunnel Mde SAs for Non-lnitial Fragnents

An i npl enentati on MAY support tunnel node SAs that will carry only
non-initial fragnents, separate from non-fragmented packets and
initial fragnents. The OPAQUE value will be used to specify port (or
| CMP type/ code or Mbility Header type) field selectors for an SAto
carry such fragments. Receivers MJST performa m ni nrum of f set check
on IPv4 (non-initial) fragnents to protect agai nst overl apping
fragment attacks when SAs of this type are enpl oyed. Because such
checks cannot be perfornmed on I Pv6 non-initial fragments, users and
adm nistrators are advised that carriage of such fragnents nay be
dangerous, and inplenenters may choose to NOT support such SAs for
IPv6 traffic. Also, an SA of this sort will carry all non-initia
fragments that match a specified Local/Renpote address pair and
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protocol value, i.e., the fragnents carried on this SA belong to
packets that if not fragnmented, might have gone on separate SAs of
differing security. Therefore, users and adninistrators are advised
to protect such traffic using ESP (with integrity) and the
"strongest" integrity and encryption algorithns in use between both
peers. (Determination of the "strongest" algorithns requires

i mposi ng an ordering of the available algorithns, a |oca

determi nation at the discretion of the initiator of the SA)

Specific port (or |1CVWP type/code or Mbility Header type) selector
values will be used to define SAs to carry initial fragnents and
non-fragment ed packets. This approach can be used if a user or
admi ni strator wants to create one or nore tunnel node SAs between the
sane Local / Renot e addresses that discrininate based on port (or |CW
type/ code or Mobility Header type) fields. These SAs MJST have
non-trivial protocol selector values, otherw se approach #1 above
MJUST be used.

Note: In general, for the approach described in this section, one
needs only a single SA between two inplenentations to carry al
non-initial fragnments. However, if one chooses to have nultiple SAs
between the two inplenmentations for QoS differentiation, then one

m ght also want nmultiple SAs to carry fragments-w thout-ports, one
for each supported QS class. Since support for QS via distinct SAs
is alocal matter, not nandated by this docunent, the choice to have
multiple SAs to carry non-initial fragments should al so be | ocal

7.3. Stateful Fragment Checking

An i npl enent ati on MAY support sone form of stateful fragment checking
for a tunnel node SA with non-trivial port (or |ICWP type/code or NMH
type) field values (not ANY or OPAQUE). Inplenmentations that wll
transmit non-initial fragnents on a tunnel node SA that nakes use of
non-trivial port (or |ICWVP type/code or MH type) selectors MJIST notify
a peer via the I KE NOTI FY NON_FI RST_FRAGMVENTS ALSO payl oad.

The peer MJST reject this proposal if it will not accept non-initia
fragments in this context. [|f an inplementation does not
successfully negotiate transm ssion of non-initial fragments for such
an SA, it MJST NOT send such fragnents over the SA. This standard
does not specify how peers will deal with such fragnents, e.g., via
reassenbly or other neans, at either sender or receiver. However, a
recei ver MJST discard non-initial fragnents that arrive on an SA with
non-trivial port (or |ICWP type/code or WH type) sel ector val ues

unl ess this feature has been negotiated. Also, the receiver MJST
discard non-initial fragments that do not conmply with the security
policy applied to the overall packet. Discarding such packets is an
audi tabl e event. Note that in network configurations where fragnents
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of a packet night be sent or received via different security gateways
or BITWinplenentations, stateful strategies for tracking fragments
may fail.

7.4. BYPASS/ DI SCARD Traffic

Al'l i nmpl enmentations MJST support DI SCARDi ng of fragments using the
normal SPD packet classification nmechanisnms. All inplenentations
MUST support stateful fragnent checking to acconmodate BYPASS traffic
for which a non-trivial port range is specified. The concern is that
BYPASS of a cleartext, non-initial fragnent arriving at an | Psec

i mpl enentation could underm ne the security afforded | Psec-protected
traffic directed to the sanme destination. For exanple, consider an

| Psec inplenentation configured with an SPD entry that calls for

| Psec protection of traffic between a specific source/destination
address pair, and for a specific protocol and destination port, e.g.
TCP traffic on port 23 (Telnet). Assunme that the inplenentation al so
al | ows BYPASS of traffic fromthe sanme source/destination address
pair and protocol, but for a different destination port, e.g., port
119 (NNTP). An attacker could send a non-initial fragnent (with a
forged source address) that, if bypassed, could overlap wth

| Psec-protected traffic fromthe same source and thus violate the
integrity of the IPsec-protected traffic. Requiring statefu

fragment checking for BYPASS entries with non-trivial port ranges
prevents attacks of this sort. As noted above, in network
configurations where fragnents of a packet night be sent or received
via different security gateways or BI TWi npl enentations, stateful
strategies for tracking fragnments may fail.

8. Path MIU DF Processing

The application of AH or ESP to an outbound packet increases the size
of a packet and thus may cause a packet to exceed the PMIU for the SA
via which the packet will travel. An IPsec inplenentation also my
recei ve an unprotected | CMP PMIU nessage and, if it chooses to act
upon the nmessage, the result will affect outbound traffic processing.
This section describes the processing required of an | Psec

i mpl ementation to deal with these two PMIU i ssues

8.1. DF Bit

Al'l 1 Psec inplenentations MJST support the option of copying the DF
bit froman outbound packet to the tunnel node header that it enits,
when traffic is carried via a tunnel node SA. This nmeans that it
MUST be possible to configure the inplenentation s treatnment of the
DF bit (set, clear, copy frominner header) for each SA. This
applies to SAs where both inner and outer headers are |Pv4.
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8.2. Path MIU (PMIU) Di scovery

This section discusses | Psec handling for unprotected Path MIuU
Di scovery nessages. |ICWMP PMIU is used here to refer to an | CW
nmessage for:

| Pv4 (RFC 792 [Pos81b]):
- Type 3 (Destination Unreachabl e)
- Code 4 (Fragnentation needed and DF set)
- Next-Hop MIU in the | oworder 16 bits of the
second word of the |ICWMP header (| abeled "unused"
in RFC 792), with high-order 16 bits set to zero)

| Pv6 (RFC 2463 [CD98]):
- Type = 2 (Packet Too Big)
- Code = 0 (Fragnmentation needed)
- Next-Hop MIU in the 32-bit MIU field of the | CVP6
nessage

8.2.1. Propagation of PMIU

When an | Psec inpl enentation receives an unaut henti cated PMIU
message, and it is configured to process (vs. ignore) such nessages,
it maps the nessage to the SAto which it corresponds. This mapping
is effected by extracting the header information fromthe payl oad of
the PMIU nessage and appl ying the procedure described in Section 5. 2.
The PMIU deternined by this nessage is used to update the SAD PMIuU
field, taking into account the size of the AH or ESP header that will
be applied, any crypto synchronization data, and the overhead inposed
by an additional |IP header, in the case of a tunnel nobde SA

In a native host inplementation, it is possible to maintain PMIU data
at the sane granularity as for unprotected comuni cation, so there is
no |l oss of functionality. Signaling of the PMIU information is
internal to the host. For all other |IPsec inplenentation options,
the PMIU data nust be propagated via a synthesized ICvW PMIU. In
these cases, the IPsec inplenentation SHOULD wait for outbound
traffic to be nmapped to the SAD entry. Wen such traffic arrives, if
the traffic would exceed the updated PMIU val ue the traffic MJST be
handl ed as foll ows:

Case 1: Oiginal (cleartext) packet is IPv4 and has the DF

bit set. The inplenentation SHOULD di scard t he packet
and send a PMIU | CWP nessage.
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8. 2.

10.

Case 2: Oiginal (cleartext) packet is IPv4 and has the DF
bit clear. The inplenmentation SHOULD fragnment (before or
after encryption per its configuration) and then forward
the fragnents. It SHOULD NOT send a PMIU | CMP nessage.

Case 3: Oiginal (cleartext) packet is IPv6. The inplenentation
SHOULD di scard the packet and send a PMIU | CMP nessage

2. PMIU Agi ng

In all IPsec inplenentations, the PMIU associ ated with an SA MJST be
"aged" and sone nmechanismis required to update the PMIU in a tinely
manner, especially for discovering if the PMIU is snaller than
required by current network conditions. A given PMIU has to renain
in place I ong enough for a packet to get fromthe source of the SAto
the peer, and to propagate an I CWVP error nessage if the current PMIU
is too big.

| mpl enent ati ons SHOULD use the approach described in the Path MU
Di scovery docunment (RFC 1191 [MD90], Section 6.3), which suggests
periodically resetting the PMIU to the first-hop data-link MIU and
then letting the normal PMIU Di scovery processes update the PMIU as
necessary. The period SHOULD be confi gurabl e.

Audi ting

| Psec inplenentations are not required to support auditing. For the
nmost part, the granularity of auditing is a local matter. However,
several auditable events are identified in this docunent, and for
each of these events a mininumset of information that SHOULD be
included in an audit log is defined. Additional infornmation also MAY
be included in the audit log for each of these events, and additiona
events, not explicitly called out in this specification, also MAY
result in audit log entries. There is no requirenent for the
receiver to transmt any nessage to the purported transmtter in
response to the detection of an auditable event, because of the
potential to induce denial of service via such action

Conf or mance Requirenents
Al'l 1Pv4 I Psec inplementations MIST conply with all requirenments of

this docunent. Al |IPv6 inplenmentations MJST conply with al
requi renents of this docunent.
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11.

12.

13.

Security Considerations

The focus of this docunent is security; hence security considerations
permeate this specification

| Psec i nposes stringent constraints on bypass of |P header data in
both directions, across the | Psec barrier, especially when tunne
node SAs are enpl oyed. Sone constraints are absolute, while others
are subject to local adnministrative controls, often on a per-SA
basis. For outbound traffic, these constraints are designed to linmt
covert channel bandwi dth. For inbound traffic, the constraints are
designed to prevent an adversary who has the ability to tanper with
one data stream (on the unprotected side of the | Psec barrier) from
adversely affecting other data streanms (on the protected side of the
barrier). The discussion in Section 5 dealing with processing DSCP
val ues for tunnel node SAs illustrates this concern

If an I Psec inplenentation is configured to pass |CMP error nessages
over SAs based on the | CWP header val ues, w thout checking the header
informati on fromthe | COVWP nessage payl oad, serious vulnerabilities
may arise. Consider a scenario in which several sites (A B, and Q
are connected to one another via ESP-protected tunnels: A-B, A-C, and
B-C. Also assune that the traffic selectors for each tunnel specify
ANY for protocol and port fields and I P source/destination address
ranges that enconpass the address range for the systens behind the
security gateways serving each site. This would allow a host at site
B to send an | CVMP Destination Unreachabl e nessage to any host at site
A, that declares all hosts on the net at site Cto be unreachabl e.
This is a very efficient DoS attack that could have been prevented if
the I CVP error nessages were subjected to the checks that |Psec
provides, if the SPD is suitably configured, as described in Section
6. 2.

| ANA Consi der ati ons

The | ANA has assigned the value (3) for the asnl-nodul es registry and
has assigned the object identifier 1.3.6.1.5.8.3.1 for the SPD
nmodul e. See Appendix C, "ASN. 1 for an SPD Entry".

D fferences from RFC 2401

This architecture docunent differs substantially from RFC 2401
[ RFC2401] in detail and in organization, but the fundanental notions
are unchanged.

0 The processing nodel has been revised to address new | Psec
scenarios, inprove performance, and sinplify inplenmentation. This
i ncludes a separation between forwardi ng (routing) and SPD
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sel ection, several SPD changes, and the addition of an outbound SPD
cache and an i nbound SPD cache for bypassed or discarded traffic.
There is also a new dat abase, the Peer Authorization Database
(PAD). This provides a link between an SA managenent protoco

(such as IKE) and the SPD.

o There is no longer a requirenent to support nested SAs or "SA
bundl es". Instead this functionality can be achi eved through SPD
and forwarding table configuration. An exanple of a configuration
has been added in Appendi x E

0 SPD entries were redefined to provide nore flexibility. Each SPD
entry now consists of 1 to N sets of selectors, where each sel ector
set contains one protocol and a "list of ranges" can now be
specified for the Local |IP address, Renote |IP address, and whatever
fields (if any) are associated with the Next Layer Protocol (Loca
Port, Renote Port, |CMP nessage type and code, and Mobility Header
type). An individual value for a selector is represented via a
trivial range and ANY is represented via a range than spans al
val ues for the selector. An exanple of an ASN. 1 description is
i ncluded in Appendix C

o TOS (1 Pv4) and Traffic Class (IPv6) have been replaced by DSCP and
ECN. The tunnel section has been updated to explain how to handle
DSCP and ECN bits.

o For tunnel node SAs, an SG BITS, or BITWinplenmentation is now
all owed to fragnment packets before applying I Psec. This applies
only to I Pv4. For |IPv6 packets, only the originator is allowed to
fragment them

0o When security is desired between two internedi ate systens along a
path or between an internediate systemand an end system transport
node may now be used between security gateways and between a
security gateway and a host.

o This docunent clarifies that for all traffic that crosses the |Psec
boundary, including | Psec managenent traffic, the SPD or associated
caches nust be consulted.

0 This docunent defines howto handle the situation of a security
gateway with nultiple subscribers requiring separate |Psec
cont ext s.

o A definition of reserved SPIs has been added.
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0 Text has been added expl ai ni ng why ALL | P packets nust be checked
-- IPsec includes mininmal firewall functionality to support access
control at the IP layer.

0 The tunnel section has been updated to clarify how to handle the IP
options field and | Pv6 extensi on headers when constructing the
out er header.

0 SA mapping for inbound traffic has been updated to be consistent
wi th the changes nmade in AH and ESP for support of unicast and
mul ti cast SAs.

0 Gui dance has been added regardi ng how to handl e the covert channe
created in tunnel node by copying the DSCP val ue to outer header

0 Support for AHin both IPv4 and IPv6 is no | onger required.

o PMIU handl i ng has been updated. The appendi x on
PMIU DF/ Fragnent ati on has been del et ed.

0 Three approaches have been added for handling plaintext fragnents
on the protected side of the |IPsec boundary. Appendi x D docunents
the rational e behind them

0 Added revised text describing howto derive selector values for SAs
(fromthe SPD entry or fromthe packet, etc.)

0 Added a new tabl e describing the rel ati onship between sel ector
values in an SPD entry, the PFP flag, and resulting selector val ues
in the correspondi ng SAD entry.

0 Added Appendi x B to describe decorrel ation

0 Added text describing how to handl e an out bound packet that must be
di scarded

0 Added text describing how to handl e a DI SCARDED i nbound packet,
i.e., one that does not match the SA upon which it arrived.

o IPv6 nobility header has been added as a possible Next Layer
Protocol. 1Pv6 Mobility Header message type has been added as a
sel ector.

o | CWP nessage type and code have been added as sel ectors.

0 The selector "data sensitivity level" has been renoved to sinmplify
t hi ngs.
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14.

0 Updated text describing handling | CVP error nessages. The appendi X
on "Categorization of | CMP Messages" has been del et ed.

0 The text for the selector nane has been updated and clarified.

0 The "Next Layer Protocol" has been further explained and a default
list of protocols to skip when |ooking for the Next Layer Protoco
has been added.

0 The text has been anended to say that this docunment assunes use of
| KEv2 or an SA managenent protocol w th conparable features

0 Text has been added clarifying the algorithmfor nmapping inbound
| Psec datagrans to SAs in the presence of nulticast SAs.

o0 The appendi x "Sequence Space W ndow Code Exanpl e" has been renoved.

o0 Wth respect to | P addresses and ports, the terns "Local" and
"Renmote" are used for policy rules (replacing source and
destination). "Local" refers to the entity being protected by an
| Psec inplementation, i.e., the "source" address/port of outbound
packets or the "destination" address/port of inbound packets.
"Renpote" refers to a peer entity or peer entities. The terns
"source" and "destination" are still used for packet header fields.
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Appendi x A d ossary

This section provides definitions for several key terns that are
enpl oyed in this docunment. O her docunents provide additiona
definitions and background information relevant to this technol ogy,
e.g., [Shi00], [VK83], and [HA94]. Included in this glossary are
generic security service and security nmechanismterns, plus

| Psec-specific terns.

Access Control
A security service that prevents unauthorized use of a resource
i ncluding the prevention of use of a resource in an unauthorized
manner. |In the IPsec context, the resource to which access is
being controlled is often:

o for a host, conputing cycles or data
o for a security gateway, a network behind the gateway
or bandwi dth on that network

Anti-repl ay
See "Integrity" bel ow

Aut henti cati on
Used informally to refer to the conbination of two nomnally
di stinct security services, data origin authentication and
connectionless integrity. See the definitions bel ow for each of
t hese services

Avail ability
When viewed as a security service, addresses the security concerns
engendered by attacks agai nst networks that deny or degrade
service. For exanple, in the IPsec context, the use of
anti-replay mechanisms in AH and ESP support availability.

Confidentiality
The security service that protects data from unauthorized
di sclosure. The primary confidentiality concern in nost instances
i s unauthorized di sclosure of application-Ilevel data, but
di scl osure of the external characteristics of communication al so
can be a concern in sone circunstances. Traffic flow
confidentiality is the service that addresses this latter concern
by conceal i ng source and destinati on addresses, nessage |length, or
frequency of communication. In the |IPsec context, using ESP in
tunnel node, especially at a security gateway, can provide sone
level of traffic flow confidentiality. (See also "Traffic
Anal ysi s" bel ow.)
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Data Origin Authentication
A security service that verifies the identity of the clained
source of data. This service is usually bundled with
connectionless integrity service.

Encryption
A security nechanismused to transformdata froman intelligible
form (plaintext) into an unintelligible form(ciphertext), to
provide confidentiality. The inverse transformation process is
designated "decryption". Oten the term"encryption" is used to
generically refer to both processes.

Integrity
A security service that ensures that nodifications to data are
detectable. Integrity cones in various flavors to nmatch
application requirenments. |Psec supports two fornms of integrity:

connectionless and a formof partial sequence integrity.
Connectionless integrity is a service that detects nodification of
an individual |IP datagram without regard to the ordering of the
datagramin a streamof traffic. The formof partial sequence
integrity offered in IPsec is referred to as anti-replay
integrity, and it detects arrival of duplicate |IP datagrans
(within a constrained window). This is in contrast to
connection-oriented integrity, which inposes nore stringent
sequenci ng requirenents on traffic, e.g., to be able to detect

| ost or re-ordered nessages. Although authentication and
integrity services often are cited separately, in practice they
are intimately connected and al nost al ways offered in tandem

Protected vs. Unprotected
"Protected" refers to the systens or interfaces that are inside
the I Psec protection boundary, and "unprotected" refers to the
systems or interfaces that are outside the |IPsec protection
boundary. | Psec provides a boundary through which traffic passes.
There is an asymmetry to this barrier, which is reflected in the
processing nodel. CQutbound data, if not discarded or bypassed, is
protected via the application of AH or ESP and the addition of the
correspondi ng headers. |nbound data, if not discarded or
bypassed, is processed via the renoval of AH or ESP headers. In
this docunent, inbound traffic enters an |IPsec inplenentation from
the "unprotected” interface. Qutbound traffic enters the
i mpl ementation via the "protected" interface, or is internally
generated by the inplenentation on the "protected" side of the
boundary and directed toward the "unprotected" interface. An
| Psec inplenentation nmay support nore than one interface on either
or both sides of the boundary. The protected interface may be
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internal, e.g., in a host inplenentation of |Psec. The protected
interface may link to a socket layer interface presented by the
Cs.

Security Association (SA)
A sinmplex (uni-directional) |ogical connection, created for
security purposes. Al traffic traversing an SA is provided the
same security processing. In IPsec, an SAis an Internet-|ayer
abstraction inplenented through the use of AH or ESP. State data
associated with an SAis represented in the SA Dat abase (SAD)

Security Gateway
An internediate systemthat acts as the communications interface
bet ween two networks. The set of hosts (and networks) on the
external side of the security gateway is termed unprotected (they
are generally at |east |less protected than those "behind" the SG,
whil e the networks and hosts on the internal side are viewed as
protected. The internal subnets and hosts served by a security
gateway are presuned to be trusted by virtue of sharing a common,
local, security administration. |In the |IPsec context, a security
gateway is a point at which AH and/or ESP is inplenmented in order
to serve a set of internal hosts, providing security services for
these hosts when they conmunicate with external hosts al so
enpl oying I Psec (either directly or via another security gateway).

Security Paranmeters | ndex (SPl)
An arbitrary 32-bit value that is used by a receiver to identify
the SA to which an incom ng packet should be bound. For a unicast
SA, the SPI can be used by itself to specify an SA, or it may be
used in conjunction with the I Psec protocol type. Additional IP
address information is used to identify nulticast SAs. The SPI is
carried in AH and ESP protocols to enable the receiving systemto
sel ect the SA under which a received packet will be processed. An
SPI has only local significance, as defined by the creator of the
SA (usually the receiver of the packet carrying the SPl); thus an
SPlI is generally viewed as an opaque bit string. However, the
creator of an SA nay choose to interpret the bits in an SPI to
facilitate | ocal processing.

Traffic Anal ysis
The analysis of network traffic flow for the purpose of deducing
information that is useful to an adversary. Exanples of such
informati on are frequency of transm ssion, the identities of the
conversing parties, sizes of packets, and flow identifiers
[ Sch94] .
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Appendi x B: Decorrel ation

Thi s appendi x is based on work done for caching of policies in the IP
Security Policy Wrking Goup by Luis Sanchez, Matt Condell, and John
Zao.

Two SPD entries are correlated if there is a non-null intersection
bet ween t he val ues of correspondi ng selectors in each entry. Caching
correlated SPD entries can lead to incorrect policy enforcenent. A
solution to this problem which still allows for caching, is to
renove the anbiguities by decorrelating the entries. That is, the
SPD entries nust be rewitten so that for every pair of entries there
exists a selector for which there is a null intersection between the
values in both of the entries. Once the entries are decorrel ated,
there is no longer any ordering requirement on them since only one
entry will match any | ookup. The next section describes
decorrelation in nore detail and presents an algorithmthat may be
used to inplenent decorrel ation

B.1. Decorrelation Al gorithm

The basic decorrelation algorithmtakes each entry in a correl ated
SPD and divides it into a set of entries using a tree structure.

The nodes of the tree are the selectors that nay overlap between the
policies. At each node, the algorithmcreates a branch for each of
the values of the selector. It also creates one branch for the
conpl enent of the union of all selector values. Policies are then
fornmed by traversing the tree fromthe root to each leaf. The
policies at the | eaves are conmpared to the set of already
decorrelated policy rules. Each policy at a leaf is either

compl etely overridden by a policy in the already decorrel ated set and
is discarded or is decorrelated with all the policies in the
decorrelated set and is added to it.

The basic al gorithm does not guarantee an optinmal set of decorrel ated
entries. That is, the entries may be broken up into snaller sets
than is necessary, though they will still provide all the necessary
policy information. Sone extensions to the basic algorithmare
described later to inprove this and inprove the perfornmance of the

al gorithm

C A set of ordered, correlated entries (a correlated SPD)
C The ith entry in C

U The set of decorrelated entries being built fromC

U The ith entry in U

Si k The kth selection for policy G .

Ai The action for policy G.
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A policy (SPD entry) P may be expressed as a sequence of sel ector
val ues and an action (BYPASS, DI SCARD, or PROTECT):

G =S1xSi2x...xSik->A
1) Put Cl in set Uas Ul
For each policy g (j > 1) inC
2) If G is decorrelated with every entry in U, then add it to U.

3) If G is correlated with one or nore entries in U, create a tree
rooted at the policy ¢ that partitions ¢ into a set of decorrelated
entries. The algorithmstarts with a root node where no selectors
have yet been chosen.

A) Choose a selector in G, S n, that has not yet been chosen when
traversing the tree fromthe root to this node. |If there are no
sel ectors not yet used, continue to the next unfinished branch
until all branches have been conpleted. Wen the tree is
conpl eted, go to step D.

Tis the set of entries in Uthat are correlated with the entry
at this node.

The entry at this node is the entry forned by the sel ector

val ues of each of the branches between the root and this node.
Any sel ector values that are not yet represented by branches
assune the corresponding selector value in G, since the val ues
in G represent the naxi num value for each selector.

B) Add a branch to the tree for each value of the selector Sjn that
appears in any of the entries in T. (If the value is a superset
of the value of Sjnin ¢, then use the value in ¢, since that
val ue represents the universal set.) Also add a branch for the
conpl enent of the union of all the values of the selector Sjn
in T. Wen taking the conpl enment, renenber that the universal
set is the value of Snin G. A branch need not be created
for the null set.

C) Repeat A and B until the tree is conpleted.

D) The entry to each |eaf now represents an entry that is a subset
of . The entries at the |eaves conpletely partition ¢ in
such a way that each entry is either conpletely overridden by
an entry in U, or is decorrelated with the entries in U

Add all the decorrelated entries at the |leaves of the tree to U.
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4) Get next ¢ and go to 2

5) When all entries in C have been processed, then Uwll contain an
decorrel ated version of C

There are several optimnizations that can be made to this algorithm
A few of them are presented here

It is possible to optimnize, or at |east inprove, the anount of
branching that occurs by carefully choosing the order of the

sel ectors used for the next branch. For exanple, if a selector §n
can be chosen so that all the values for that selector in T are equa
to or a superset of the value of S§nin C, then only a single branch
needs to be created (since the conplenent will be null).

Branches of the tree do not have to proceed with the entire
decorrelation algorithm For exanple, if a node represents an entry
that is decorrelated with all the entries in U, then there is no
reason to continue decorrelating that branch. Also, if a branch is
conpl etely overridden by an entry in U, then there is no reason to
continue decorrelating the branch.

An additional optimzation is to check to see if a branch is

overri dden by one of the CORRELATED entries in set C that has already
been decorrelated. That is, if the branch is part of decorrelating
G, then check to see if it was overridden by an entry Cm m< j.
This is a valid check, since all the entries Cnare al ready expressed
in U

Along with checking if an entry is already decorrelated in step 2,
check if G is overridden by any entry in U If it is, skip it since
it is not relevant. An entry x is overridden by another entry y if
every selector in x is equal to or a subset of the corresponding
selector in entry vy.
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Appendix C. ASN. 1 for an SPD Entry

Thi s appendi x is included as an additional way to describe SPD
entries, as defined in Section 4.4.1. It uses ASN. 1 syntax that has
been successfully conpiled. This syntax is nerely illustrative and
need not be enployed in an inplenentation to achi eve conpliance. The
SPD description in Section 4.4.1 is normative.

SPDMVbdul e

{iso(1) org (3) dod (6) internet (1) security (5) nechanisns (5)
i psec (8) asnl-nobdules (3) spd-nodule (1) }

DEFINITIONS IMPLICI T TAGS :: =
BEGA N
| MPORTS
RDNSequence FROM PKI X1Explicit 88
{ iso(l) identified-organization(3)
dod(6) internet(1) security(5) mechanisnms(5) pkix(7)
i d-nmod(0) id-pkixl-explicit(18) } ;

-- An SPDis a list of policies in decreasing order of preference

SPD ::= SEQUENCE OF SPDEntry
SPDEntry ::= CHO CE {
i PsecEntry | PsecEntry, -- PROTECT traffic
bypassOrDi scard [0] BypassOrDiscardEntry } -- DI SCARD/ BYPASS
| PsecEntry ::= SEQUENCE ({ -- Each entry consists of
name NanmeSet s OPTI ONAL,
pFPs Packet FI ags, -- Popul ate from packet flags

-- Applies to ALL of the correspondi ng
-- traffic selectors in the SelectorlLists

condition Sel ectorLists, -- Policy "condition"
processing Processing -- Policy "action"
}
BypassOrDi scardEntry ::= SEQUENCE ({
bypass BOOLEAN, -- TRUE BYPASS, FALSE DI SCARD
condition | nCut Bound }
I nQut Bound ::= CHO CE {
out bound [0] Selectorlists,
i nbound [1] Sel ectorlists,

bot hways [2] Bot hVays }
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Bot hWays ::= SEQUENCE {
i nbound Sel ect or Li st s,
out bound Sel ectorlLists }
NanmeSets ::= SEQUENCE {
passed SET OF Nanes-R, -- Matched to IKE ID by
-- responder
| ocal SET OF Names-1 } -- Used internally by IKE
-- initiator
Nanmes-R ::= CHO CE { -- I KEv2 I Ds
dNare RDNSequence, -- | D_DER_ASN1_DN
fqdn FQDN, -- | D_FQDN
rfc822 [0] RFC822Nane, -- | D_RFC822_ADDR
keyl D OCTET STRING } -- KEY_ID
Names-1 ::= OCTET STRI NG -- Used internally by IKE
-- initiator
FQDN ::= | A5String
RFC822Nane ::= | A5String
Packet Flags ::= BIT STRING {

-- if set, take selector value from packet
-- establishing SA
-- else use value in SPD entry

| ocal Addr (0),

renot eAddr (1),

pr ot ocol (2),

| ocal Port (3),

renotePort (4) }

Sel ectorLists ::= SET OF Sel ectorlList
Sel ectorList ::= SEQUENCE {

| ocal Addr Addr Li st ,
renot eAddr Addr Li st,

pr ot ocol Pr ot ocol Choi ce }

Processing ::= SEQUENCE ({
ext SeqNum  BOOLEAN, -- TRUE 64 bit counter, FALSE 32 bit
seqOverfl ow BOOLEAN, -- TRUE rekey, FALSE terminate & audit
f ragCheck BOOLEAN, -- TRUE stateful fragment checking,

-- FALSE no stateful fragment checking
lifetinme SALi feti e,
Spi Manual SPI,
al gorithms ProcessingAl gs,
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t unnel Tunnel Options OPTIONAL } -- if absent, use
-- transport node

SALi fetime ::= SEQUENCE {

seconds [0] I NTEGER OPTI ONAL,

byt es [1] I NTEGER OPTI ONAL }
Manual SPI :: = SEQUENCE {

spi | NTEGER,

keys Keyl Ds }
Keyl Ds ::= SEQUENCE OF OCTET STRI NG
ProcessingAl gs ::= CHO CE {

ah [0] IntegrityAlgs, -- AH

esp [1] ESPAl gs} -- ESP
ESPAI gs ::= CHO CE {

integrity [0] IntegrityAlgs, -- integrity only

confidentiality [1] ConfidentialityAlgs, -- confidentiality

-- only

bot h [2] IntegrityConfidentialityAlgs,

conbi ned [ 3] Conbi nedvbdeAl gs }
IntegrityConfidentialityAl gs ::= SEQUENCE {

integrity I ntegrityAl gs,

confidentiality ConfidentialityAl gs }

-- Integrity Al gorithnms, ordered by decreasing preference
IntegrityAlgs ::= SEQUENCE OF IntegrityA g

-- Confidentiality Algorithms, ordered by decreasing preference
ConfidentialityAl gs ::= SEQUENCE OF ConfidentialityAlg

-- Integrity Al gorithns
IntegrityAl g ::= SEQUENCE {
algorithm IntegrityAl gType,
paraneters ANY -- DEFI NED BY al gorithm-- OPTI ONAL }

IntegrityAl gType ::= | NTEGER {
none (0),
aut h- HVAC- MD5-96 (1),
aut h- HVAC- SHA1- 96 (2),
aut h- DES- MAC (3),
aut h- KPDK- MD5 (4),
aut h- AES- XCBC-96 (5)
-- tbhd (6..65535)
}
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-- Confidentiality Algorithns
ConfidentialityA g ::= SEQUENCE {
algorithm ConfidentialityAl gType,
paranmeters ANY -- DEFINED BY algorithm-- OPTI ONAL }

ConfidentialityA gType ::= | NTEGER {
encr - DES- | V64 (1),
encr - DES (2),
encr - 3DES (3),
encr - RC5 (4),
encr - | DEA (5),
encr - CAST (6),
encr-BLONFISH (7),
encr - 31 DEA (8),
encr - DES- | V32 (9),
encr- R4 (10),
encr - NULL (11),

encr-AES-CBC (12),

encr-AES-CTR  (13)
-- thd (14..65535)

}

Combi nedMbdeAl gs :: = SEQUENCE OF Conbi nedModeAl g

Conmbi nedMbdeAl g : : = SEQUENCE {
al gorithm Conbi nedMbdeType,
paranmeters ANY -- DEFINED BY algorithn} -- defined outside
-- of this docunment for AES nodes.

Conbi nedMbdeType ::= | NTEGER {
conb- AES- CCM (1),
conb- AES- GCM (2)

-- tbd (3..65535)

}
Tunnel Options ::= SEQUENCE ({
dscp DSCP,
ecn BOOLEAN, -- TRUE Copy CE to inner header
df DF,
addr esses Tunnel Addr esses }
Tunnel Addresses ::= CHO CE {
i pvd | Pv4Pair,
i pv6 [0] IPv6Pair }
| Pv4Pair ::= SEQUENCE {
| ocal OCTET STRING (SI ZE(4)),
renot e OCTET STRING (SI ZE(4)) }
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| Pv6Pair ::= SEQUENCE {
| ocal OCTET STRI NG (Sl ZE(16))
renot e OCTET STRING (Sl ZE(16)) }
DSCP :: = SEQUENCE {
copy BOOLEAN, -- TRUE copy frominner header
-- FALSE do not copy
mappi ng OCTET STRI NG OPTI ONAL} -- points to table
-- if no copy
DF ::= I NTEGER {
cl ear (0),
set (1),
copy (2) }
Pr ot ocol Choi ce: : = CHO CE {
anyProt AnyProt ocol , -- for ANY protocol
noNext [ 0] NoNextLayerProtocol, -- has no next |ayer
-- itens
oneNext [1] OneNextLayerProtocol, -- has one next |ayer
-- item
twoNext [2] TwoNext LayerProtocol, -- has two next |ayer
-- itens
fragment Fragnent NoNext } -- has no next |ayer
-- info
AnyProtocol ::= SEQUENCE {
id | NTEGER (0), -- ANY protocol
next Layer AnyNext Layers }

AnyNext Layers :
first
second

: = SEQUENCE ({ --
AnyNext Layer, --
AnyNext Layer } --

NoNext Layer Prot ocol ::=

with either
ANY next
ANY next

| ayer sel ector
| ayer sel ector

| NTEGER (2. . 254)

Fragnment NoNext ::= | NTEGER (44) -- Fragnent identifier
OneNext Layer Prot ocol ::= SEQUENCE {

id | NTEGER (1..254), -- Iaw, M, | CWPv6

next Layer Next Layer Choi ce } -- | CWP Type*256+Code

-- MH Type*256

TwoNext Layer Prot ocol ::= SEQUENCE {

id | NTEGER (2. .254), -- Protocol

| ocal Next Layer Choi ce, -- Local and

renote Next Layer Choi ce } -- Renote ports
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Next Layer Choi ce ::= CHO CE {

any AnyNext Layer ,

opaque [ 0] OpaqueNext Layer,

range [1] NextLayer Range }
-- Representation of ANY in next layer field
AnyNext Layer ::= SEQUENCE {

start | NTEGER (0),

end | NTEGER (65535) }

-- Representation of OPAQUE in next |ayer field.
-- Matches | KE convention

OpaqueNext Layer ::= SEQUENCE {
start | NTEGER (65535),
end | NTEGER (0) }
-- Range for a next layer field
Next Layer Range ::= SEQUENCE {
start | NTEGER (0. .65535),
end | NTEGER (0. .65535) }
-- List of IP addresses
Addr Li st ::= SEQUENCE {
vA4Li st | Pv4Li st OPTI ONAL,
V6L st [0] IPv6List OPTIONAL }
-- | Pv4 address representations
| Pv4Li st ::= SEQUENCE OF | Pv4Range
| Pv4Range ::= SEQUENCE { -- close, but not quite right
i pv4Start OCTET STRING (SIZE (4)),
i pv4End OCTET STRING (SI ZE (4)) }
-- | Pv6 address representations
| Pv6Li st ::= SEQUENCE OF | Pv6Range
| Pv6Range ::= SEQUENCE { -- close, but not quite right
i pv6St art OCTET STRING (SIZE (16)),
i pv6ENnd OCTET STRING (SIZE (16)) }
END
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Appendi x D: Fragnent Handling Rational e

There are three issues that nmust be resolved regardi ng processing of
(plaintext) fragments in | Psec:

- mapping a non-initial, outbound fragnent to the right SA
(or finding the right SPD entry)

- verifying that a received, non-initial fragment is authorized
for the SA via which it is received

- mappi ng out bound and i nbound non-initial fragnments to the
ri ght SPD/ cache entry, for BYPASS/ DI SCARD traffic

The first and third issues arise because we need a determnistic
algorithmfor mapping traffic to SAs (and SPD/cache entries). All
three issues are inportant because we want to make sure that
non-initial fragments that cross the | Psec boundary do not cause the
access control policies in place at the receiver (or transmitter) to
be vi ol at ed.

D.1. Transport Mde and Fragnents

First, we note that transport node SAs have been defined to not carry
fragments. This is a carryover from RFC 2401, where transport node
SAs always term nated at endpoints. This is a fundanmenta

requi renent because, in the worst case, an | Pv4 fragnent to which

| Psec was applied mght then be fragnented (as a ci phertext packet),
en route to the destination. |P fragnment reassenbly procedures at
the I Psec receiver would not be able to distinguish between pre-IPsec
fragments and fragments created after |Psec processing.

For I Pv6, only the sender is allowed to fragnent a packet. As for

| Pv4, an |Psec inplenentation is allowed to fragnent tunnel node
packets after |Psec processing, because it is the sender relative to
the (outer) tunnel header. However, unlike IPv4, it would be
feasible to carry a plaintext fragnent on a transport node SA
because the fragnent header in IPv6 woul d appear after the AH or ESP
header, and thus woul d not cause confusion at the receiver with
respect to reassenbly. Specifically, the receiver would not attenpt
reassenbly for the fragnent until after |Psec processing. To keep
things sinple, this specification prohibits carriage of fragnments on
transport node SAs for IPv6 traffic.

When only end systens used transport node SAs, the prohibition on
carriage of fragments was not a problem since we assuned that the
end system could be configured to not offer a fragnment to | Psec. For
a native host inplenmentation, this seens reasonable, and, as soneone
al ready noted, RFC 2401 warned that a BITS i npl enentation m ght have
to reassenbl e fragnments before perform ng an SA | ookup. (It would
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then apply AH or ESP and could re-fragment the packet after |Psec
processing.) Because a BITS inplenentation is assumed to be able to
have access to all traffic emanating fromits host, even if the host
has multiple interfaces, this was deemed a reasonabl e nandate.

In this specification, it is acceptable to use transport node in
cases where the | Psec inplenentation is not the ultinmate destination
e.g., between two SGs. In principle, this creates a new opportunity
for outbound, plaintext fragnments to be napped to a transport node SA
for I Psec processing. However, in these new contexts in which a
transport node SA is now approved for use, it seens likely that we
can continue to prohibit transm ssion of fragnents, as seen by | Psec,
i.e., packets that have an "outer header" with a non-zero fragnent

of fset field. For exanple, in an IP overlay network, packets being
sent over transport node SAs are IP-in-1P tunneled and thus have the
necessary inner header to accomodate fragmentation prior to | Psec
processing. Wen carried via a transport node SA, |Psec woul d not
exanmi ne the inner | P header for such traffic, and thus would not
consi der the packet to be a fragnent.

D.2. Tunnel Mde and Fragnents

For tunnel node SAs, it has al ways been the case that outbound
fragments might arrive for processing at an | Psec inplenentation

The need to accommodate fragnented out bound packets can pose a
probl em because a non-initial fragment generally will not contain the
port fields associated with a next layer protocol such as TCP, UDP

or SCTP. Thus, depending on the SPD configuration for a given |Psec
i npl enent ati on, plaintext fragments m ght or m ght not pose a
probl em

For exanple, if the SPD requires that all traffic between two address
ranges is offered | Psec protection (no BYPASS or DI SCARD SPD entries
apply to this address range), then it should be easy to carry
non-initial fragments on the SA defined for this address range, since
the SPD entry inplies an intent to carry ALL traffic between the
address ranges. But, if there are nultiple SPD entries that could
match a fragnent, and if these entries reference different subsets of
port fields (vs. ANY), then it is not possible to map an out bound
non-initial fragment to the right entry, unanbiguously. (If we choose
to allow carriage of fragments on transport node SAs for |Pv6, the
problens arises in that context as well.)

This problem | argely, though not exclusively, notivated the
definition of OPAQUE as a selector value for port fields in RFC 2401
The ot her notivation for OPAQUE is the observation that port fields
m ght not be accessible due to the prior application of |IPsec. For
exanple, if a host applied IPsec to its traffic and that traffic
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arrived at an SG these fields would be encrypted. The algorithm
specified for locating the "next |ayer protocol" described in RFC
2401 al so motivated use of OPAQUE to acconmodate an encrypted next

| ayer protocol field in such circunstances. Nonetheless, the primary
use of the OPAQUE val ue was to match traffic selector fields in
packets that did not contain port fields (non-initial fragnents), or
packets in which the port fields were already encrypted (as a result
of nested application of IPsec). RFC 2401 was anbi guous in

di scussi ng the use of OPAQUE vs. ANY, suggesting in sone places that
ANY m ght be an alternative to OPAQUE.

We gain additional access control capability by defining both ANY and
OPAQUE val ues. COPAQUE can be defined to match only fields that are
not accessible. W could define ANY as the conpl enent of OPAQUE
i.e., it would match all values but only for accessible port fields.
We have therefore sinplified the procedure enployed to | ocate the
next | ayer protocol in this docunent, so that we treat ESP and AH as
next | ayer protocols. As a result, the notion of an encrypted next

| ayer protocol field has vanished, and there is also no need to worry
about encrypted port fields either. And accordingly, OPAQUE will be
applicable only to non-initial fragnents.

Since we have adopted the definitions above for ANY and OPAQUE, we
need to clarify how these val ues work when the specified protoco
does not have port fields, and when ANY is used for the protoco
selector. Accordingly, if a specific protocol value is used as a
selector, and if that protocol has no port fields, then the port
field selectors are to be ignored and ANY MJST be specified as the
value for the port fields. (In this context, |ICMP TYPE and CODE
val ues are |unped together as a single port field (for |KEv2
negotiation), as is the I1Pv6 Mbility Header TYPE value.) If the
protocol selector is ANY, then this should be treated as equival ent
to specifying a protocol for which no port fields are defined, and
thus the port selectors should be ignored, and MJST be set to ANY.

D.3. The Problemof Non-lnitial Fragnents

For an SG inplenmentation, it is obvious that fragnments mght arrive
fromend systens behind the SG A BI TWi npl enentati on al so may
encounter fragnents froma host or gateway behind it. (As noted
earlier, native host inplenentations and BI TS i npl enent ati ons
probably can avoid the problens described below.) In the worst case,
fragments froma packet mght arrive at distinct Bl TWor SG
instantiations and thus preclude reassenbly as a sol ution option
Hence, in RFC 2401 we adopted a general requirenent that fragments
nmust be accommmobdated in tunnel node for all inplenentations. However,
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RFC 2401 did not provide a perfect solution. The use of OPAQUE as a
sel ector value for port fields (a SHOULD in RFC 2401) all owed an SA
to carry non-initial fragnents.

Using the features defined in RFC 2401, if one defined an SA between
two I Psec (SG or BITW inplenentations using the OPAQUE val ue for
both port fields, then all non-initial fragnents natching the

source/ destination (S/ D) address and protocol values for the SA would
be mapped to that SA. Initial fragments would NOT map to this SA if
we adopt a strict definition of OPAQUE. However, RFC 2401 did not
provi de detail ed guidance on this and thus it may not have been
apparent that use of this feature would essentially create a
"non-initial fragnent only" SA.

In the course of discussing the "fragnent-only" SA approach, it was
noted that some subtle problens, problens not considered in RFC 2401
woul d have to be avoided. For exanple, an SA of this sort nust be
configured to offer the "highest quality" security services for any
traffic between the indicated S/D addresses (for the specified
protocol). This is necessary to ensure that any traffic captured by
the fragment-only SA is not offered degraded security relative to
what it would have been offered if the packet were not fragmented. A
possi bl e problem here is that we may not be able to identify the

"hi ghest quality" security services defined for use between two | Psec
i mpl enentation, since the choice of security protocols, options, and
algorithnms is a lattice, not a totally ordered set. (W night safely
say that BYPASS < AH < ESP wintegrity, but it gets conplicated if we
have nmultiple ESP encryption or integrity algorithmoptions.) So, one
has to inmpose a total ordering on these security paraneters to nmake
this work, but this can be done | ocally.

However, this conservative strategy has a possibl e perfornmance
downside. |If nost traffic traversing an IPsec inplenentation for a
given S/D address pair (and specified protocol) is bypassed, then a
fragment-only SA for that address pair mght cause a dramatic
increase in the volune of traffic afforded crypto processing. |f the
crypto inplenentati on cannot support high traffic rates, this could
cause problens. (An IPsec inplenentation that is capable of line rate
or near line rate crypto performance woul d not be adversely affected
by this SA configuration approach. Nonethel ess, the perfornmance
inmpact is a potential concern, specific to inplenentation
capabilities.)

Anot her concern is that non-initial fragnents sent over a dedicated
SA might be used to effect overlapping reassenbly attacks, when
conmbi ned with an apparently acceptable initial fragnment. (This sort
of attack assunes creation of bogus fragnents and is not a side
effect of nornmal fragnentation.) This concern is easily addressed in
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| Pv4, by checking the fragnent offset value to ensure that no
non-initial fragments have a small enough offset to overlap port
fields that should be contained in the initial fragment. Recall that
the 1Pv4 MIU minimumis 576 bytes, and the max | P header length is 60
bytes, so any ports should be present in the initial fragnment. If we
require all non-initial fragnents to have an offset of, say, 128 or
greater, just to be on the safe side, this should prevent successfu

attacks of this sort. |If the intent is only to protect against this
sort of reassenbly attack, this check need be inplenented only by a
receiver.

| Pv6 al so has a fragnment offset, carried in the fragnentation
extensi on header. However, |Pv6 extension headers are variable in

Il ength and there is no anal ogous nmax header |ength value that we can
use to check non-initial fragments, to reject ones that m ght be used
for an attack of the sort noted above. A receiver would need to

mai ntain state anal ogous to reassenbly state, to provide equival ent
protection. So, only for IPv4d is it feasible to inpose a fragnent

of fset check that would reject attacks designed to circunvent port
field checks by IPsec (or firewalls) when passing non-initial
fragments.

Anot her possible concern is that in sonme topol ogi es and SPD
configurations this approach mght result in an access contro
surprise. The notion is that if we create an SAto carry ALL
(non-initial) fragments, then that SA would carry sone traffic that

m ght otherwi se arrive as plaintext via a separate path, e.g., a path

monitored by a proxy firewall. But, this concern arises only if the
other path allows initial fragnents to traverse it w thout requiring
reassenbly, presumably a bad idea for a proxy firewall. Nonethel ess

this does represent a potential problemin sone topol ogi es and under
certain assunptions with respect to SPD and (other) firewall rule
sets, and administrators need to be warned of this possibility.

A less serious concern is that non-initial fragnments sent over a
non-initial fragnment-only SA mght represent a DoS opportunity, in
that they could be sent when no valid, initial fragment will ever
arrive. This mght be used to attack hosts behind an SG or BI TW
device. However, the increnental risk posed by this sort of attack
whi ch can be nounted only by hosts behind an SG or BI TWdevi ce, seens
smal | .

If we interpret the ANY sel ector val ue as enconpassi ng OPAQUE, then a
single SA with ANY values for both port fields would be able to

accommodate all traffic matching the S/D address and protocol traffic
selectors, an alternative to using the OPAQUE val ue. But, using ANY
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here precludes nultiple, distinct SAs between the sane | Psec
i mpl enentations for the sanme address pairs and protocol. So, it is
not an exactly equival ent alternative.

Fundanental |y, fragment handling problens arise only when nore than
one SA is defined with the same S/ D address and protocol selector
val ues, but with different port field selector val ues.

D. 4. BYPASS/ DI SCARD Traffic

We al so have to address the non-initial fragnment processing issue for
BYPASS/ DI SCARD entries, independent of SA processing. This is
largely a local matter for two reasons

1) W have no nmeans for coordinating SPD entries for such
traffic between | Psec inplenentations since |KE is not
i nvoked.

2) Many of these entries refer to traffic that is NOT
directed to or received froma location that is using
| Psec. So there is no peer |Psec inplementation with
which to coordinate via any neans.

However, this docunent shoul d provide gui dance here, consistent with
our goal of offering a well-defined, access control function for al
traffic, relative to the | Psec boundary. To that end, this docunent
says that inplenentations MJST support fragnent reassenbly for
BYPASS/ DI SCARD traffic when port fields are specified. An

i npl enment ation al so MUST pernit a user or adnministrator to accept
such traffic or reject such traffic using the SPD conventi ons
described in Section 4.4.1. The concern is that BYPASS of a
cleartext, non-initial fragnent arriving at an | Psec inplenentation
coul d undernine the security afforded | Psec-protected traffic
directed to the same destination. For exanple, consider an |Psec

i npl enment ati on configured with an SPD entry that calls for

| Psec-protection of traffic between a specific source/destination
address pair, and for a specific protocol and destination port, e.g.
TCP traffic on port 23 (Telnet). Assunme that the inplenentation also
al | ows BYPASS of traffic fromthe same source/destination address
pair and protocol, but for a different destination port, e.g., port
119 (NNTP). An attacker could send a non-initial fragnent (with a
forged source address) that, if bypassed, could overlap wth

| Psec-protected traffic fromthe same source and thus violate the
integrity of the IPsec-protected traffic. Requiring statefu
fragment checking for BYPASS entries with non-trivial port ranges
prevents attacks of this sort.
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D.5. Just say no to ports?

It has been suggested that we could avoid the probl ens described
above by not allowing port field selectors to be used in tunnel node.
But the di scussion above shows this to be an unnecessarily stringent
approach, i.e., since no problens arise for the native OS and BI TS

i mpl enentati ons. Myreover, sone W5 nenbers have descri bed scenari os
where use of tunnel node SAs with (non-trivial) port field selectors
is appropriate. So the challenge is defining a strategy that can
deal with this problemin BITWand SG contexts. Also note that
BYPASS/ DI SCARD entries in the SPD that nmake use of ports pose the
sanme problens, irrespective of tunnel vs. transport node notions.

Some fol ks have suggested that a firewall behind an SG or Bl TW shoul d
be left to enforce port-1level access controls and the effects of
fragmentation. However, this seenms to be an incongruous suggestion
in that el sewhere in IPsec (e.g., in |IKE payl oads) we are concerned
about firewalls that always discard fragnents. |If many firewalls
don’'t pass fragments in general, why should we expect themto dea
with fragnments in this case? So, this analysis rejects the suggestion
of disallowing use of port field selectors with tunnel node SAs.

D.6. Oher Suggested Sol utions

One suggestion is to reassenble fragments at the sending | Psec

i mpl enentation, and thus avoid the problementirely. This approach
is invisible to a receiver and thus could be adopted as a purely

| ocal inplenmentation option

A nore sophisticated version of this suggestion calls for
establishing and naintaining mninal state fromeach initial fragnent
encountered, to allow non-initial fragnents to be matched to the
right SAs or SPD/cache entries. This inplies an extension to the
current processing nodel (and the old one). The IPsec inplenentation
woul d intercept all fragments; capture Source/Destination IP
addresses, protocol, packet ID, and port fields frominitial
fragments; and then use this data to nmap non-initial fragments to SAs
that require port fields. |If this approach is enployed, the receiver
needs to enpl oy an equival ent schene, as it too nust verify that

recei ved fragnents are consistent with SA selector values. A
non-initial fragment that arrives prior to an initial fragnment could
be cached or discarded, awaiting arrival of the corresponding initial
fragnment.

A downsi de of both approaches noted above is that they will not

al ways work. \When a Bl TWdevice or SGis configured in a topol ogy
that mght allow sone fragnents for a packet to be processed at
different SGs or Bl TWdevices, then there is no guarantee that al
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D. 7.

D. 8.

Ken

fragments will ever arrive at the sane | Psec device. This approach
al so rai ses possible processing problens. If the sender caches
non-initial fragments until the corresponding initial fragment
arrives, buffering problens mght arise, especially at high speeds.
If the non-initial fragnents are discarded rather than cached, there
is no guarantee that traffic will ever pass, e.g., retransm ssion
will result in different packet |IDs that cannot be matched with prior
transm ssions. In any case, housekeeping procedures will be needed
to decide when to delete the fragnment state data, adding some
complexity to the system Nonetheless, this is a viable solution in
some topol ogies, and these are likely to be common topol ogi es.

The Working Group rejected an earlier version of the convention of
creating an SAto carry only non-initial fragments, sonething that
was supported inplicitly under the RFC 2401 nodel via use of OPAQUE
port fields, but never clearly articulated in RFC 2401. The
(rejected) text called for each non-initial fragnment to be treated as
protocol 44 (the IPv6 fragnment header protocol I1D) by the sender and
receiver. This approach has the potential to nake |Pv4 and | Pv6
fragment handling nore uniform but it does not fundanentally change
the problem nor does it address the issue of fragnent handling for
BYPASS/ DI SCARD traffic. G ven the fragnent overlap attack problem
that 1 Pv6 poses, it does not seemthat it is worth the effort to
adopt this strategy.

Consi st ency

Earlier, the W5 agreed to allow an IPsec BITS, BITW or SGto perform
fragmentation prior to | Psec processing. |If this fragmentation is
perfornmed after SA | ookup at the sender, there is no "napping to the
right SA" problem But, the receiver still needs to be able to
verify that the non-initial fragments are consistent with the SA via
which they are received. Since the initial fragment mnight be |ost en
route, the receiver encounters all of the potential problens noted
above. Thus, if we are to be consistent in our decisions, we need to
say how a receiver will deal with the non-initial fragnents that
arrive.

Concl usi ons

There is no sinple, uniformway to handle fragnments in all contexts.
D fferent approaches work better in different contexts. Thus, this
docunent offers 3 choices -- one MUST and two MAYs. At sone point in
the future, if the community gains experience with the two MAYs, they
may become SHOULDs or MJUSTs or ot her approaches may be proposed.
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Appendi x E: Exanpl e of Supporting Nested SAs via SPD and Forwar di ng
Tabl e Entries

Thi s appendi x provides an exanple of how to configure the SPD and
forwarding tables to support a nested pair of SAs, consistent with
the new processing nodel. For sinplicity, this exanple assunes just
one SPD-1.

The goal in this exanple is to support a transport node SA fromA to
C, carried over a tunnel node SA fromA to B. For exanple, A mght
be a laptop connected to the public Internet, B might be a firewal
that protects a corporate network, and C nmight be a server on the
corporate network that denands end-to-end authentication of A's

traffic.
+---+ +---4+  H---+
| Al===== B| | C|
| |
I | ===== | I
+---+ -4 4o+

A's SPD contains entries of the form

Next Layer
Rul e Local Renote Protocol Action
1 C A ESP BYPASS
2 A C | CVMP, ESP PROTECT( ESP, t unnel , i nt egr +conf)
3 A C ANY PROTECT( ESP, transport,integr-only)
4 A B | CWP, | KE BYPASS

A's unprotected-side forwarding table is set so that outbound packets
destined for C are | ooped back to the protected side. A's
protected-side forwarding table is set so that inbound ESP packets
are | ooped back to the unprotected side. A s forwarding tables
contain entries of the form

Unpr ot ect ed- si de forwarding table

Rul e Local Renote Protocol Action

1 A C ANY | oop back to protected side
2 A B ANY forward to B
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Pr ot ect ed-si de forwardi ng table

Rul e Local Renote Protocol Action

1 A C ESP | oop back to unprotected side

An out bound TCP packet fromA to C would nmatch SPD rule 3 and have
transport node ESP applied to it. The unprotected-side forwarding
table woul d then | oop back the packet. The packet is conpared
against SPD-1 (see Figure 2), matches SPD rule 1, and so it is
BYPASSed. The packet is treated as an out bound packet and conpared
against the SPD for a third tine. This time it nmatches SPD rule 2,
so ESP is applied in tunnel node. This tinme the forwarding table
doesn’'t | oop back the packet, because the outer destination address
is B, so the packet goes out onto the wire.

An inbound TCP packet fromCto Ais wapped in two ESP headers; the
outer header (ESP in tunnel node) shows B as the source, whereas the
i nner header (ESP transport node) shows C as the source. Upon
arrival at A the packet woul d be mapped to an SA based on the SPI,
have t he outer header renoved, and be decrypted and
integrity-checked. Then it would be matched agai nst the SAD
selectors for this SA which would specify C as the source and A as
the destination, derived fromSPD rule 2. The protected-side
forwardi ng function would then send it back to the unprotected side
based on the addresses and the next |ayer protocol (ESP), indicative
of nesting. It is conpared against SPD-O (see Figure 3) and found to
match SPD rule 1, so it is BYPASSed. The packet is mapped to an SA
based on the SPI, integrity-checked, and conpared agai nst the SAD
selectors derived fromSPD rule 3. The forwardi ng function then
passes it up to the next layer, because it isn't an ESP packet.
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