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Abst r act
The Dat agram Congestion Control Protocol (DCCP) is a transport
protocol that provides bidirectional unicast connections of
congestion-controlled unreliable datagrans. DCCP is suitable for
applications that transfer fairly large anmounts of data and that can
benefit fromcontrol over the tradeoff between tineliness and
reliability.
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1

I ntroduction

The Dat agram Congestion Control Protocol (DCCP) is a transport
protocol that inplenments bidirectional, unicast connections of
congestion-controlled, unreliable datagranms. Specifically, DCCP
provi des the foll ow ng

0 Unreliable flows of datagrans.
0 Reliable handshakes for connection setup and teardown.

0 Reliable negotiation of options, including negotiation of a
sui tabl e congestion control mechani sm

0 Mechanisns allowing servers to avoid holding state for
unacknowl edged connection attenpts and al ready-fini shed
connecti ons.

0 Congestion control incorporating Explicit Congestion Notification
(ECN) [RFC3168] and the ECN Nonce [ RFC3540].

0 Acknow edgenent nechani sns conmuni cati ng packet | oss and ECN
information. Acks are transmtted as reliably as the rel evant
congestion control nechani smrequires, possibly conpletely
reliably.

0 Optional mechanisnms that tell the sending application, with high
reliability, which data packets reached the receiver, and whether
t hose packets were ECN marked, corrupted, or dropped in the
recei ve buffer.

o Path Maxi mum Transmi ssion Unit (PMIU) discovery [RFCL1191].

0 A choice of nodul ar congestion control mechani sms. Two nechani sns
are currently specified: TCP-like Congestion Control [RFC4341] and
TCP-Friendly Rate Control (TFRC) [RFC4342]. DCCP is easily
extensible to further forns of unicast congestion control

DCCP is intended for applications such as streanming nedia that can
benefit fromcontrol over the tradeoffs between delay and reliable
in-order delivery. TCP is not well suited for these applications,
since reliable in-order delivery and congestion control can cause
arbitrarily long delays. UDP avoids |ong del ays, but UDP
applications that inplenment congestion control nmust do so on their
own. DCCP provides built-in congestion control, including ECN
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support, for unreliable datagram flows, avoiding the arbitrary del ays
associated with TCP. It also inplenents reliable connection setup,
teardown, and feature negotiation

2. Design Rationale

One DCCP design goal was to give nost stream ng UDP applications
little reason not to switch to DCCP, once it is deployed. To
facilitate this, DCCP was designed to have as little overhead as
possi ble, both in ternms of the packet header size and in ternms of the
state and CPU overhead required at end hosts. Only the m ninma
necessary functionality was included in DCCP, |eaving other
functionality, such as forward error correction (FEC), seni-
reliability, and nultiple streans, to be |ayered on top of DCCP as
desi red.

Different forns of conformant congestion control are appropriate for
different applications. For exanple, on-line ganes nmight want to
make qui ck use of any avail abl e bandwi dth, while streani ng nedia

m ght trade off this responsiveness for a steadier, less bursty rate.
(Sudden rate changes can cause unacceptable U glitches such as
audi bl e pauses or clicks in the playout stream) DCCP thus all ows
applications to choose froma set of congestion control nechanisns.
One alternative, TCP-like Congestion Control, halves the congestion
wi ndow i n response to a packet drop or mark, as in TCP. Applications
using this congestion control nmechanismw Il respond quickly to
changes in avail abl e bandwi dt h, but must tol erate the abrupt changes
i n congestion wi ndow typical of TCP. A second alternative, TCP-
Friendly Rate Control (TFRC) [RFC3448], a form of equation-based
congestion control, mnimzes abrupt changes in the sending rate
whil e naintaining longer-termfairness with TCP. Qher alternatives
can be added as future congestion control mechanisns are

st andar di zed.

DCCP also lets unreliable traffic safely use ECN. A UDP kerne
Application Programming Interface (APlI) nmight not allow applications
to set UDP packets as ECN capable, since the APl could not guarantee
that the application would properly detect or respond to congestion
DCCP kernel APlIs will have no such issues, since DCCP inplenments
congestion control itself.

We chose not to require the use of the Congestion Manager [RFC3124],
which allows multiple concurrent streans between the sane sender and
recei ver to share congestion control. The current Congestion Manager
can only be used by applications that have their own end-to-end

f eedback about packet |osses, but this is not the case for many of
the applications currently using UDP. In addition, the current
Congesti on Manager does not easily support nultiple congestion
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control nechani snms or nechani sns where the state about past packet
drops or marks is naintained at the receiver rather than the sender
DCCP shoul d be able to nmake use of CM where desired by the
application, but we do not see any benefit in making the depl oynent
of DCCP contingent on the deploynment of CMitself.

We intend for DCCP' s protocol mechani sns, which are described in this
docunent, to suit any application desiring unicast congestion-
controlled streans of unreliable datagrans. However, the congestion
control mechani snms currently approved for use with DCCP, which are
described in separate Congestion Control ID Profiles [ RFC4341,
RFC4342], may cause problens for sone applications, including high-
bandwi dth interactive video. These applications should be able to
use DCCP once suitable Congestion Control ID Profiles are

st andar di zed.

3. Conventions and Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [RFC2119].

3. 1. Nunbers and Fi el ds

Al multi-byte numerical quantities in DCCP, such as port nunbers,
Sequence Nunmbers, and argunents to options, are transnmitted in
network byte order (nost significant byte first).

We occasionally refer to the "left” and "right" sides of a bit field.
"Left" means towards the nost significant bit, and "right" neans
towards the | east significant bit.

Random nunbers in DCCP are used for their security properties and
SHOULD be chosen according to the guidelines in [ RFC4086] .

Al'l operations on DCCP sequence nunbers use circular arithnetic
nmodul o 2748, as do conparisons such as "greater" and "greatest".
This formof arithmetic preserves the rel ationships between sequence

nunbers as they roll over from2748 - 1 to 0. Inplenmentation
strategi es for DCCP sequence numbers will resenble those for other
circular arithnetic spaces, including TCP s sequence nunbers [ RFC793]
and DNS's serial nunbers [RFC1982]. It may nake sense to store DCCP

sequence nunbers in the nost significant 48 bits of 64-bit integers
and set the least significant 16 bits to zero, since this supports a
conmon techni que that inplenents circular conparison A < B by testing
whet her (A - B) < 0 using conventional two' s-conplenent arithmetic.
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Reserved bitfields in DCCP packet headers MJST be set to zero by
senders and MJST be ignored by receivers, unless otherw se specified.
This allows for future protocol extensions. |In particular, DCCP
processors MJST NOT reset a DCCP connection sinply because a Reserved
field has non-zero val ue [ RFC3360].

3.2. Parts of a Connection

Each DCCP connection runs between two hosts, which we often name DCCP
A and DCCP B. Each connection is actively initiated by one of the
hosts, which we call the client; the other, initially passive host is
called the server. The term"DCCP endpoint" is used to refer to
either of the two hosts explicitly named by the connection (the
client and the server). The term "DCCP processor" refers nore
generally to any host that night need to process a DCCP header; this
i ncl udes the endpoints and any niddl eboxes on the path, such as
firewal I s and network address translators.

DCCP connections are bidirectional: data may pass from either
endpoint to the other. This nmeans that data and acknow edgenents may
flow in both directions simultaneously. Logically, however, a DCCP
connection consists of two separate unidirectional connections,
cal l ed hal f-connections. Each hal f-connection consists of the
application data sent by one endpoint and the correspondi ng

acknow edgenents sent by the other endpoint. W can illustrate this
as foll ows:

T + A-to-B hal f-connection: T +
| | --> application data --> | |
| | <-- acknow edgenents <-- | |
| DCCP A | | DCCP B

| | B-to-A half-connection: |

| | <-- application data <-- | |
e + --> acknow edgenents --> e +

Al though they are logically distinct, in practice the half-
connections overlap; a DCCP-DataAck packet, for exanple, contains
application data relevant to one hal f-connecti on and acknow edgenent
i nformati on relevant to the other

In the context of a single half-connection, the ternms "HC Sender” and
"HC- Recei ver" denote the endpoints sending application data and
acknow edgenents, respectively. For exanple, DCCP Ais the

HC- Sender and DCCP B is the HC-Receiver in the A-to-B

hal f - connecti on.
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3. 3. Feat ures

A DCCP feature is a connection attribute on whose value the two
endpoi nts agree. Many properties of a DCCP connection are controlled
by features, including the congestion control nechanisns in use on
the two hal f-connections. The endpoints achi eve agreenent through

t he exchange of feature negotiation options in DCCP headers.

DCCP features are identified by a feature nunber and an endpoint.

The notation "F/ X" represents the feature with feature nunber F

| ocated at DCCP endpoint X. Each valid feature nunber thus
corresponds to two features, which are negotiated separately and need
not have the sane value. The two endpoints know, and agree on, the
val ue of every valid feature. DCCP Ais the "feature |ocation" for
all features F/A and the "feature renote" for all features F/ B.

3.4. Round-Trip Tines

DCCP round-trip tine neasurenents are perforned by congestion contro
nmechani sns; different mechani sms may nmeasure round-trip time in
different ways, or not neasure it at all. However, the main DCCP
prot ocol does use round-trip tinmes occasionally, such as in the
initial values for certain timers. Each DCCP inplenentation thus
defines a default round-trip tinme for use when no estimate is
avai l able. This paraneter should default to not |less than 0.2
seconds, a reasonably conservative round-trip tine for Internet TCP
connections. Protocol behavior specified in ternms of "round-trip
time" values actually refers to "a current round-trip tinme estimte
taken by sone CCID, or, if no estimate is available, the default
round-trip time paraneter”.

The maxi mum segnment lifetinme, or MSL, is the maxinumlength of tine a
packet can survive in the network. The DCCP MSL shoul d equal that of
TCP, which is normally two m nutes.

3.5. Security Limtation

DCCP provides no protection against attackers who can snoop on a
connection in progress, or who can guess valid sequence nunbers in
other ways. Applications desiring stronger security should use |IPsec
[ RFC2401]; depending on the |evel of security required, application-

| evel cryptography nmay al so suffice. These issues are discussed
further in Sections 7.5.5 and 18.
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3.6. Robustness Principle

DCCP i npl ementations will follow TCP s "general principle of
robust ness": "be conservative in what you do, be liberal in what you
accept from others"” [RFC793].

4, Overview

DCCP' s hi gh-1evel connection dynam cs echo those of TCP. Connections
progress through three phases: initiation, including a three-way
handshake; data transfer; and term nation. Data can flow both ways
over the connection. An acknow edgenent framework |ets senders

di scover how nuch data has been |l ost and thus avoid unfairly
congesting the network. O course, DCCP provides unreliable datagram
semantics, not TCP's reliable bytestream semantics. The application
must package its data into explicit frames and must retransmt its
own data as necessary. It may be useful to think of DCCP as TCP

m nus bytestream senantics and reliability, or as UDP plus congestion
control, handshakes, and acknow edgenents.

4.1. Packet Types

Ten packet types inplenment DCCP' s protocol functions. For exanple,
every new connection attenpt begins with a DCCP- Request packet sent
by the client. 1In this way a DCCP- Request packet resenbles a TCP
SYN, but since DCCP-Request is a packet type there is no way to send
an unexpected flag conbi nati on, such as TCP' s SYN+FI N+ACK+RST.

Ei ght packet types occur during the progress of a typical connection,
shown here. Note the three-way handshakes during initiation and
term nation.

dient Server
(1) Initiation
DCCP- Request -->
<-- DCCP- Response
DCCP- Ack -->
(2) Data transfer
DCCP- Dat a, DCCP- Ack, DCCP-Dat aAck -->
<-- DCCP- Data, DCCP-Ack, DCCP-DataAck
(3) Term nation
<-- DCCP-d oseReq
DCCP-Cl ose -->
<-- DCCP- Reset

The two renmi ni ng packet types are used to resynchronize after bursts
of | oss.
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Every DCCP packet starts with a fixed-size generic header.
Particul ar packet types include additional fixed-size header data;
for exanple, DCCP-Acks include an Acknow edgenent Number. DCCP
options and any application data foll ow the fixed-size header.

The packet types are as foll ows:

DCCP- Request
Sent by the client to initiate a connection (the first part of the
three-way initiation handshake).

DCCP- Response
Sent by the server in response to a DCCP-Request (the second part
of the three-way initiation handshake).

DCCP- Dat a
Used to transmt application data.

DCCP- Ack
Used to transnit pure acknow edgemnents.

DCCP- Dat aAck
Used to transmit application data with piggybacked acknow edgenent
i nformation.

DCCP- d oseReq
Sent by the server to request that the client close the
connecti on.

DCCP- Cl ose
Used by the client or the server to close the connection; elicits
a DCCP-Reset in response.

DCCP- Reset
Used to term nate the connection, either normally or abnormally.

DCCP- Sync, DCCP- SyncAck
Used to resynchroni ze sequence nunbers after |arge bursts of |oss.

4.2. Packet Sequencing
Each DCCP packet carries a sequence nunber so that |osses can be
detected and reported. Unlike TCP sequence nunbers, which are byte-

based, DCCP sequence nunbers increment by one per packet. For
exanpl e:
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DCCP- Dat a(seqno 1) -->
DCCP- Dat a(seqno 2) -->
<-- DCCP- Ack(segno 10, ackno 2)
DCCP- Dat aAck(seqno 3, ackno 10) -->
<-- DCCP- Dat a(segno 11)

Every DCCP packet increments the sequence nunber, whether or not it
contains application data. DCCP-Ack pure acknow edgenents i ncrenent
t he sequence nunber; for instance, DCCP B s second packet above uses
sequence nunber 11, since sequence nunber 10 was used for an

acknow edgenent. This lets endpoints detect all packet |oss,

i ncl udi ng acknow edgenent loss. |t also nmeans that endpoints can get
out of sync after long bursts of loss. The DCCP-Sync and DCCP-
SyncAck packet types are used to recover (Section 7.5).

Since DCCP provides unreliable senantics, there are no

retransm ssions, and having a TCP-style cunul ati ve acknow edgenent
field doesn’'t nake sense. DCCP' s Acknow edgenent Number field equals
t he greatest sequence nunber received, rather than the small est
sequence number not received. Separate options indicate any

i nternedi at e sequence nunbers that weren't received

4.3. States
DCCP endpoi nts progress through different states during the course of
a connection, corresponding roughly to the three phases of

initiation, data transfer, and term nation. The figure bel ow shows
the typical progress through these states for a client and server
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Cient Server
(0) No connection
CLOSED LI STEN
(1) Initiation
REQUEST DCCP- Request -->
<-- DCCP- Response RESPOND
PARTOPEN DCCP- Ack or DCCP- Dat aAck -->
(2) Data transfer
OPEN <-- DCCP-Data, Ack, DataAck --> OPEN
(3) Term nation
<-- DCCP-d oseReq CLOSEREQ
CLOsSI NG DCCP-C ose -->
<-- DCCP- Reset CLOSED
TI MEVAI T
CLOSED

The nine possible states are as follows. They are listed in

i ncreasing order, so that "state >= CLOSEREQ' neans the same as
"state = CLOSEREQ or state = CLOSING or state = TIMEWAIT". Section 8
describes the states in nore detail.

CLCOSED
Represents nonexi stent connecti ons.

LI STEN
Represents server sockets in the passive listening state. LISTEN
and CLOSED are not associated with any particul ar DCCP connecti on.

REQUEST
A client socket enters this state, from CLOSED, after sending a
DCCP- Request packet to try to initiate a connection.

RESPOND
A server socket enters this state, fromLISTEN, after receiving a
DCCP- Request froma client.

PARTOPEN
A client socket enters this state, from REQUEST, after receiving a
DCCP- Response fromthe server. This state represents the third
phase of the three-way handshake. The client may send application
data in this state, but it MJST include an Acknow edgenent Number
on all of its packets.
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4.4.

Koh

OPEN
The central data transfer portion of a DCCP connection. dient
and server sockets enter this state from PARTOPEN and RESPOND,
respectively. Sonetinmes we speak of SERVER- OPEN and CLI ENT- OPEN
states, corresponding to the server’s OPEN state and the client’s
OPEN st ate.

CLOSEREQ
A server socket enters this state, from SERVER-OPEN, to order the
client to close the connection and to hold TI MEWAI T state.

CLGCSI NG
Server and client sockets can both enter this state to close the
connecti on.

TI MEVAI T
A server or client socket remains in this state for 2MsL (4
m nutes) after the connection has been torn down, to prevent
m st akes due to the delivery of old packets. Only one of the
endpoints has to enter TIMEWAIT state (the other can enter CLOSED
state imedi ately), and a server can request its client to hold
TIMEWAI T state using the DCCP-C oseReq packet type

Congestion Control Mechanisns

DCCP connections are congestion controlled, but unlike in TCP, DCCP
applications have a choice of congestion control mechanism In fact,
the two hal f-connections can be governed by different nmechani sns.
Mechani sns are denoted by one-byte congestion control identifiers, or
CCl Ds. The endpoints negotiate their CCI Ds during connection
initiation. Each CCID describes how the HC-Sender linits data packet
rates, how the HC- Receiver sends congestion feedback via

acknow edgenents, and so forth. CCIDs 2 and 3 are currently defined;
CClDs 0, 1, and 4-255 are reserved. Oher CClDs may be defined in
the future

CCID 2 provides TCP-like Congestion Control, which is simlar to that
of TCP. The sender nmintains a congestion wi ndow and sends packets
until that windowis full. Packets are acknow edged by the receiver
Dr opped packets and ECN [ RFC3168] indicate congestion; the response
to congestion is to halve the congestion wi ndow. Acknow edgenents in
CCID 2 contain the sequence nunbers of all received packets within
some wi ndow, simlar to a selective acknow edgenent (SACK) [ RFC2018].

CCID 3 provides TCP-Friendly Rate Control (TFRC), an equati on-based
form of congestion control intended to respond to congestion nore
snoothly than CCI D 2. The sender nmaintains a transmt rate, which it
updates using the receiver’'s estimte of the packet |oss and nark
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rate. CCI D 3 behaves sonewhat differently than TCP in the short
term but is designed to operate fairly with TCP over the long term

Section 10 describes DCCP's CCIDs in nore detail. The behaviors of
CClDs 2 and 3 are fully defined in separate profil e docunents
[ RFC4341, RFCA4342].

4.5. Feature Negotiation Options

DCCP endpoi nts use Change and Confirm options to negotiate and agree
on feature values. Feature negotiation will alnost always happen on
the connection initiation handshake, but it can begin at any tine.

There are four feature negotiation options in all: Change L, Confirm
L, Change R, and Confirm R  The "L" options are sent by the feature
|l ocation and the "R' options are sent by the feature renote. A
Change R option says to the feature | ocation, "change this feature
value as follows". The feature |ocation responds with ConfirmlL,
meani ng, "l’ve changed it". Sone features allow Change R options to
contain rmultiple values sorted in preference order. For exanple:

Cient Server

Change R(CCID, 2) -->
<-- ConfirmL(CCID, 2)
* agreenment that CCl D/ Server = 2 *

Change R(CCID, 3 4) -->
<-- ConfirmL(CCID, 4, 4 2)
* agreenent that CCl D/ Server = 4 *

Bot h exchanges negotiate the CCI D/ Server feature's value, which is
the CCID in use on the server-to-client half-connection. 1In the
second exchange, the client requests that the server use either CCID
3 or CCOD4, with 3 preferred; the server chooses 4 and supplies its
preference list, "4 2".

The Change L and Confirm R options are used for feature negotiations
initiated by the feature location. In the follow ng exanple, the
server requests that CCl D/ Server be set to 3 or 2, with 3 preferred,
and the client agrees.
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Cient Server
<-- Change L(CCID, 3 2)
ConfirmR(CCD, 3, 32) -->
* agreenment that CC D/ Server = 3 *

Section 6 describes the feature negotiation options further
including the retransm ssion strategies that nmake negotiation
reliable.

4. 6. D fferences from TCP

DCCP's differences from TCP apart fromthose di scussed so far include
the follow ng:

o Copious space for options (up to 1008 bytes or the PMIU)

o Different acknow edgenent formats. The CCID for a connection
det er mi nes how nmuch acknow edgenent infornati on needs to be
transmtted. For exanple, in COD2 (TCP-like), this is about one
ack per 2 packets, and each ack nust declare exactly which packets
were received. In COD3 (TFRC), it is about one ack per round-
trip time, and acks nust declare at mninumjust the |engths of
recent |loss intervals.

o Denial of Service (DoS) protection. Several mechanisns help lint
the amount of state that possibly-m sbehaving clients can force
DCCP servers to maintain. An Init Cookie option anal ogous to
TCP' s SYN Cooki es [ SYNCOXKI ES] avoi ds SYN-flood-1ike attacks.

Only one connection endpoint has to hold TIMEWAIT state; the
DCCP- O oseReq packet, which may only be sent by the server, passes
that state to the client. Various rate linits let servers avoid
attacks that might force extensive conputation or packet
gener ati on.

o Distinguishing different kinds of loss. A Data Dropped option
(Section 11.7) lets an endpoint declare that a packet was dropped
because of corruption, because of receive buffer overflow, and so
on. This facilitates research into nore appropriate rate-contro
responses for these non-network-congestion | osses (although
currently such |l osses will cause a congestion response).

0 Acknow edgeability. |In TCP, a packet nay be acknow edged only
once the data is reliably queued for application delivery. This
does not make sense in DCCP, where an application mght, for
exanpl e, request a drop-fromfront receive buffer. A DCCP packet
may be acknow edged as soon as its header has been successfully
processed. Concretely, a packet becones acknow edgeable at Step 8
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4.

7.

of Section 8.5 s packet processing pseudocode. Acknow edgeability
does not guarantee data delivery, however: the Data Dropped option
may | ater report that the packet’s application data was discarded.

No receive window. DCCP is a congestion control protocol, not a
flow control protocol.

No sinultaneous open. Every connection has one client and one
server.

No hal f-cl osed states. DCCP has no states corresponding to TCP' s
FINVAI T and CLOSEWAI T, where one hal f-connection is explicitly
closed while the other is still active. The Data Dropped option’s
Drop Code 1, Application Not Listening (Section 11.7), can achieve
a simlar effect, however.

Exanpl e Connecti on

The progress of a typical DCCP connection is as follows. (This
description is informative, not normative.)

dient Server
0. [CLGCsSED] [ LI STEN]
1. DCCP- Request -->
2. <-- DCCP- Response
3. DCCP- Ack -->
4. DCCP-Data, DCCP-Ack, DCCP-DataAck -->

<-- DCCP-Dat a, DCCP- Ack, DCCP-Dat aAck

5. <-- DCCP-d oseReq
6. DCCP-Cl ose -->
7. <-- DCCP- Reset
8. [TIMEWAIT]

The client sends the server a DCCP- Request packet specifying the
client and server ports, the service being requested, and any
features being negotiated, including the CCID that the client
woul d |ike the server to use. The client may optionally piggyback
an application request on the DCCP- Request packet. The server may
ignore this application request.

The server sends the client a DCCP-Response packet indicating that
it iswilling to communicate with the client. This response

i ndi cates any features and options that the server agrees to,

begi ns other feature negotiations as desired, and optionally

i ncludes Init Cookies that wap up all this information and that
must be returned by the client for the connection to conplete.
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3. The client sends the server a DCCP- Ack packet that acknow edges
t he DCCP- Response packet. This acknow edges the server’'s initia
sequence nunmber and returns any Init Cookies in the DCCP-Response.
It may al so continue feature negotiation. The client may
pi ggyback an application-level request on this ack, producing a
DCCP- Dat aAck packet.

4. The server and client then exchange DCCP-Data packets, DCCP-Ack
packets acknow edgi ng that data, and, optionally, DCCP-DataAck
packets containing data with piggybacked acknow edgenents. If the
client has no data to send, then the server will send DCCP-Data
and DCCP- Dat aAck packets, while the client will send DCCP- Acks
excl usively. (However, the client may not send DCCP-Data packets
before receiving at | east one non- DCCP- Response packet fromthe
server.)

5. The server sends a DCCP-C oseReq packet requesting a close.
6. The client sends a DCCP-C ose packet acknow edgi ng the cl ose.

7. The server sends a DCCP- Reset packet with Reset Code 1, "d osed"
and clears its connection state. DCCP-Resets are part of nornmal
connection term nation; see Section 5.6.

8. The client receives the DCCP- Reset packet and holds state for two
maxi mum segnent |ifetimes, or 2MSL, to allow any renai ni ng packets
to clear the network.

An alternative connection closedown sequence is initiated by the
client:

5b. The client sends a DCCP-C ose packet closing the connection

6b. The server sends a DCCP- Reset packet with Reset Code 1, " osed"
and clears its connection state.

7b. The client receives the DCCP-Reset packet and holds state for
2MBL to all ow any renmi ni ng packets to clear the network

5. Packet Formats

The DCCP header can be from 12 to 1020 bytes long. The initial part
of the header has the sanme semantics for all currently defined packet
types. Following this comes any additional fixed-length fields

requi red by the packet type, and then a variable-length Iist of
options. The application data area follows the header. |In sone
packet types, this area contains data for the application; in other
packet types, its contents are ignored.
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. + -
| Generi c Header | |
T SNSSSS + |

| Additional Fields (depending on type) | +- DCCP Header
oo m e e e e e e e e e e e e e oo oo + |

| Options (optional) | |

+ + -

| Application Data Area |

T ' +

5.1. GCeneric Header

The DCCP generic header takes different forns depending on the val ue
of X, the Extended Sequence Nunbers bit. If X is one, the Sequence
Number field is 48 bits long, and the generic header takes 16 bytes,
as foll ows.

0 1 2 3
01234567890123456789012345678901
T I T S D i it S S S S S R S o S S A S

| Source Port | Dest Port |
R R e o i i i i i S i S S S e T T s i T S S S S e 5
| Data Ofset | CCval | CsCov | Checksum |
B i i i e S i i S S S S S e st S SR S
| | | X |

| Res | Type |=| Reserved | Sequence Nunber (high bits)

| | | 1] |

R R e o i i i i i S i S S S e T T s i T S S S S e 5

Sequence Nunber (low bits) |
e i el T I N N e e T ik IR R R R R RN i el R NI N R R R i el S

If Xis zero, only the low 24 bits of the Sequence Number are
transmitted, and the generic header is 12 bytes |ong.

0 1 2 3
01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| Source Port | Dest Port |
I i T i S i S S S
| Data Ofset | CCval | CsCov | Checksum |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| | | X| |
| Res | Type |=| Sequence Nunber (low bits) |
| | | Of |
T i S T i S e S S it i S
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The generic header fields are defined as follows.

Source and Destination Ports: 16 bits each
These fields identify the connection, sinmlar to the correspondi ng
fields in TCP and UDP. The Source Port represents the rel evant
port on the endpoint that sent this packet, and the Destination
Port represents the relevant port on the other endpoint. Wen
initiating a connection, the client SHOULD choose its Source Port
randomy to reduce the likelihood of attack.

DCCP APlIs should treat port nunbers simlarly to TCP and UDP port
nunbers. For exanple, nachines that distinguish between
"privileged" and "unprivileged" ports for TCP and UDP shoul d do

t he same for DCCP

Data Offset: 8 bhits
The offset fromthe start of the packet’s DCCP header to the start
of its application data area, in 32-bit words. The receiver MJST
i gnore packets whose Data Offset is snmaller than the m ni rumsized
header for the given Type or |larger than the DCCP packet itself.

CCval: 4 bits
Used by the HC Sender CCID. For exanple, the A-to-B CCD s
sender, which is active at DCCP A, MAY send 4 bits of information
per packet to its receiver by encoding that information in CCval
The sender MJST set CCVal to zero unless its HC Sender CCI D
specifies otherwi se, and the receiver MJST ignore the CCval field
unless its HC Receiver CCID specifies otherw se.

Checksum Coverage (CsCov): 4 bits
Checksum Coverage determ nes the parts of the packet that are
covered by the Checksumfield. This always includes the DCCP
header and options, but sone or all of the application data nay be
excluded. This can inprove performance on noisy |links for
applications that can tolerate corruption. See Section 9.

Checksum 16 bits
The I nternet checksum of the packet’s DCCP header (i ncluding
options), a network-Ilayer pseudoheader, and, depending on Checksum
Coverage, all, sone, or none of the application data. See Section
9.

Reserved (Res): 3 bits

Senders MJST set this field to all zeroes on generated packets,
and receivers MJST ignore its val ue.
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Type: 4 bits
The Type field specifies the type of the packet. The follow ng
val ues are defined:

Type Meani ng

DCCP- Request
DCCP- Response
DCCP- Dat a
DCCP- Ack
DCCP- Dat aAck
DCCP- d oseReq
DCCP- Cl ose
DCCP- Reset
DCCP- Sync
DCCP- SyncAck
10-15 Reserved

Co~NOOTA~,WNEFO

Tabl e 1: DCCP Packet Types

Recei vers MJUST ignore any packets with reserved type. That is,
packets with reserved type MJUST NOT be processed, and they MJST
NOT be acknow edged as received.

Ext ended Sequence Nunbers (X): 1 bit
Set to one to indicate the use of an extended generic header with
48-bit Sequence and Acknow edgerment Numbers. DCCP-Data, DCCP-
Dat aAck, and DCCP- Ack packets MAY set X to zero or one. All
DCCP- Request, DCCP- Response, DCCP-C oseReq, DCCP-C ose, DCCP-
Reset, DCCP-Sync, and DCCP- SyncAck packets MJST set X to one;
endpoi nts MJST i gnore any such packets with X set to zero. High-
rate connections SHOULD set X to one on all packets to gain
i ncreased protection agai nst wapped sequence nunmbers and attacks.
See Section 7.6.

Sequence Number: 48 or 24 bits
Identifies the packet uniquely in the sequence of all packets the
source sent on this connection. Sequence Number increases by one
with every packet sent, including packets such as DCCP- Ack t hat
carry no application data. See Section 7.

Al'l currently defined packet types except DCCP- Request and DCCP- Dat a

carry an Acknowl edgenent Nunber Subheader in the four or eight bytes
i medi ately followi ng the generic header. When X=1, its format is:

Kohl er, et al. St andards Track [ Page 21]



RFC 4340 Dat agr am Congesti on Control Protocol (DCCP) March 2006

5.2.

Koh

B s S S i i i ks a ks st S S S S S S

| Reserved | Acknowl edgenent Numnber

| | (high bits)

B s e i o e S e e e it S S S e S S i st it S SRR TR e S
Acknowl edgenent Nunber (low bits) |

e i el T I N N e e T ik IR R R R R RN i el R NI N R R R i el S

When X=0, only the low 24 bits of the Acknow edgenment Number are
transmitted, giving the Acknow edgenent Nunber Subheader this format:

B T e o i S I i i S S N iy St S I S S
| Reserved | Acknowl edgenment Nunber (low bits) |
B e i S T e i T e S R S e e e s i i T S

Reserved: 16 or 8 bits
Senders MJST set this field to all zeroes on generated packets,
and receivers MIJST ignore its val ue.

Acknowl edgenent Number: 48 or 24 bits
Generally contains GSR, the Greatest Sequence Nunber Received on
any acknow edgeabl e packet so far. A packet is acknow edgeabl e
if and only if its header was successfully processed by the
recei ver; Section 7.4 describes this further. Options such as
Ack Vector (Section 11.4) conbine with the Acknow edgenent
Nunmber to provide precise information about which packets have
arrived.

Acknowl edgenent Numbers on DCCP- Sync and DCCP- SyncAck packets
need not equal GSR.  See Section 5.7.

DCCP- Request Packets

Aclient initiates a DCCP connection by sendi ng a DCCP- Request
packet. These packets MAY contain application data and MJST use
48-bit sequence nunmbers (X=1).

0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

/ Ceneric DCCP Header with X=1 (16 bytes) /
/ wi th Type=0 ( DCCP- Request) /
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Servi ce Code |
T T ik e S e e e st i s s s SN R SR
/ Options and Paddi ng /
+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+
/ Application Data /

i S S T i i S S i S S i S S S
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5.4,

Service Code: 32 bits

Descri bes the application-level service to which the client
application wants to connect. Service Codes are intended to
provi de i nformati on about which application protocol a connection
intends to use, thus aiding m ddl eboxes and reducing reliance on
globally well-known ports. See Section 8.1.2.

DCCP- Response Packet s

The server responds to valid DCCP- Request packets wi th DCCP- Response
packets. This is the second phase of the three-way handshake.

DCCP- Response packets MAY contain application data and MUST use
48-bit sequence nunmbers (X=1).

0 1 2 3
01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

/ Ceneric DCCP Header with X=1 (16 bytes) /
/ with Type=1 (DCCP- Response) /
B Lt r s i i i o o T s ks S R S
/ Acknow edgenent Number Subheader (8 bytes) /

B T T T o o S S S e i S S Tk e e Y S
| Servi ce Code |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

/ Options and Paddi ng /
+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+
/ Application Data /

T S il o S S S S i w T S S S S S S S S S &

Acknowl edgenent Number: 48 bits

Contains GSR. Since DCCP-Responses are only sent during
connection initiation, this will always equal the Sequence Nunber
on a received DCCP- Request .

Servi ce Code: 32 bhits

MUST equal the Service Code on the correspondi ng DCCP- Request .

DCCP- Dat a, DCCP- Ack, and DCCP- Dat aAck Packets

The central data transfer portion of every DCCP connection uses

DCCP- Dat a, DCCP- Ack, and DCCP- Dat aAck packets. These packets MAY use
24-bit sequence nunbers, depending on the value of the Al ow Short
Sequence Nunbers feature (Section 7.6.1). DCCP-Data packets carry
application data without acknow edgenents.
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

/ Ceneric DCCP Header (16 or 12 bytes) /
/ wi th Type=2 ( DCCP- Dat a) /
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
/ Options and Paddi ng /
B i = s e R o e e e e R E R
/ Application Data /

T S il o S S S S i w T S S S S S S S S S &

DCCP- Ack packets di spense with the data but contain an
Acknowl edgenent Number. They are used for pure acknow edgenents.

0 1 2 3
01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

/ CGeneric DCCP Header (16 or 12 bytes) /
/ with Type=3 ( DCCP- Ack) /
B Lt r s i i i o o T s ks S R S
/ Acknowl edgenent Nunber Subheader (8 or 4 bytes) /
B s T s s e T o e S T ks et s oot ST S S S o S S 3
/ Options and Paddi ng /
+=4=+=t+=4=+=t+=+=+=+=+=+=F=+=+=+=+=+=+=+=+=+=+=+=+=+=4=+=+=+=+=+=+
/ Application Data Area (I gnored) /

T I T S I ST it S S S S S S S S Sk it S RS S S

DCCP- Dat aAck packets carry both application data and an
Acknowl edgenent Nunber. This piggybacks acknow edgenent information
on a data packet.

0 1 2 3
01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S

/ Ceneric DCCP Header (16 or 12 bytes) /
/ wi th Type=4 ( DCCP- Dat aAck) /
B s S S i i i ks a ks st S S S S S S
/ Acknowl edgenent Nunber Subheader (8 or 4 bytes) /
R R R R e e s o S e R S S S S S S e e e e e
/ Options and Paddi ng /
B e e et o e e e e e e e e e e e A A A s
/ Application Data /

T T S i T i S S S S S e T

A DCCP-Dat a or DCCP-Dat aAck packet may have a zero-length application
data area, which indicates that the application sent a zero-length
datagram This differs from DCCP- Request and DCCP- Response packets,
where an enpty application data area indicates the absence of
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application data (not the presence of zero-length application data).
The APl SHOULD report any received zero-length datagrans to the
recei ving application.

A DCCP- Ack packet MAY have a non-zero-length application data area,
which essentially pads the DCCP-Ack to a desired length. Receivers
MUST ignore the content of the application data area i n DCCP- Ack
packets.

DCCP- Ack and DCCP- Dat aAck packets often include additional
acknow edgenent options, such as Ack Vector, as required by the
congestion control nechanismin use.

5.5. DCCP-d oseReq and DCCP-C ose Packets

DCCP- d oseReq and DCCP- C ose packets begi n the handshake t hat
normal ly term nates a connection. Either client or server may send a
DCCP- d ose packet, which will elicit a DCCP-Reset packet. Only the
server can send a DCCP-Cl oseReq packet, which indicates that the
server wants to close the connection but does not want to hold its
TIMEWAI T state. Both packet types MJST use 48-bit sequence numnbers
(X=1).

0 1 2 3
01234567890123456789012345678901
T I T S D i it S S S S S R S o S S A S

/ Ceneric DCCP Header with X=1 (16 bytes) /
/ wi th Type=5 (DCCP-C oseReq) or 6 (DCCP-C ose) /
B T e o i S I i i S S N iy St S I S S
/ Acknowl edgenent Number Subheader (8 bytes) /
T T i e i e S e kbt e
/ Options and Paddi ng /
B = = e e R e e e e e e = e e
/ Application Data Area (Ignored) /

T S S e T s i S S S i SIS S S

As wi th DCCP- Ack packets, DCCP-C oseReq and DCCP-C ose packets MAY
have non-zero-length application data areas, whose contents receivers
MJST i gnor e.

5. 6. DCCP- Reset Packet s

DCCP- Reset packets unconditionally shut down a connection.
Connections normally ternminate with a DCCP-Reset, but resets nay be
sent for other reasons, including bad port nunbers, bad option

behavi or, incorrect ECN Nonce Echoes, and so forth. DCCP-Resets MJST
use 48-bit sequence nunmbers (X=1).

Kohl er, et al. St andards Track [ Page 25]



RFC 4340 Dat agr am Congesti on Control Protocol (DCCP) March 2006

0 1 2 3
01234567890123456789012345678901
R R R R e e s o S e R S S S S S S e e e e e
/ Ceneric DCCP Header with X=1 (16 bytes) /
/ wi th Type=7 (DCCP- Reset) /
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

Acknow edgenent Number Subheader (8 bytes) /

B e S S i i i T e s aiks S S S S S S
Reset Code | Data 1 | Data 2 | Data 3 |

B s T T S S S T s sl T ot S o S S S S S e i
Options and Paddi ng /
=4+=4=4=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4=4+=4+=4+=4+=4+=4+=4=4+=4+=4+=4=4+=4=4+=4+=4+=4+=+4+
Application Data Area (Error Text) /

B e S S i i i T e s aiks S S S S S S

+ =4~

Reset Code: 8 bits
Represents the reason that the sender reset the DCCP connection

Data 1, Data 2, and Data 3: 8 bits each
The Data fields provide additional information about why the
sender reset the DCCP connection. The neanings of these fields
depend on the val ue of Reset Code.

Application Data Area: Error Text
If present, Error Text is a human-readabl e text string encoded in
Uni code UTF-8, and preferably in English, that describes the error
in nore detail. For exanple, a DCCP-Reset with Reset Code 11
"Aggression Penalty", mght contain Error Text such as "Aggression
Penal ty: Received 3 bad ECN Nonce Echoes, assum ng m sbehavior”.

The following Reset Codes are currently defined. Unless otherw se
specified, the Data 1, 2, and 3 fields MJUST be set to O by the sender
of the DCCP-Reset and ignored by its receiver. Section references
describe concrete situations that will cause each Reset Code to be
generated; they are not neant to be exhaustive.

0, "Unspecified"
I ndi cates the absence of a neani ngful Reset Code. Use of Reset
Code 0 is NOT RECOMVENDED: the sender shoul d choose a Reset Code
that nmore clearly defines why the connection is being reset.

1, " osed"
Nor mal connection close. See Section 8.3.

2, "Aborted"

The sendi ng endpoi nt gave up on the connection because of |ack of
progress. See Sections 8.1.1 and 8.1.5.
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3, "No Connection"
No connection exists. See Section 8.3.1.

4, "Packet Error"
A valid packet arrived with unexpected type. For exanple, a
DCCP- Dat a packet with valid header checksum and sequence nunbers
arrived at a connection in the REQUEST state. See Section 8.3.1.
The Data 1 field equals the of fendi ng packet type as an eight-bit
nurmber; thus, an offending packet with Type 2 will result in a
Data 1 val ue of 2.

5, "Option Error"
An option was erroneous, and the error was serious enough to
warrant resetting the connection. See Sections 6.6.7, 6.6.8, and
11.4. The Data 1 field equals the offending option type; Data 2
and Data 3 equal the first two bytes of option data (or zero if
the option had |less than two bytes of data).

6, "Mandatory Error"
The sendi ng endpoint could not process an option O that was
i medi ately preceded by Mandatory. The Data fields report the
option type and data of option O using the format of Reset Code
5, "Option Error". See Section 5.8.2.

7, "Connection Refused"
The Destination Port didn't correspond to a port open for
listening. Sent only in response to DCCP- Requests. See Section
8.1.3.

8, "Bad Service Code"
The Service Code didn’'t equal the service code attached to the
Destination Port. Sent only in response to DCCP- Requests. See
Section 8.1.3.

9, "Too Busy"
The server is too busy to accept new connections. Sent only in
response to DCCP- Requests. See Section 8.1.3.

10, "Bad Init Cookie"
The Init Cookie echoed by the client was incorrect or m ssing.
See Section 8.1.4.
11, "Aggression Penalty"
Thi s endpoi nt has detected congestion control-rel ated ni sbehavi or
on the part of the other endpoint. See Section 12.3.
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12-127, Reserved
Recei vers should treat these codes as they do Reset Code O,
"Unspeci fied".

128- 255, CCl D-specific codes
Semanti cs depend on the connection’s CClDs. See Section 10. 3.
Recei vers shoul d treat unknown CCl D specific Reset Codes as they
do Reset Code 0, "Unspecified"

The follow ng table sunmarizes this information

Reset
Code Nare Data 1 Data 2 & 3
Unspeci fi ed 0
Cl osed 0
Abort ed 0
No Connecti on 0
Packet Error pkt type
Option Error option # option data
Mandat ory Error option # option data
Connecti on Refused 0
Bad Servi ce Code 0
Too Busy 0
0
0

Co~NOOO~WNEFO

10 Bad I nit Cookie

11 Aggr essi on Penalty
12-127 Reserved
128- 255 CCl D-speci fic codes

Tabl e 2: DCCP Reset Codes

Options on DCCP- Reset packets are processed before the connection is
shut down. This neans that certain conbinations of options,
particularly involving Mandatory, may cause an endpoint to respond to
a valid DCCP-Reset with another DCCP-Reset. This cannot lead to a
reset stornm since the first endpoint has already reset the
connection, the second DCCP-Reset will be ignored.

5.7. DCCP-Sync and DCCP- SyncAck Packets
DCCP- Sync packets hel p DCCP endpoi nts recover synchronization after
bursts of loss and recover from hal f-open connections. Each valid

recei ved DCCP-Sync imrediately elicits a DCCP-SyncAck. Both packet
types MUST use 48-bit sequence nunbers (X=1).
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

/ Ceneric DCCP Header with X=1 (16 bytes) /
/ wi th Type=8 (DCCP-Sync) or 9 (DCCP-SyncAck) /
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
/ Acknow edgenent Number Subheader (8 bytes) /
B Lt r s i i i o o T s ks S R S
/ Options and Paddi ng /
+=t+=t+=t+=t+=t+=t ==+ =+ttt ottt oot oot s s s s ss s s s s = =
/ Application Data Area (Ignored) /

i S S i i S S S S s s S S S

The Acknow edgenent Nunber field has special semantics for DCCP-Sync
and DCCP- SyncAck packets. First, the packet corresponding to a
DCCP- Sync’ s Acknow edgenent Nunber need not have been

acknow edgeabl e. Thus, receivers MJST NOT assune that a packet was
processed sinply because it appears in the Acknow edgenent Nunber
field of a DCCP-Sync packet. This differs fromall other packet
types, where the Acknow edgenent Nunber by definition corresponds to
an acknow edgeabl e packet. Second, the Acknow edgenent Nunber on any
DCCP- SyncAck packet MJIST correspond to the Sequence Nunber on an
acknow edgeabl e DCCP- Sync packet. In the presence of reordering,
this mght not equal GSR

As wi th DCCP- Ack packets, DCCP-Sync and DCCP- SyncAck packets MAY have
non-zero-length application data areas, whose contents receivers MJST
i gnore. Padded DCCP- Sync packets may be useful when perform ng Path
MIU di scovery; see Section 14.

5.8. Options

Any DCCP packet may contain options, which occupy space at the end of
the DCCP header. Each option is a nultiple of 8 bits in |ength.

I ndi vi dual options are not padded to nultiples of 32 bits, and any
option may begin on any byte boundary. However, the conbination of
all options MUST add up to a multiple of 32 bits; Paddi ng options
MUST be added as necessary to fill out option space to a word
boundary. Any options present are included in the header checksum

The first byte of an option is the option type. Options with types 0
through 31 are single-byte options. Qher options are followed by a
byte indicating the option’s length. This length value includes the
two bytes of option-type and option-length as well as any option-data
bytes; it nust therefore be greater than or equal to two.

Options MIUST be processed sequentially, starting with the first
option in the packet header. Options with unknown types MJST be
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i gnored. Also, options with nonsensical |engths (length byte |ess
than two or nore than the remaining space in the options portion of

t he header) MJST be ignored, and any option space followi ng an option
wi th nonsensical length MJUST |ikew se be ignored. Unless otherw se
specified, multiple occurrences of the same option MJIST be processed
i ndependently; for some options, this will nean in practice that the
| ast valid occurrence of an option takes precedence.

The followi ng options are currently defined:

Option DCCP- Section
Type Length Meani ng Dat a? Reference
0 1 Paddi ng Y 5.8.1
1 1 Mandat ory N 5.8.2
2 1 Sl ow Recei ver Y 11.6
3-31 1 Reserved
32 vari abl e Change L N 6.1
33 vari abl e ConfirmlL N 6.2
34 vari abl e Change R N 6.1
35 vari abl e ConfirmR N 6.2
36 vari abl e Init Cookie N 8.1.4
37 3-8 NDP Count Y 7.7
38 vari abl e Ack Vector [Nonce 0] N 11. 4
39 vari abl e Ack Vector [Nonce 1] N 11. 4
40 vari abl e Dat a Dr opped N 11.7
41 6 Ti mest anp Y 13.1
42 6/ 8/ 10 Ti mest anp Echo Y 13.3
43 4/ 6 El apsed Ti ne N 13.2
44 6 Dat a Checksum Y 9.3
45-127 variable Reserved
128-255 wvariabl e CCl D-speci fic options - 10. 3
Tabl e 3: DCCP Options
Not all options are suitable for all packet types. For exanple,

since the Ack Vector option is interpreted relative to the
it isn't suitable on DCCP-Request and DCCP-

Acknowl edgenent Number,
Dat a packets,

occurs on an unexpected packet type,
any such restrictions are nmentioned in each option’ s description.
The tabl e sunmarizes the nost conmon restriction

Data? colum value is N

when recei ved on a DCCP-Data packet.

such options are ignored as opposed to,

whi ch have no Acknow edgenent Nunber
it MJUST generally be ignored;

say,

If an option

when t he DCCP-
the correspondi ng opti on MJUST be ignored
(Section 7.5.5 describes why
causing a reset.)

Options with invalid val ues MIUST be ignored unless otherw se

speci fi ed.

Kohl er,
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4 MJST be ignored, since all valid Data Checksum opti ons have option
| ength 6.

This section describes two generic options, Padding and Mandatory.
O her options are described | ater.

5.8.1. Padding Option

Padding is a single-byte "no-operation" option used to pad between or
after options. |If the length of a packet’s other options is not a
multiple of 32 bits, then Paddi ng options are REQU RED to pad out the
options area to the length inplied by Data Offset. Padding may al so
be used between options; for exanple, to align the beginning of a
subsequent option on a 32-bit boundary. There is no guarantee that
senders will use this option, so receivers nust be prepared to
process options even if they do not begin on a word boundary.

5.8.2. Mandatory Option

Mandatory is a single-byte option that marks the i medi ately
followi ng option as nmandatory. Say that the i mediately foll ow ng
option is O Then the Mandatory option has no effect if the

recei ving DCCP endpoi nt understands and processes O If the endpoint
does not understand or process O however, then it MJST reset the
connection using Reset Code 6, "Mandatory Failure". For instance,

t he endpoint would reset the connection if it did not understand O's
type; if it understood Os type, but not Os data; if Os data was
invalid for Os type; if Owas a feature negotiation option, and the
endpoi nt did not understand the encl osed feature nunber; or if the
endpoi nt understood O but chose not to performthe action Oinplies.
This list is not exhaustive and, in particular, individual option
specifications may descri be additional situations in which the
endpoi nt should reset the connection and situations in which it
shoul d not.

Mandat ory options MJUST NOT be sent on DCCP-Data packets, and any
Mandat ory options received on DCCP-Data packets MJST be ignored.
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The connection is in error and should be reset with Reset Code 5,
"Option Error", if option Ois absent (Mandatory was the |ast byte of
the option list), or if option O equals Mandatory. However, the
conbi nati on "Mandat ory Paddi ng" is valid, and MJUST behave |ike two
byt es of Paddi ng.

Section 6.6.9 describes the behavior of Mandatory feature negotiation
options in nore detail.

6. Feature Negotiation

Four DCCP options, Change L, ConfirmlL, Change R, and ConfirmR, are
used to negotiate feature values. Change options initiate a
negoti ati on; Confirmoptions conplete that negotiation. The "L"
options are sent by the feature location, and the "R' options are
sent by the feature renpte. Change options are retransmitted to
ensure reliability.

Al'l these options have the sane format. The first byte of option
data is the feature nunber, and the second and subsequent data bytes
hol d one or nore feature values. The exact format of the feature
val ue area depends on the feature type; see Section 6. 3.

Fom e oo - Fom e oo - Fom e oo - Fom e oo - Fom e oo -
| Type | Length | Feature#| Val ue(s)
E R E R E R E R E R

Toget her, the feature nunber and the option type ("L" or "R")
uniquely identify the feature to which an option applies. The exact
format of the Val ue(s) area depends on the feature nunber.

Feat ure negoti ation options MJST NOT be sent on DCCP-Data packets,
and any feature negotiation options received on DCCP-Data packets
MUST be i gnor ed.

6.1. Change Options

Change L and Change R options initiate feature negotiation. The
option to use depends on the relevant feature’'s location: To start a
negotiation for feature F/A, DCCP A will send a Change L option; to
start a negotiation for F/B, it will send a Change R option. Change
options are retransmitted until sone response is received. They
contain at |east one Value, and thus have a |l ength of at |east 4.
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E R E R E R E R E R
Change L: |00100000| Length | Feature#| Value(s)

E R E R E R E R E R

Type=32

Fom e oo - Fom e oo - Fom e oo - Fom e oo - Fom e oo -
Change R | 00100010| Length | Feature#| Val ue(s)

E R E R E R E R E R

Type=34

6.2. Confirm Options

ConfirmL and Confirm R options conplete feature negotiation and are
sent in response to Change R and Change L options, respectively.
Confirm options MJUST NOT be generated except in response to Change
options. Confirmoptions need not be retransmtted, since Change
options are retransmtted as necessary. The first byte of the
Confirmoption contains the feature nunber fromthe corresponding
Change. Following this is the selected Value, and then possibly the
sender’s preference |ist.

Fomm e o - Fomm e o - Fomm e o - Fomm e o - Fomm e o -
ConfirmL: | 00100001| Length | Feature#| Value(s)

Fom e oo - Fom e oo - Fom e oo - Fom e oo - Fom e oo -

Type=33

oo oo oo oo oo
ConfirmR | 00100011| Length | Feature#| Value(s)

Fom e e e - Fom e e e - Fom e e e - Fom e e e - Fom e e e -

Type=35
I f an endpoint receives an invalid Change option -- with an unknown
feature nunber, or an invalid value -- it will respond with an enpty

Confirm option containing the problematic feature nunber, but no
val ue. Such options have | ength 3.

6.3. Reconciliation Rules

Reconciliation rules determ ne how the two sets of preferences for a
given feature are resolved into a unique result. The reconciliation
rul e depends only on the feature nunber. Each reconciliation rule
nmust have the property that the result is uniquely determ ned given
the contents of Change options sent by the two endpoints.

All current DCCP features use one of two reconciliation rules:
server-priority ("SP') and non-negotiable ("NN').
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6.3.1. Server-Priority

The feature value is a fixed-length byte string (length determ ned by
the feature nunber). Each Change option contains a list of values
ordered by preference, with the nost preferred value comng first.
Each Confirmoption contains the confirned value, followed by the
confirner’s preference list. Thus, the feature's current value wll
general ly appear twice in Confirmoptions’ data, once as the current
val ue and once in the confirmer’s preference list.

To reconcile the preference lists, select the first entry in the
server’'s list that also occurs in the client’s list. If there is no
shared entry, the feature’s value MJST NOT change, and the Confirm
option will confirmthe feature's previous value (unless the Change
option was Mandatory; see Section 6.6.9).

6.3.2. Non-Negoti abl e

The feature value is a byte string. Each option contains exactly one
feature value. The feature location signals a new value by sending a
Change L option. The feature renote MJST accept any valid val ue,
responding with a ConfirmR option containing the new value, and it
MUST send enpty Confirm R options in response to invalid val ues

(unl ess the Change L option was Mandatory; see Section 6.6.9).

Change R and ConfirmL options MJST NOT be sent for non-negotiabl e
features; see Section 6.6.8. Non-negotiable features use the feature
negoti ati on mechanismto achieve reliability.
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6.4. Feature Nunbers

Thi s docunent defines the follow ng feature nunbers

Rec’' n Initial Section
Nunber Meani ng Rul e Value Req d Reference
0 Reserved
1 Congestion Control |ID (CCID) SP 2 Y 10
2 Al'l ow Short Seqgnos SP 0 Y 7.6.1
3 Sequence W ndow NN 100 Y 7.5.2
4 ECN | ncapabl e SP 0 N 12.1
5 Ack Ratio NN 2 N 11.3
6 Send Ack Vector SP 0 N 11.5
7 Send NDP Count SP 0 N 7.7.2
8 M ni mum Checksum Cover age SP 0 N 9.2.1
9 Check Data Checksum SP 0 N 9.3.1
10- 127 Reserved
128-255 CClID-specific features 10. 3

Rec’'n Rul e

Initial Val ue

Req’ d

Kohl er, et al.

Tabl e 4: DCCP Feature Nunbers

The reconciliation rule used for the feature. SP
means server-priority, NN nmeans non-negoti abl e.

The initial value for the feature. Every feature has
a known initial value.

This colum is "Y' if and only if every DCCP

i mpl enentati on MUST understand the feature. |If it is
"N', then the feature behaves |ike an extension (see
Section 15), and it is safe to respond to Change
options for the feature with enpty Confirm options.

O course, a CCID mght require the feature; a DCCP
that inplenments CCID 2 MJST support Ack Ratio and
Send Ack Vector, for exanple.
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6.5. Feature Negotiation Exanples

Here are three exanple feature negotiations for features |ocated at
the server, the first two for the Congestion Control ID feature, the
|ast for the Ack Ratio.

Cient Server
1. Change R(CCID, 2 31) -->
("2 31" is client’s preference list)
2. <-- ConfirmL(CCD 3, 321)
(3 is the negotiated val ue;
"3 2 1" is server’'s pref list)
* agreenment that CCl D/ Server = 3 *

1. XXX <-- Change L(CAD, 3 2 1)
2. Ret r ansmi ssi on:
<-- Change L(CCID, 3 2 1)
3. ConfirmR(CCID, 3, 231) -->
* agreenment that CC D/ Server = 3 *

1. <-- Change L(Ack Ratio, 3)
2. ConfirmR(Ack Ratio, 3) -->
* agreenment that Ack Ratio/ Server = 3 *

Thi s exanpl e shows a simultaneous negoti ation.

Cient Server
la. Change R(CCID 231 -->
b. <-- Change L(CCD, 3 2 1)
2a. <-- ConfirmL(CCD 3, 321)
b. ConfirmR(CAD, 3 231 -->

* agreenent that CCI D/ Server = 3 *

Here are the byte encodi ngs of several Change and Confirm options.
Each option is sent by DCCP A

Change L(CCID, 2 3) = 32,5,1,2,3
DCCP B shoul d change CCID)A s value (feature nunber 1, a server-
priority feature); DCCP A's preferred values are 2 and 3, in that
pref erence order.
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Change L(Sequence W ndow, 1024) = 32,9,3,0,0,0,0,4,0
DCCP B shoul d change Sequence W ndow A" s val ue (feature nunber 3,
a non-negotiable feature) to the 6-byte string 0,0,0,0,4,0 (the
val ue 1024).

ConfirmL(CCID, 2, 2 3) =33,6,1,2,2,3
DCCP A has changed CCOD/A's value to 2; its preferred values are 2
and 3, in that preference order.

Empty Confirm L(126) = 33, 3,126
DCCP A doesn’t inplenment feature nunber 126, or DCCP B s proposed
val ue for feature 126/ A was invalid.

Change R(CCID, 3 2) = 34,5,1,3,2
DCCP B should change CC D/ B s value; DCCP A's preferred values are
3 and 2, in that preference order.

ConfirmR(CCID, 2, 32) =235,6,1,2,3,2
DCCP A has changed CCID/B' s value to 2; its preferred val ues were
3 and 2, in that preference order.

Confirm R(Sequence W ndow, 1024) = 35,9,3,0,0,0,0,4,0
DCCP A has changed Sequence Wndow B's value to the 6-byte string
0,0,0,0,4,0 (the val ue 1024).

Enpty Confirm R(126) = 35,3, 126

DCCP A doesn’t inplenment feature nunber 126, or DCCP B' s proposed
value for feature 126/ B was invalid.

6.6. Option Exchange
A few basic rules govern feature negotiation option exchange.

1. Every non-reordered Change option gets a Confirmoption in
response.

2. Change options are retransmitted until a response for the | atest
Change is received.

3. Feature negotiation options are processed in strictly-increasing
order by Sequence Nunber.

The rest of this section describes the consequences of these rules in
nore detail.
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6.6.1. Nornmal Exchange

Change options are generated when a DCCP endpoi nt wants to change the
val ue of sone feature. GCenerally, this will happen at the begi nning
of a connection, although it may happen at any time. W say the
endpoi nt "generates" or "sends" a Change L or Change R option, but of
course the option nust be attached to a packet. The endpoi nt nay
attach the option to a packet it woul d have generated anyway (such as
a DCCP-Request), or it may create a "feature negotiation packet",

of ten a DCCP- Ack or DCCP-Sync, just to carry the option. Feature
negoti ati on packets are controlled by the rel evant congestion contro
mechani sm  For exanple, DCCP A may send a DCCP- Ack or DCCP-Sync for
feature negotiation only if the B-to-A CCID would allow sending a
DCCP- Ack. In addition, an endpoint SHOULD generate at npbst one
feature negotiation packet per round-trip tine.

On receiving a Change L or Change R option, a DCCP endpoi nt exam nes
the included preference list, reconciles that with its own preference
list, calculates the new value, and sends back a ConfirmR or Confirm
L option, respectively, informng its peer of the new value or that
the feature was not understood. Every non-reordered Change option
MUST result in a correspondi ng Confirmoption, and any packet
including a Confirmoption MIST carry an Acknow edgenment Nunber
(Section 6.6.4 describes how Change reordering is detected and

handl ed.) Generated Confirmoptions nmay be attached to packets that
woul d have been sent anyway (such as DCCP- Response or DCCP- SyncAck)
or to new feature negotiation packets, as described above.

The Change-sendi ng endpoint MJST wait to receive a corresponding
Confirmoption before changing its stored feature value. The
Confirmsendi ng endpoi nt changes its stored feature value as soon as
it sends the Confirm

A packet MAY contain nore than one feature negotiation option
possi bly including two options that refer to the sane feature; as
usual, the options are processed sequentially.

6.6.2. Processing Received Options

DCCP endpoints exist in one of three states relative to each feature.
STABLE is the normal state, where the endpoint knows the feature’'s
val ue and thinks the other endpoint agrees. An endpoint enters the
CHANG NG state when it first sends a Change for the feature and
returns to STABLE once it receives a corresponding Confirm The
final state, UNSTABLE, indicates that an endpoint in CHANG NG state
changed its preference list but has not yet transmtted a Change
option with the new preference list.
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Feature state transitions at a feature |location are inplenented
according to this diagram The di agramignores sequence nunber and
option validity issues; these are handled explicitly in the
pseudocode that foll ows.

ti nmeout/
rcv ConfirmR app/ protocol evt : snd Change L rcv non-ack
i gnore S e + : snd Change L
+----+ | | +----+
| % | rcv Change R v o %
S + rcv ConfirmR : calc new value, +------------ +
| : accept value snd ConfirmlL | |
| STABLE | <------immmimiie e | CHANG NG |
| | rcv enpty ConfirmR | |
R + : revert to old val ue R +
| " | "
+----+ pref list | | snd
rcv Change R changes | | Change L
cal ¢ new value, snd ConfirmlL %
I +
4o |
rcv Confirnl Change R | | UNSTABLE
i gnore +- - >| |
B S +

Feature | ocations SHOULD use the foll ow ng pseudocode, which
corresponds to the state diagram to react to each feature
negoti ati on option on each valid non-Data packet received. The
pseudocode refers to "P.segno"” and "P.ackno", which are properties of
the packet; "O type" and "O. len", which are properties of the option
"FGSR' and "FGSS", which are properties of the connection and handl e
reordering as described in Section 6.6.4; "F.state", which is the
feature’'s state (STABLE, CHANG NG or UNSTABLE); and "F.val ue", which
is the feature' s val ue.

First, check for unknown features (Section 6.6.7);
If F is unknown,
If the option was Mandatory, /* Section 6.6.9 */
Reset connection and return
O herwise, if Otype == Change R
Send Enpty ConfirmL on a future packet

Ret urn
Second, check for reordering (Section 6.6.4);
If F.state == UNSTABLE or P.segno <= FGSR

or (Otype == ConfirmR and P.ackno < FGSS)
I gnore option and return
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Third, process Change R options;
If Otype == Change R,

If the option’'s value is valid, /* Section 6.6.8 */
Cal cul at e new val ue
Send ConfirmL on a future packet
Set F.state := STABLE

O herwise, if the option was Mandatory,
Reset connection and return

O herwi se,
Send Enpty ConfirmL on a future packet
/* Remain in existing state. |If that’s CHANA NG this

endpoint will retransmt its Change L option later. */

Fourth, process ConfirmR options (but only in CHANG NG state).
If F.state == CHANGA NG and O type == ConfirmR
If Olen > 3, /* nonenmpty */
If the option’s value is valid,
Set F.value := new val ue
O herwi se,
Reset connection and return
Set F.state := STABLE

Versions of this diagram and pseudocode are al so used by feature
renotes; sinply switch the "L"s and "R's, so that the rel evant
options are Change R and Confirm L.

6.6.3. Loss and Retransm ssi on

Packet s cont ai ni ng Change and Confirm options m ght be l[ost or

del ayed by the network. Therefore, Change options are repeatedly
transmitted to achieve reliability. W refer to this as

"retransmi ssion", although of course there are no packet-I evel
retransm ssions in DCCP: a Change option that is sent again will be
sent on a new packet with a new sequence nunber.

A CHANG NG endpoi nt transnits another Change option once it realizes
that it has not heard back fromthe other endpoint. The new Change
option need not contain the sane payl oad as the original; reordering
protection will ensure that agreenent is reached based on the nost
recently transmitted option.

A CHANG NG endpoi nt MJST continue retransnitting Change options until
it gets sone response or the connection term nates.

Endpoi nts SHOULD use an exponenti al - backoff timer to decide when to
retransmt Change options. (Packets generated specifically for

feature negotiation MIUST use such a tinmer.) The timer interval is
initially set to not |less than one round-trip tinme, and shoul d back
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off to not less than 64 seconds. The backoff protects agai nst

del ayed agreenent due to the reordering protection algorithns
described in the next section. Again, endpoints may piggyback Change
options on packets they would have sent anyway or create new packets
to carry the options. Any new packets are controlled by the rel evant
congesti on-control nechani sm

Confirmoptions are never retransmitted, but the Confirm sending
endpoi nt MJST generate a Confirmoption after every non-reordered
Change.

6.6.4. Reordering

Reordering nmight cause packets contai ni ng Change and Confirm options
to arrive in an unexpected order. Endpoints MJST ignore feature
negoti ati on options that do not arrive in strictly-increasing order
by Sequence Nunber. The rest of this section presents two algorithns
that fulfill this requirenent

The first algorithmintroduces two sequence nunber variabl es that
each endpoint maintains for the connection.

FGSR Feat ure Greatest Sequence Nunmber Received: The greatest
sequence nunber received, considering only valid packets
that contained one or nore feature negotiation options
(Change and/or Confirm. This value is initialized to
ISR - 1.

FGSS Feat ure Greatest Sequence Nunber Sent: The greatest
sequence nunmber sent, considering only packets that
cont ai ned one or nore new Change options. A Change option
is newif and only if it was generated during a transition
fromthe STABLE or UNSTABLE state to the CHANG NG state
Change options generated within the CHANG NG state are
retransm ssions and MJUST have exactly the same contents as
previously transmtted options, allow ng tol erance for
reordering. FGSS is initialized to |ISS.

Each endpoi nt checks two conditions on sequence nunbers to decide
whet her to process received feature negotiation options.

1. If a packet’s Sequence Nunber is less than or equal to FGSR, then
its Change options MJST be ignored.

2. If a packet’s Sequence Nunmber is less than or equal to FGSR, if it

has no Acknow edgenent Nunber, OR if its Acknow edgenent Nunber is
| ess than FGSS, then its Confirmoptions MIST be ignored.
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Al ternatively, an endpoint MAY mai ntain separate FGSR and FGSS val ues
for every feature. FGSR(F/ X) woul d equal the greatest sequence
nunber received, considering only packets that contained Change or
Confirmoptions applying to feature F/ X; FGSS(F/ X) woul d be defined
simlarly. This algorithmrequires nore state, but is slightly nore
forgiving to nmultiple overl apped feature negotiations. Either

al gorithm MAY be used; the first algorithm wth connection-w de FGSR
and FGSS vari abl es, i s RECOVMMENDED

One consequence of these rules is that a CHANG NG endpoint wil |

i gnore any Confirmoption that does not acknow edge the | atest Change
option sent. This ensures that agreenent, once achi eved, used the
nost recent avail able information about the endpoints’ preferences.

6.6.5. Preference Changes

Endpoints are allowed to change their preference lists at any tine.
However, an endpoint that changes its preference list while in the
CHANG NG state MUST transition to the UNSTABLE state. It will
transition back to CHANG NG once it has transmtted a Change option
with the new preference list. This ensures that agreement is based
on active preference lists. Wthout the UNSTABLE state, sinultaneous

negoti ati on -- where the endpoi nts began independent negotiations for
the sane feature at the sane tinme -- mght lead to the negotiation’s
termnating with the endpoints thinking the feature had different

val ues.

6.6.6. Simultaneous Negotiation

The two endpoi nts m ght sinmultaneously open negotiation for the sane
feature, after which an endpoint in the CHANG NG state will receive a
Change option for the same feature. Such received Change options can
act as responses to the original Change options. The CHANG NG
endpoi nt MUST exani ne the received Change's preference list,
reconcile that with its own preference list (as expressed inits
gener at ed Change options), and generate the correspondi ng Confirm
option. It can then transition to the STABLE state.
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6.6.7. Unknown Features

Endpoi nts may recei ve Change options referring to feature nunbers
they do not understand -- for instance, when an extended DCCP
converses with a non-extended DCCP. Endpoints MJST respond to
unknown Change options with Enpty Confirmoptions (that is, Confirm
options containing no data), which informthe CHANG NG endpoi nt t hat
the feature was not understood. However, if the Change option was
Mandat ory, the connection MJUST be reset; see Section 6.6.9.

On receiving an enpty Confirmoption for sone feature, the CHANG NG
endpoi nt MUST transition back to the STABLE state, |eaving the
feature's val ue unchanged. Section 15 suggests that the default

val ue for any extension feature correspond to "extension not
avai |l abl e".

Some features are required to be understood by all DCCPs (see Section
6.4). The CHANG NG endpoi nt SHOULD reset the connection (with Reset
Code 5, "Option Error") if it receives an enpty Confirmoption for
such a feature.

Since Confirmoptions are generated only in response to Change
options, an endpoint should never receive a Confirmoption referring
to a feature nunber it does not understand. Nevertheless, endpoints
MUST i gnore any such options they receive.

6.6.8. Invalid Options

A DCCP endpoint m ght receive a Change or Confirmoption for a known
feature that lists one or nore values that it does not understand.
Some, but not all, such options are invalid, depending on the

rel evant reconciliation rule (Section 6.3). For instance:

0o Al features have length Iimtations, and options with invalid
Il engths are invalid. For example, the Ack Ratio feature takes
16-bit values, so valid "ConfirmR(Ack Ratio)" options have option
| ength 5.

0 Some non-negotiable features have value limtations. The Ack
Ratio feature takes two-byte, non-zero integer values, so a
"Change L(Ack Ratio, 0)" option is never valid. Note that
server-priority features do not have value limtations, since
unknown val ues are handled as a matter of course.

0 Any Confirmoption that selects the wong val ue, based on the two
preference lists and the relevant reconciliation rule, is invalid.
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However, unexpected Confirmoptions -- that refer to unknown feature
nunbers, or that don’t appear to be part of a current negotiation --
are not invalid, although they are ignored by the receiver.

An endpoi nt receiving an invalid Change option MJST respond with the
correspondi ng enpty Confirmoption. An endpoint receiving an invalid
Confirmoption MJST reset the connection, with Reset Code 5, "Option
Error".

6.6.9. Mandatory Feature Negotiation

Change options may be preceded by Mandatory options (Section 5.8.2).
Mandat ory Change options are processed |ike nornal Change options
except that the following failure cases will cause the receiver to
reset the connection with Reset Code 6, "Mandatory Failure", rather
than send a Confirmoption. The connection MJST be reset if:

o the Change option’'s feature nunber was not understood;

o the Change option's value was invalid, and the receiver would
normal |y have sent an enpty Confirmoption in response; or

o for server-priority features, there was no shared entry in the two
endpoi nts’ preference |ists.

O her failure cases do not cause connection reset; in particular
reordering protection may cause a Mandatory Change option to be
i gnored wi thout resetting the connection

Confirm options behave identically and have the same reset conditions
whet her or not they are Mandatory.

7. Sequence Nunbers

DCCP uses sequence nunbers to arrange packets into sequence, to
detect | osses and network duplicates, and to protect against
attackers, half-open connections, and the delivery of very old
packets. Every packet carries a Sequence Nunber; nost packet types
carry an Acknow edgenent Nunber as well

DCCP sequence nunbers are packet based. That is, Sequence Numbers
generated by each endpoint increase by one, nodul o 2748, per packet.
Even DCCP- Ack and DCCP-Sync packets, and ot her packets that don’t
carry user data, increnent the Sequence Nunber. Since DCCP is an
unreliable protocol, there are no true retransni ssions, but effective
retransm ssi ons, such as retransm ssions of DCCP- Request packets,

al so increment the Sequence Nunber. This lets DCCP inplenmentations
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det ect network duplication, retransm ssions, and acknow edgenent
loss; it is a significant departure from TCP practi ce.

7.1. Vari abl es

DCCP endpoints maintain a set of sequence nunber variables for each
connecti on.

| SS The Initial Sequence Nunber Sent by this endpoint. This
equal s the Sequence Nunber of the first DCCP-Request or
DCCP- Response sent.

I SR The Initial Sequence Nunber Received fromthe other endpoint.
Thi s equal s the Sequence Number of the first DCCP-Request or
DCCP- Response recei ved.

GSS The Greatest Sequence Nunber Sent by this endpoint. Here,
and el sewhere, "greatest" is nmeasured in circular sequence
space.

GSR The Greatest Sequence Number Received fromthe other endpoint
on an acknow edgeabl e packet. (Section 7.4 defines this
term)

GAR The Greatest Acknow edgenent Number Received fromthe other
endpoi nt on an acknow edgeabl e packet that was not a DCCP-
Sync.

Some ot her variables are derived fromthese primtives.

SW. and SWH
(Sequence Nunber W ndow Low and High) The extrenes of the
validity window for received packets’ Sequence Numbers.

AW and AVH
(Acknow edgenent Nunber W ndow Low and High) The extrenes of
the validity wi ndow for received packets’ Acknow edgenent
Number s.

7.2. Initial Sequence Nunbers
The endpoints’ initial sequence nunbers are set by the first DCCP-
Request and DCCP- Response packets sent. [Initial sequence nunbers
MUST be chosen to avoid two probl ens:
o delivery of old packets, where packets lingering in the network

froman old connection are delivered to a new connection with the
same addresses and port nunbers; and
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0 sequence nunber attacks, where an attacker can guess the sequence
nunbers that a future connecti on would use [ MB5].

These problenms are the same as those faced by TCP, and DCCP

i npl ement ati ons SHOULD use TCP's strategies to avoid them [ RFC793,
RFC1948]. The rest of this section explains these strategies in nore
detail .

To address the first problem an inplenmentati on MUST ensure that the
initial sequence nunber for a given <source address, source port,
destination address, destination port> 4-tuple doesn’'t overlap with
recent sequence nunbers on previous connections with the sane
4-tuple. ("Recent" neans sent within 2 naxi nrum segnent |ifetines, or
4 minutes.) The inplenentation MJUST additionally ensure that the
lower 24 bits of the initial sequence nunber don't overlap with the
|l ower 24 bits of recent sequence numbers (unless the inplenentation
pl ans to avoid short sequence nunbers; see Section 7.6). An

i npl enentation that has state for a recent connection with the sanme
4-tuple can pick a good initial sequence nunber explicitly.

O herwise, it could tie initial sequence nunber selection to sone

cl ock, such as the 4-microsecond clock used by TCP [ RFC793]. Two
separate cl ocks may be required, one for the upper 24 bits and one
for the lower 24 bits.

To address the second problem an inplenmentation MJST provi de each
4-tuple with an independent initial sequence nunber space. Then
openi ng a connection doesn’'t provide any information about initia
sequence numbers on other connections to the sanme host. [RFC1948]
achi eves this by adding a cryptographic hash of the 4-tuple and a
secret to each initial sequence nunber. For the secret, [RFC1948]
recomends a conbi nati on of sone truly random data [ RFC4086], an

adm nistratively install ed passphrase, the endpoint’s |IP address, and
the endpoint’s boot tinme, but truly randomdata is sufficient. Care
shoul d be taken when the secret is changed; such a change alters al
initial sequence nunber spaces, which m ght make an initial sequence
nunber for sonme 4-tuple equal a recently sent sequence nunber for the
same 4-tuple. To avoid this problem the endpoint night renenber
dead connection state for each 4-tuple or stay quiet for 2 maxinum
segnent lifetines around such a change

7.3. Quiet Tine

DCCP endpoints, |ike TCP endpoints, nust take care before initiating
connections when they boot. |In particular, they MJST NOT send
packets whose sequence nunbers are close to the sequence nunbers of
packets lingering in the network frombefore the boot. The sinplest
way to enforce this rule is for DCCP endpoints to avoi d sendi ng any
packets until one nmaxi mum segnent lifetime (2 mnutes) after boot.
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O her enforcenent nechani sns include renenbering recent sequence
nunbers across boots and reserving the upper 8 or so bits of initia
sequence nunbers for a persistent counter that decrenents by two each
boot. (The latter mechani smwould require disallow ng packets with
short sequence nunbers; see Section 7.6.1.)

7.4. Acknow edgenent Numbers

Cunul ati ve acknow edgenents are neani ngless in an unreliable
protocol. Therefore, DCCP's Acknow edgenent Nunber field has a
di fferent meaning from TCP s.

A received packet is classified as acknow edgeable if and only if its
header was successfully processed by the receiving DCCP. In ternms of
t he pseudocode in Section 8.5, a received packet becones

acknow edgeabl e when the receiving endpoi nt reaches Step 8. This
means, for exanple, that all acknow edgeabl e packets have valid
header checksuns and sequence nunbers. A sent packet’s

Acknowl edgenent Number MJST equal the sending endpoint’s GSR, the
Great est Sequence Nunber Received on an acknow edgeabl e packet, for
al |l packet types except DCCP-Sync and DCCP- SyncAck.

" Acknowl edgeabl e" does not refer to data processing. Even

acknow edgeabl e packets may have their application data dropped, due
to receive buffer overflow or corruption, for instance. Data Dropped
options report these data | osses when necessary, letting congestion
control mechani sns di stingui sh between network | osses and endpoi nt

| osses. This issue is discussed further in Sections 11.4 and 11.7.

DCCP- Sync and DCCP- SyncAck packets’ Acknowl edgenent Nunbers differ as
foll ows: The Acknow edgenent Number on a DCCP-Sync packet corresponds
to a received packet, but not necessarily to an acknow edgeabl e
packet; in particular, it might correspond to an out-of-sync packet
whose options were not processed. The Acknow edgenent Nunber on a
DCCP- SyncAck packet al ways corresponds to an acknow edgeabl e DCCP-
Sync packet; it might be less than GSR in the presence of reordering.

7.5. Validity and Synchroni zation

Any DCCP endpoi nt mght receive packets that are not actually part of
the current connection. For instance, the network mght deliver an
ol d packet, an attacker might attenpt to hijack a connection, or the
ot her endpoi nt m ght crash, causing a hal f-open connection

DCCP, |ike TCP, uses sequence nunmber checks to detect these cases.

Packet s whose Sequence and/or Acknow edgenent Nunbers are out of
range are called sequence-invalid and are not processed normally.
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7.

5.

Unl i ke TCP, DCCP requires a synchronizati on nechanismto recover from
| arge bursts of loss. One endpoint might send so many packets during
a burst of loss that when one of its packets finally got through, the
ot her endpoint would label its Sequence Nunber as invalid. A
handshake of DCCP-Sync and DCCP- SyncAck packets recovers fromthis
case.

1. Sequence and Acknow edgenent Nunber W ndows

Each DCCP endpoi nt defines sequence validity wi ndows that are subsets
of the Sequence and Acknow edgement Nunber spaces. These w ndows
correspond to packets the endpoint expects to receive in the next few
round-trip times. The Sequence and Acknowl edgement Nunber wi ndows

al ways contain GSR and GSS, respectively. The window widths are
controll ed by Sequence W ndow features for the two hal f-connections.

The Sequence Nunber validity w ndow for packets fromDCCP B is [SW,
SWH|. This wi ndow al ways contai ns GSR, the Greatest Sequence Nunber
Recei ved on a sequence-valid packet fromDCCP B. It is Wpackets

wi de, where Wis the value of the Sequence Wndow B feature. One-
fourth of the sequence wi ndow, rounded down, is |less than or equal to
GSR, and three-fourths is greater than GSR  (This asymmetric

pl acenment assunes that bursts of |oss are nore conmon in the network
than significant reorderings.)

invalid | val i d Sequence Nunbers | invalid
Cmmm e e e = *l* * *l* _________ >
GSR -|GSR + 1 - GSR GSR +|GSR + 1 +
floor(W4)|floor(W4) ceil (3W4)|ceil (3W4)
= SWL = SWH

The Acknow edgenent Nunber validity w ndow for packets fromDCCP B is
[AW, AWH . The high end of the w ndow, AWH, equals GSS, the

G eat est Sequence Nunber Sent by DCCP A; the windowis W packets

wi de, where W is the value of the Sequence W ndow A feature.

invalid | valid Acknowl edgenment Nunbers | invalid
Cmmm e e o = *l * *l K o e e e e e e - - >
GSS - W|GSsS + 1 - W GSS| GSsS + 1
= AW = AWH

SW. and AW. are initially adjusted so that they are not less than the
initial Sequence Nunbers received and sent, respectively:

SW.
AW

max(GSR + 1 - floor(W4), |ISR),
mx(GSS + 1 - W, |ISS).
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These adj ustnments MJUST be applied only at the beginning of the
connection. (Long-lived connections may w ap sequence nunbers so
that they appear to be less than ISR or |ISS; the adjustments MJST NOT
be applied in that case.)

7.5.2. Sequence W ndow Feature

The Sequence W ndow A feature deternines the width of the Sequence
Nunmber validity wi ndow used by DCCP B and the width of the

Acknowl edgenent Number validity wi ndow used by DCCP A. DCCP A sends
a "Change L(Sequence Wndow, W" option to notify DCCP B that the
Sequence Wndow A value is W

Sequence Wndow has feature nunber 3 and is non-negotiable. It takes
48-bit (6-byte) integer values, |ike DCCP sequence nunbers. Change
and Confirm options for Sequence Wndow are therefore 9 bytes |ong.
New connections start with Sequence W ndow 100 for both endpoints.
The m ninum valid Sequence W ndow value is Wrin = 32. The naxi num
valid Sequence Wndow value is Wrax = 2746 - 1 = 70368744177663.
Change options suggesting Sequence W ndow val ues out of this range
are invalid and MJUST be handl ed accordingly.

A proper Sequence W ndow A val ue nust reflect the nunber of packets
DCCP A expects to be in flight. Only DCCP A can anticipate this
nunber. Values that are too small increase the risk of the endpoints
getting out sync after bursts of loss, and values that are nuch too
smal | can prevent productive conmuni cati on whether or not there is
loss. On the other hand, too-large values increase the risk of
connection hijacking; Section 7.5.5 quantifies this risk. One good
guideline is for each endpoint to set Sequence Wndow to about five
ti mes the maxi num nunber of packets it expects to send in a round-
trip time. Endpoints SHOULD send Change L(Sequence W ndow) options,
as necessary, as the connection progresses. Also, an endpoint MJST
NOT persistently send nore than its Sequence W ndow nunber of packets
per round-trip tine; that is, DCCP A MUST NOT persistently send nore
than Sequence W ndow A packets per RTT.

7.5.3. Sequence-Validity Rules

Sequence-validity depends on the received packet’s type. This table
shows the sequence and acknow edgenent nunber checks applied to each
packet; a packet is sequence-valid if it passes both tests, and
sequence-invalid if it does not. Many of the checks refer to the
sequence and acknow edgenment nunber validity wi ndows [ SW., SWH and
[AW, AWH defined in Section 7.5.1.
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Acknowl edgenent Numnber

Packet Type Sequence Nunber Check Check

DCCP- Request SW. <= segno <= SWH (*) NA

DCCP- Response SW. <= seqno <= SWH (*) AW <= ackno <= AWH
DCCP- Dat a SW. <= seqno <= SWH N A

DCCP- Ack SW. <= seqno <= SWH AW <= ackno <= AWH
DCCP- Dat aAck SW. <= seqno <= SWH AW <= ackno <= AWH
DCCP- d oseReq GSR < seqno <= SWH GAR <= ackno <= AWH
DCCP- d ose GSR < seqno <= SWH GAR <= ackno <= AWH
DCCP- Reset GSR < seqno <= SWH GAR <= ackno <= AWH
DCCP- Sync SW. <= seqno AW <= ackno <= AWH
DCCP- SyncAck SW. <= seqno AW <= ackno <= AWH

(*) Check not applied if connection is in LISTEN or REQUEST state.

In general, packets are sequence-valid if their Sequence and
Acknowl edgenent Nunbers lie within the correspondi ng valid w ndows,
[SW.,, SWH and [AW, AWH . The exceptions to this rule are as
fol | ows:

0 Since DCCP-d oseReq, DCCP-C ose, and DCCP- Reset packets end a
connection, they cannot have Sequence Nunbers |ess than or equa
to GSR, or Acknow edgenent Nunbers |ess than GAR

0 DCCP-Sync and DCCP- SyncAck Sequence Nunbers are not strongly
checked. These packet types exist specifically to get the
endpoi nts back into sync; checking their Sequence Numbers woul d
elimnate their useful ness.

The | eni ent checks on DCCP- Sync and DCCP- SyncAck packets all ow
continued operation after unusual events, such as endpoint crashes
and large bursts of loss, but there’s no need for leniency in the
absence of unusual events -- that is, during ongoing successfu

communi cati on. Therefore, DCCP inplenentations SHOULD use the
followi ng, nore stringent checks for active connections, where a
connection is considered active if it has received valid packets from
the other endpoint within the last three round-trip tines.

Acknowl edgenent Numnber

Packet Type Sequence Nunber Check Check
DCCP- Sync SW. <= seqno <= SWH AW <= ackno <= AWH
DCCP- SyncAck SW. <= seqno <= SWH AW <= ackno <= AWH

Finally, an endpoint MAY apply the follow ng nore stringent checks to
DCCP- C oseReq, DCCP-C ose, and DCCP- Reset packets, further |owering
the probability of successful blind attacks using those packet types.
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Since these checks can cause extra synchroni zation overhead and del ay
connection closing when packets are | ost, they should be considered
experinental .

Acknowl edgenent Numnber

Packet Type Sequence Nunber Check Check

DCCP- d oseReq seqno == GSR + 1 GAR <= ackno <= AWH
DCCP- d ose seqno == GSR + 1 GAR <= ackno <= AWH
DCCP- Reset seqno == GSR + 1 GAR <= ackno <= AWH

Not e that sequence-validity is only one of the validity checks
applied to received packets.

7.5.4. Handling Sequence-lInvalid Packets
Endpoi nts respond to received sequence-invalid packets as foll ows.

0 Any sequence-invalid DCCP-Sync or DCCP-SyncAck packet MJST be
i gnor ed.

0 A sequence-invalid DCCP-Reset packet MIST elicit a DCCP-Sync
packet in response (subject to a possible rate linmt). This
response packet MJST use a new Sequence Nunber, and thus will
increase GSS; GSR will not change, however, since the received
packet was sequence-invalid. The response packet’s
Acknowl edgenment Nunmber MJST equal GSR

0 Any other sequence-invalid packet MIST elicit a simlar DCCP-Sync
packet, except that the response packet’s Acknow edgenent Nunber
MUST equal the sequence-invalid packet’s Sequence Nunber.

On receiving a sequence-valid DCCP-Sync packet, the peer endpoint
(say, DCCP B) MJST update its GSR variable and reply with a DCCP-
SyncAck packet. The DCCP-SyncAck packet’s Acknow edgenment Nunber

wi || equal the DCCP-Sync’s Sequence Nunber, which is not necessarily
GSR.  Upon receiving this DCCP-SyncAck, which will be sequence-valid
since it acknow edges the DCCP-Sync, DCCP A will update its GSR

vari abl e, and the endpoints will be back in sync. As an exception
if the peer endpoint is in the REQUEST state, it MJST respond with a
DCCP- Reset i nstead of a DCCP-SyncAck. This serves to clean up DCCP
A’ s hal f-open connecti on.

To protect against denial-of-service attacks, DCCP inpl enentations
SHOULD i npose a rate limt on DCCP-Syncs sent in response to
sequence-invalid packets, such as not nore than ei ght DCCP-Syncs per
second.
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7.

5.

DCCP endpoi nts MJUST NOT process sequence-invalid packets except,

per haps, by generating a DCCP-Sync. For instance, options MJST NOT
be processed. An endpoint MAY tenporarily preserve sequence-invalid
packets in case they becone valid | ater, however; this can reduce the
i npact of bursts of |oss by delivering nore packets to the
application. |In particular, an endpoint MAY preserve sequence-
invalid packets for up to 2 round-trip tines. |If, within that tine,
the rel evant sequence wi ndows change so that the packets becone
sequence-valid, the endpoint MAY process them again.

Not e that sequence-invalid DCCP- Reset packets cause DCCP-Syncs to be
generated. This is because endpoints in an unsynchroni zed state
(CLCSED, REQUEST, and LI STEN) might not have enough information to
generate a proper DCCP-Reset on the first try. For exanple, if a
peer endpoint is in CLOSED state and receives a DCCP-Data packet, it
cannot guess the right Sequence Number to use on the DCCP-Reset it
generates (since the DCCP-Data packet has no Acknow edgenent Number).
The DCCP-Sync generated in response to this bad reset serves as a
chal | enge, and contai ns enough information for the peer to generate a
proper DCCP-Reset. However, the new DCCP- Reset may carry a different
Reset Code than the original DCCP-Reset; probably the new Reset Code
will be 3, "No Connection". The endpoint SHOULD use information from
the origi nal DCCP- Reset when possi bl e.

5.  Sequence Nunber Attacks

Sequence and Acknow edgenment Nunbers form DCCP's main |ine of defense
agai nst attackers. An attacker that cannot guess sequence nunbers
cannot easily mani pul ate or hijack a DCCP connection, and
requirenents like careful initial sequence nunber choice elininate

t he nost serious attacks.

An attacker might still send nany packets with randomy chosen
Sequence and Acknow edgenment Numbers, however. |[If one of those
probes ends up sequence-valid, it may shut down the connection or

ot herwi se cause problens. The easiest such attacks to execute are as
fol | ows:

0 Send DCCP-Data packets with random Sequence Nunbers. |f one of
these packets hits the valid sequence nunber wi ndow, the attack
packet’s application data may be inserted into the data stream

0 Send DCCP-Sync packets with random Sequence and Acknow edgenent
Nunmbers. |If one of these packets hits the valid acknow edgenent
nunber wi ndow, the receiver will shift its sequence nunber w ndow
accordingly, getting out of sync with the correct endpoint --
per haps permanently.
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The attacker has to guess both Source and Destination Ports for any
of these attacks to succeed. Additionally, the connection would have
to be inactive for the DCCP-Sync attack to succeed, assuming the
victiminplemented the nore stringent checks for active connections
recommended in Section 7.5.3.

To quantify the probability of success, let N be the nunber of attack
packets the attacker is willing to send, Whbe the rel evant sequence
wi ndow wi dth, and L be the I ength of sequence nunbers (24 or 48).

The attacker’s best strategy is to space the attack packets evenly
over sequence space. Then the probability of hitting one sequence
number wi ndow is P = W\ 2~L.

The success probability for a DCCP-Data attack using short sequence
nunbers thus equals P = W/ 2724, For W= 100, then, the attacker
nmust send nore than 83,000 packets to achieve a 50% chance of

success. For reference, the easiest TCP attack -- sending a SYN with
a random sequence nunber, which will cause a connection reset if it
falls within the window -- with W= 8760 (a common default) and

L = 32 requires nore than 245,000 packets to achieve a 50% chance of
success.

A fast connection’s Wwill generally be high, increasing the attack
success probability for fixed N If this probability gets
unconfortably high with L = 24, the endpoint SHOULD prevent the use
of short sequence nunbers by mani pul ating the All ow Short Sequence
Numbers feature (see Section 7.6.1). The probability linmt depends
on the application, however. Sone applications, such as those

al ready designed to handle corruption, are quite resilient to data
i njection attacks.

The DCCP-Sync attack has L = 48, since DCCP-Sync packets use |ong
sequence nunbers exclusively; in addition, the success probability is
hal ved, since only half the Sequence Nunber space is valid. Attacks
have a correspondingly smaller probability of success. For a large W
of 2000 packets, then, the attacker nust send nore than 10711 packets
to achi eve a 50% chance of success

Attacks invol ving DCCP- Ack, DCCP- Dat aAck, DCCP-C oseReq, DCCP-C ose,
and DCCP- Reset packets are nore difficult, since Sequence and

Acknowl edgenent Nunbers nust both be guessed. The probability of
attack success for these packet types equals P = WKN/ 2*(2L), where W
is the Sequence Nunber wi ndow, X is the Acknow edgenent Nunber

wi ndow, and N and L are as before.

Since DCCP-Data attacks with short sequence nunbers are relatively

easy for attackers to execute, DCCP has been engi neered to prevent
these attacks fromescalating to connection resets or other serious
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In particular, any options whose processing m ght

cause the connection to be reset are ignored when they appear on
DCCP- Dat a packet s.

. 5. 6.

In the follow ng exanple,

burst of loss t
appropriate seq

DCCP A
(GSS=1, GSR=10)
>

-->

-->

XK <--
-->

(GSS=102, GSR=11)

In the next exa
at t ack.

Sequence Numnber

Handl i ng Exanpl es

DCCP A and DCCP B recover froma |large
hat runs DCCP A s sequence nunbers out of DCCP B's
uence nunber w ndow.

DCCP B
(GSS=10, GSR=1)

DCCP- Dat a(seq 2) XXX

DCCP- Dat a(seq 100) XXX

DCCP- Dat a(seq 101) --> 7277
segno out of range;
send Sync

DCCP- Sync(seq 11, ack 101) <--
(GSS=11, GSR=1)
- > K

(GSS=11, GSR=102)

DCCP- SyncAck(seq 102, ack 11)

npl e, a DCCP connection recovers froma sinple blind

DCCP A DCCP B
(GSS=1, GSR=10) (GSS=10, GSR=1)
*ATTACKER* --> DCCP-Data(seq 10"6) --> 27?7
segno out of range;
send Sync
??? <-- DCCP- Sync(seq 11, ack 1076) <--
ackno out of range; ignore

(GSS=1, GSR=10)

The final exanp
DCCP A

(GSS=1, GSR=10)
(Crash)
CLOSED
REQUEST
I
REQUEST
REQUEST
REQUEST

et al.

(GSS=11, GSR=1)

| e denonstrates recovery froma hal f-open connecti on.
DCCP B
(GSS=10, GSR=1)
OPEN
DCCP- Request (seq 400) --> ???
DCCP- Sync(seq 11, ack 400) <-- OPEN
DCCP- Reset (seq 401, ack 11) --> (Abort)
CLOSED
DCCP- Request (seq 402) -->
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7.6. Short Sequence Nunbers

DCCP sequence nunbers are 48 bits long. This |arge sequence space
protects DCCP connections agai nst sone blind attacks, such as the

i njection of DCCP-Resets into the connection. However, DCCP-Dat a,
DCCP- Ack, and DCCP- Dat aAck packets, which nake up the body of any
DCCP connection, nmay reduce header space by transmitting only the

|l ower 24 bits of the relevant Sequence and Acknow edgenent Numbers.
The receiving endpoint will extend these nunbers to 48 bits using the
foll owi ng pseudocode:

procedure Extend_Sequence_ Nunber (S, REF)
/* Sis a 24-bit sequence nunmber fromthe packet header.
REF is the relevant 48-bit reference sequence nunber:
GSS if Sis an Acknow edgenent Number, and GSRif Sis a
Sequence Number. */

Set REF low := low 24 bits of REF

Set REF _hi := high 24 bits of REF

If REF low (<) S /* circular conparison nod 2724 */
and S | <] REF_| ow, /* conventional, non-circular

compari son */
Return (((REF_hi + 1) nod 2724) << 24) | S
Oherwise, if S (<) REF_low and REF_low |<| S
Return (((REF_hi - 1) nod 2724) << 24) | S
O her wi se,
Return (REF_hi << 24) | S

The two different kinds of conparison in the if statenents detect
when the | oworder bits of the sequence space have w apped. (The
circular conparison "REF low (<) S" returns true if and only if

(S - REF_ low), calculated using tw' s-conplenent arithnetic and then
represented as an unsi gned nunber, is less than or equal to 2723
(mod 2724).) \Wen this happens, the high-order bits are increnented
or decrenented, as appropriate.

7.6.1. Allow Short Sequence Nunbers Feature

Endpoints can require that all packets use |ong sequence nunbers by

| eaving the All ow Short Sequence Nunbers feature value at its default
of zero. This can reduce the risk that data will be inappropriately
injected into the connection. DCCP A sends a "Change L(All ow Short
Seqgnos, 1)" option to indicate its desire to send packets with short
sequence nunbers

Al l ow Short Sequence Nunbers has feature nunber 2 and is server-
priority. It takes one-byte Bool ean val ues. When All ow Short
Seqgnos/B is zero, DCCP B MUST NOT send packets with short sequence
nunbers and DCCP A MJST ignore any packets with short sequence
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nunbers that are received. Values of two or nore are reserved. New
connections start with Allow Short Sequence Nunbers 0 for both
endpoi nt s.

7.6.2. \Wien to Avoid Short Sequence Numbers

Short sequence nunbers reduce the rate DCCP connections can safely
achi eve and increase the risks of certain kinds of attacks, including
blind data injection. Very-high-rate DCCP connections, and
connections with | arge sequence wi ndows (Section 7.5.2), SHOULD NOT
use short sequence nunbers on their data packets. The attack risk

i ssues have been discussed in Section 7.5.5; we discuss the rate
limtation issue here.

The sequence-validity nmechani smassunmes that the network does not
deliver extrenely old data. |In particular, it assunes that the
networ k must have dropped any packet by the tine the connection waps
around and uses its sequence nunber again. This constraint linmts

t he maxi num connection rate that can be safely achieved. Let ML
equal the maxi num segnent lifetine, P equal the average DCCP packet
size in bits, and L equal the length of sequence nunbers (24 or 48
bits). Then the maxi mum safe rate, in bits per second, is

R = P*(2"L)/ 2NBL.

For the default MSL of 2 minutes, 1500-byte DCCP packets, and short
sequence nunbers, the safe rate is therefore approxinmately 800 M/ s.
Al'though 2 minutes is a very large MSL for any networks that could
sustain that rate with such small packets, |ong sequence nunbers
al | ow nuch higher rates under the same constraints: up to 14 petabits
a second for 1500-byte packets and the default MSL.

7.7. NDP Count and Detecting Application Loss

DCCP' s sequence nunbers increnent by one on every packet, including
non- dat a packets (packets that don’t carry application data). This
makes DCCP sequence nunbers suitable for detecting any network | oss,
but not for detecting the | oss of application data. The NDP Count
option reports the length of each burst of non-data packets. This
lets the receiving DCCP reliably determ ne when a burst of |oss

i ncl uded application data.

Type=37 Len=3-8 (1-6 bytes)

If a DCCP endpoint’s Send NDP Count feature is one (see below), then
that endpoi nt MUST send an NDP Count option on every packet whose
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i medi at e predecessor was a non-data packet. Non-data packets
consi st of DCCP packet types DCCP-Ack, DCCP-C ose, DCCP-d oseReq
DCCP- Reset, DCCP-Sync, and DCCP- SyncAck. The ot her packet types,
nanel y DCCP- Request, DCCP- Response, DCCP-Data, and DCCP- Dat aAck, are
consi dered data packets, although not all DCCP-Request and DCCP-
Response packets will actually carry application data.

The val ue stored in NDP Count equal s the nunber of consecutive non-
data packets in the run inmedi ately previous to the current packet.
Packets with no NDP Count option are considered to have NDP Count
zero.

The NDP Count option can carry one to six bytes of data. The
smal l est option format that can hold the NDP Count SHOULD be used.

Wth NDP Count, the receiver can reliably tell only whether a burst
of loss contained at |east one data packet. For example, the

recei ver cannot always tell whether a burst of |oss contained a non-
dat a packet.

7.7.1. NDP Count Usage Notes

Say that K consecutive sequence nunbers are missing in some burst of

| oss, and that the Send NDP Count feature is on. Then sone
application data was | ost within those sequence nunbers unl ess the
packet followi ng the hole contains an NDP Count option whose value is
greater than or equal to K

For exanple, say that an endpoint sent the foll ow ng sequence of
non- data packets (Nx) and data packets (Dx).

NO NI D2 N3 D4 D5 No Dr D8 DO D10 N11 N12 D13
Those packets woul d have NDP Counts as foll ows.

NO NI D2 N3 D4 D5 N6 D7 D8 D9 DIO NI1 N12 D13
-1 02 - 1 - - 1 - - - - 1 2

NDP Count is not useful for applications that include their own
sequence numbers with their packet headers.

7.7.2. Send NDP Count Feature
The Send NDP Count feature |ets DCCP endpoi nts negoti ate whether they
shoul d send NDP Count options on their packets. DCCP A sends a

"Change R(Send NDP Count, 1)" option to ask DCCP B to send NDP Count
options.
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8.1

Send NDP Count has feature nunber 7 and is server-priority. It takes
one- byte Bool ean val ues. DCCP B MJUST send NDP Count options as
descri bed above when Send NDP Count/B is one, although it MAY send
NDP Count options even when Send NDP Count/B is zero. Values of two
or nore are reserved. New connections start with Send NDP Count O
for both endpoints.

Event Processing

Thi s section describes how DCCP connections nove between states and
whi ch packets are sent when. Note that feature negotiation takes
place in parallel with the connection-wi de state transitions

descri bed here.

Connecti on Establishnent

DCCP connections’ initiation phase consists of a three-way handshake:
an initial DCCP-Request packet sent by the client, a DCCP-Response
sent by the server in reply, and finally an acknow edgenent fromthe
client, usually via a DCCP-Ack or DCCP-DataAck packet. The client
noves fromthe REQUEST state to PARTOPEN, and finally to OPEN, the
server noves from LI STEN to RESPOND, and finally to OPEN.

Cient State Server State
CLGSED LI STEN
1. REQUEST --> Request -->
2. <-- Response <-- RESPOND
3. PARTOPEN --> Ack, DataAck -->
4. <-- Data, Ack, DataAck <-- OPEN
5. OPEN <-> Data, Ack, DataAck <-> OPEN

.1. dient Request

When a client decides to initiate a connection, it enters the REQUEST
state, chooses an initial sequence nunmber (Section 7.2), and sends a
DCCP- Request packet using that sequence nunber to the intended
server.

DCCP- Request packets will comonly carry feature negotiation options
that open negotiations for various connection paraneters, such as
preferred congestion control I1Ds for each hal f-connection. They may
al so carry application data, but the client should be aware that the
server nmay not accept such data.

A client in the REQUEST state SHOULD use an exponenti al - backoff tiner
to send new DCCP- Request packets if no response is received. The
first retransm ssion should occur after approxi mately one second,
backing off to not |ess than one packet every 64 seconds; or the
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endpoi nt can use whatever retransnission strategy is followed for
retransmitting TCP SYNs. Each new DCCP- Request MUST increnment the
Sequence Number by one and MJUST contain the sane Service Code and
application data as the origi nal DCCP-Request.

A client MAY give up on its DCCP-Requests after sone tine (3 mnutes
for exanple). Wien it does, it SHOULD send a DCCP- Reset packet to
the server with Reset Code 2, "Aborted", to clean up state in case
one or nore of the Requests actually arrived. A client in REQUEST
state has never received an initial sequence nunber fromits peer, so
t he DCCP- Reset’s Acknow edgenment Nunber MUST be set to zero.

The client |eaves the REQUEST state for PARTOPEN when it receives a
DCCP- Response fromthe server

8.1.2. Service Codes

Each DCCP- Request contains a 32-bit Service Code, which identifies
the application-level service to which the client application is
trying to connect. Service Codes should correspond to application
services and protocols. For exanple, there mght be a Service Code
for SIP control connections and one for RTP audi o connecti ons.

M ddl eboxes, such as firewalls, can use the Service Code to identify
the application running on a nonstandard port (assumi ng the DCCP
header has not been encrypted).

Endpoi nts MJUST associate a Service Code with every DCCP socket, both
actively and passively opened. The application will generally supply
this Service Code. Each active socket MJIST have exactly one Service
Code. Passive sockets MAY, at the inplenentation’s discretion, be
associated with nore than one Service Code; this mght let nultiple
applications, or nultiple versions of the sanme application, listen on
the sane port, differentiated by Service Code. |f the DCCP-Request’s
Service Code doesn’'t equal any of the server’s Service Codes for the
gi ven port, the server MJST reject the request by sending a DCCP-
Reset packet with Reset Code 8, "Bad Service Code". A niddlebox MAY
al so send such a DCCP-Reset in response to packets whose Service Code
i s considered unsuitable.

Service Codes are not intended to be DCCP-specific and are all ocated
by 1ANA. Following the policies outlined in [ RFC2434], nost Service
Codes are allocated First Conme First Served, subject to the follow ng
gui del i nes

0 Service Codes are allocated one at a tinme, or in small blocks. A

short English description of the intended service is REQU RED to
obtain a Service Code assignnent, but no specification, standards
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track or otherwise, is necessary. |ANA naintains an association
of Service Codes to the correspondi ng phrases.

0 Users request specific Service Code values. W suggest that users
request Service Codes that can be represented using the "SC "
formatti ng convention described below. Thus, the "Frobodyne Pl otz
Protocol" mght correspond to Service Code 17178548426 or,
equi valently, "SC. fdpz". The canonical interpretation of a
Service Code field is nuneric.

0 Service Codes whose bytes each have values in the set {32, 45-57
65-90} use a Specification Required allocation policy. That is,
t hese Service Codes are used for international standard or
standards-track specifications, |ETF or otherwise. (This set
consists of the ASCII digits, uppercase letters, and characters
space, '-', '.’, and '/’.)

0 Service Codes whose high-order byte equals 63 (ASCII *?') are
reserved for Private Use.

0 Service Code 0 represents the absence of a neani ngful Service Code
and MUST NOT be all ocat ed.

0 The val ue 4294967295 is an invalid Service Code. Servers MJST
reject any DCCP-Request with this Service Code val ue by sending a
DCCP- Reset packet with Reset Code 8, "Bad Service Code"

This design for Service Code allocation is based on the allocation of
4-byte identifiers for Maci ntosh resources, PNG chunks, and TrueType
and OpenType tabl es.

In text settings, we recommend that Service Codes be witten in one
of three forms, prefixed by the ASCI| letters SC and either a col on
":" or equals sign "=". These forns are interpreted as foll ows.

SC. I ndicates a Service Code representabl e using a subset of the
ASCI| characters. The colon is followed by one to four
characters taken fromthe following set: letters, digits, and
the characters in "-_+.*/?@ (not including quotes).
Nurmerical ly, these characters have values in {42-43, 45-57
63-90, 95, 97-122}. The Service Code is cal cul ated by
paddi ng the string on the right with spaces (value 32) and
intepreting the four-character result as a 32-bit big-endian
numnber .

SC= I ndi cates a deci mal Service Code. The equals signis

foll owed by any nunmber of decimal digits, which specify the
Service Code. Values above 4294967294 are ill egal
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SC=x or SC=X
I ndi cates a hexadeci mal Service Code. The "x" or "X' is
foll owed by any nunber of hexadecimal digits (upper or |ower
case), which specify the Service Code. Values above
4294967294 are ill egal

Thus, the Service Code 1717858426 m ght be represented in text as
ei ther SC fdpz, SC=1717858426, or SC=x6664707A.

8.1.3. Server Response

In the second phase of the three-way handshake, the server noves from
the LI STEN state to RESPOND and sends a DCCP- Response nessage to the
client. In this phase, a server will often specify the features it
would like to use, either fromanong those the client requested or in
addition to those. Anong these options is the congestion control
mechani smthe server expects to use

The server MAY respond to a DCCP- Request packet with a DCCP- Reset
packet to refuse the connection. Relevant Reset Codes for refusing a
connection include 7, "Connection Refused", when the DCCP-Request’s
Destination Port did not correspond to a DCCP port open for

listening; 8, "Bad Service Code", when the DCCP-Request’s Service
Code did not correspond to the service code registered with the
Destination Port; and 9, "Too Busy", when the server is currently too
busy to respond to requests. The server SHOULD linit the rate at
which it generates these resets; for exanple, to not nore than 1024
per second.

The server SHOULD NOT retransmt DCCP- Response packets; the client
will retransmt the DCCP-Request if necessary. (Note that the
"retransmitted" DCCP-Request will have, at least, a different
sequence nunmber fromthe "original" DCCP-Request. The server can
thus distinguish true retransm ssions from network duplicates.) The
server will detect that the retransm tted DCCP- Request applies to an
exi sting connection because of its Source and Destination Ports.
Every valid DCCP- Request received while the server is in the RESPOND
state MJUST elicit a new DCCP- Response. Each new DCCP- Response MJST
i ncrenent the server’s Sequence Nunber by one and MJST i nclude the
same application data, if any, as the original DCCP-Response.

The server MUST NOT accept nore than one piece of DCCP- Request
application data per connection. |In particular, the DCCP-Response
sent inreply to a retransnitted DCCP- Request with application data
SHOULD contain a Data Dropped option, in which the retransnmitted
DCCP- Request data is reported with Drop Code 0, Protocol Constraints
The origi nal DCCP- Request SHOULD al so be reported in the Data Dropped
option, either in a Normal Block (if the server accepted the data or
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there was no data) or in a Drop Code O Drop Block (if the server
refused the data the first tinme as well).

The Data Dropped and Init Cookie options are particularly useful for
DCCP- Response packets (Sections 11.7 and 8.1.4).

The server |eaves the RESPOND state for OPEN when it receives a valid
DCCP- Ack fromthe client, conpleting the three-way handshake. It MAY
al so | eave the RESPOND state for CLOSED after a timeout of not |ess
than 4MsL (8 minutes); when doing so, it SHOULD send a DCCP- Reset
with Reset Code 2, "Aborted"”, to clean up state at the client.

8.1.4. Init Cookie Option

oo oo oo oo oo oo
| 00100100| Length | Init Cookie Val ue

Fom e e e - Fom e e e - Fom e e e - Fom e e e - Fom e e e - Fom e e e -
Type=36

The Init Cookie option lets a DCCP server avoid having to hold any
state until the three-way connection setup handshake has conpl et ed,
in a simlar fashion as for TCP SYN cooki es [ SYNCOXKIES]. The server
wraps up the Service Code, server port, and any options it cares
about from both the DCCP-Request and DCCP- Response in an opaque
cookie. Typically the cookie will be encrypted using a secret known
only to the server and will include a cryptographic checksum or magic
val ue so that correct decryption can be verified. Wen the server
recei ves the cookie back in the response, it can decrypt the cookie
and instantiate all the state it avoi ded keeping. In the neantine,
it need not nove fromthe LI STEN state.

The Init Cookie option MIUST NOT be sent on DCCP- Request or DCCP- Data
packets. Any Init Cookie options received on DCCP- Request or DCCP-
Dat a packets, or after the connection has been established (when the
connection’s state is >= OPEN), MJIST be ignored. The server MAY
include Init Cookie options in its DCCP-Response. |If so, then the
client MIUST echo the sanme Init Cookie options, in the sane order, in
each succeedi ng DCCP packet until one of those packets is

acknow edged (showi ng that the three-way handshake has conpl eted) or
the connection is reset. As a result, the client MJUST NOT use DCCP-
Dat a packets until the three-way handshake conpletes or the
connection is reset. The Init Cookie options on a client packet MJST
equal those received on the DCCP-Request indicated by the client
packet’s Acknow edgenent Number. The server SHOULD design its Init
Cookie format so that Init Cookies can be checked for tanpering; it
SHOULD respond to a tanpered Init Cookie option by resetting the
connection with Reset Code 10, "Bad Init Cookie".
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Init Cookie's precise inplenentation need not be specified here;
since Init Cookies are opaque to the client, there are no
interoperability concerns. An exanple cookie format m ght encrypt
(using a secret key) the connection’s initial sequence and

acknow edgenent nunbers, ports, Service Code, any options included on
t he DCCP- Request packet and the correspondi ng DCCP- Response, a random
salt, and a nagic nunber. On receiving a reflected Init Cookie, the
server woul d decrypt the cookie, validate it by checking its magic
number, sequence nunbers, and ports, and, if valid, create a
correspondi ng socket using the options.

Each individual Init Cookie option can hold at nobst 253 bytes of
data, but a server can send nmultiple Init Cookie options to gain nore
space.

8.1.5. Handshake Conpl etion

When the client receives a DCCP- Response fromthe server, it noves
fromthe REQUEST state to PARTOPEN and conpl etes the three-way
handshake by sendi ng a DCCP- Ack packet to the server. The client
remai ns in PARTOPEN until it can be sure that the server has received
some packet the client sent from PARTOPEN (either the initial DCCP-
Ack or a later packet). Cdients in the PARTOPEN state that want to
send data MJST do so usi ng DCCP-Dat aAck packets, not DCCP-Data
packets. This is because DCCP-Data packets |ack Acknow edgenent
Nunmbers, so the server can’'t tell from a DCCP-Data packet whether the
client saw its DCCP- Response. Furthernore, if the DCCP-Response
included an Init Cookie, that Init Cookie MJST be included on every
packet sent in PARTOPEN

The single DCCP- Ack sent when entering the PARTOPEN state m ght, of
course, be dropped by the network. The client SHOULD ensure that
some packet gets through eventually. The preferred mechani sm woul d

be a roughly 200-mllisecond tiner, set every tinme a packet is
transmitted in PARTOPEN. If this timer goes off and the client is
still in PARTOPEN, the client generates anot her DCCP- Ack and backs

off the tinmer. |If the client remains in PARTOPEN for nore than 4NMSL
(8 minutes), it SHOULD reset the connection with Reset Code 2,
" Aborted".

The client | eaves the PARTOPEN state for OPEN when it receives a
val i d packet other than DCCP- Response, DCCP-Reset, or DCCP-Sync from
t he server.

8.2. Data Transfer

In the central data transfer phase of the connection, both server and
client are in the OPEN state.
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DCCP A sends DCCP-Data and DCCP- Dat aAck packets to DCCP B due to
application events on host A These packets are congesti on-
controlled by the CCD for the A-to-B half-connection. |n contrast,
DCCP- Ack packets sent by DCCP A are controlled by the CCID for the
B-to- A hal f-connection. GCenerally, DCCP A w |l piggyback

acknow edgenent infornmation on DCCP-Data packets when acceptabl e,
creati ng DCCP-Dat aAck packets. DCCP-Ack packets are used when there
is no data to send from DCCP A to DCCP B, or when the congestion
state of the A-to-B CCOD will not allow data to be sent.

DCCP- Sync and DCCP- SyncAck packets may al so occur in the data
transfer phase. Sone cases causing DCCP-Sync generation are

di scussed in Section 7.5. One inportant distinction between DCCP-
Sync packets and ot her packet types is that DCCP-Sync elicits an

i medi at e acknowl edgenent. On receiving a valid DCCP-Sync packet, a
DCCP endpoi nt MJST i mmedi ately generate and send a DCCP- SyncAck
response (subject to any inplenentation rate limts); the

Acknowl edgenent Number on that DCCP-SyncAck MJST equal the Sequence
Nunmber of the DCCP-Sync.

A particular DCCP inplenmentation mght decide to initiate feature
negoti ation only once the OPEN state was reached, in which case it

m ght not allow data transfer until sone tine later. Data received
during that tinme SHOULD be rejected and reported using a Data Dropped
Drop Block with Drop Code 0, Protocol Constraints (see Section 11.7).

8.3. Ternination

DCCP connection term nati on uses a handshake consisting of an
optional DCCP-Cd oseReq packet, a DCCP-Cl ose packet, and a DCCP- Reset
packet. The server noves fromthe OPEN state, possibly through the
CLOSEREQ state, to CLOSED; the client noves from OPEN t hrough CLCOSI NG
to TTMEWAIT, and after 2MSL wait tinme (4 mnutes) to CLOSED.

The sequence DCCP- Cl oseReq, DCCP-C ose, DCCP-Reset is used when the
server decides to close the connection but doesn’t want to hold
TIMEWAI T state:

Cient State Server State
OPEN OPEN
1. <-- d oseReq <-- CLOSEREQ
2. CLOSING --> d ose -->
3. <-- Reset <-- CLCSED (LI STEN)
4. TIMVEWAI T
5. CLCSED
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A shorter sequence occurs when the client decides to close the
connecti on.

Client State Server State
OPEN OPEN
1. CLOSING --> d ose -->
2. <-- Reset <-- CLCSED (LI STEN)
3. TIMVEWAI T
4. CLOSED

Finally, the server can decide to hold TIMEWAIT state:

Client State Server State
OPEN OPEN
1. <- - d ose <-- CLGCSI NG
2. CLGSED --> Reset -->
3. TI MEVAI T
4, CLCSED (LI STEN)

In all cases, the receiver of the DCCP- Reset packet holds TIMEWAIT
state for the connection. As in TCP, TIMEWAIT state, where an
endpoint quietly preserves a socket for 2MSL (4 mnutes) after its
connection has closed, ensures that no connection duplicating the
current connection's source and destination addresses and ports can
start up while old packets mght remain in the network.

The termi nati on handshake proceeds as follows. The receiver of a
val i d DCCP-Cd oseReq packet MUST respond with a DCCP-C ose packet.
The receiver of a valid DCCP-C ose packet MJIST respond with a DCCP-
Reset packet with Reset Code 1, "Closed". The receiver of a valid
DCCP- Reset packet -- which is also the sender of the DCCP-C ose
packet (and possibly the receiver of the DCCP-C oseReq packet) --
will hold TIMEWAIT state for the connecti on.

A DCCP- Reset packet conpl etes every DCCP connection, whether the
termnation is clean (due to application close; Reset Code 1,

"C osed") or unclean. Unlike TCP, which has two distinct term nation
mechani sms (FIN and RST), DCCP ends all connections in a uniform
manner. This is justified because sonme aspects of connection

term nation are the sanme i ndependent of whether term nation was
clean. For instance, the endpoint that receives a valid DCCP- Reset
SHOULD hold TIMEWAIT state for the connection. Processors that nust
di stingui sh between clean and unclean termni nation can exani ne the
Reset Code. DCCP inplenentations generally transition to the CLOSED
state after sending a DCCP-Reset packet.

Endpoints in the CLOSEREQ and CLOSI NG states MJST retransmt DCCP-
O oseReq and DCCP-C ose packets, respectively, until |eaving those
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8. 3.

8. 4.

Koh

states. The retransnission tiner should initially be set to go off
in tw round-trip tinmes and should back off to not |ess than once
every 64 seconds if no relevant response is received.

Only the server can send a DCCP-C oseReq packet or enter the CLOSEREQ
state. A server receiving a sequence-valid DCCP-C oseReq packet MJST
respond with a DCCP-Sync packet and otherw se ignore the DCCP-

Cl oseReq.

DCCP- Dat a, DCCP- Dat aAck, and DCCP- Ack packets received in CLOSEREQ or
CLOSI NG states MAY be either processed or ignored.

1. Abnornal Termn nation

DCCP endpoi nts generate DCCP- Reset packets to term nate connections
abnormal | y; a DCCP- Reset packet may be generated from any state.
Resets sent in the CLOSED, LISTEN, and TIMEWAI T states use Reset Code
3, "No Connection", unless otherw se specified. Resets sent in the
REQUEST or RESPOND states use Reset Code 4, "Packet Error", unless

ot herwi se specified.

DCCP endpoints in CLOSED, LISTEN, or TIMEWAIT state may need to
generate a DCCP- Reset packet in response to a packet received froma
peer. Since these states have no associ ated sequence nunber

vari abl es, the Sequence and Acknow edgenent Nunbers on the DCCP- Reset
packet R are taken fromthe received packet P, as follows.

1. If P.ackno exists, then set R seqno := P.ackno + 1. O herwi se,
set R seqno := 0.

2. Set R ackno := P.seqno.

3. |If the packet used short sequence nunbers (P.X == 0), then set the
upper 24 bits of R segno and R ackno to O.

DCCP State Diagram

The nost common state transitions discussed above can be summari zed
in the following state diagram The diagramis illustrative; the
text in Section 8.5 and el sewhere shoul d be considered definitive.
For exanple, there are arcs (not shown) from every state except
CLCSED to TIMEWAI T, contingent on the receipt of a valid DCCP-Reset.

ler, et al. St andards Track [ Page 66]



RFC 4340 Dat agr am Congesti on Control Protocol (DCCP) March 2006

o o e e ee oo + o o e e ee oo +
| v v |
| oo + |
| R + CLOSED +------------ + |
| | passive R + active | |
| | open open | |
| | snd Request | |
| v v |
| Hmmmmmmaaa + Hmmmmmmaaa + |
| | LISTEN | | REQUEST | |
| [ R - + [ R - + |
| | rcv Request rcv Response |
| | snd Response snd Ack |
| v v |
| Hmmmmmmaaa + Hmmmmmmaaa + |
| | RESPOND | | PARTOPEN |
| [ R - + [ R - + |
| | rcv Ack/ Dat aAck rcv packet |
| | | |
| | oo + | |
| R >| OPEN [<----emmmm-- + |
| B I = |
| server active close | | | active cl ose |
| snd C oseReq | | | or rcv doseReq
| | | | snd d ose |
| | | | |
| oo + . oo o
| | CLOSEREQ | <--------- R ST > CLOSING |
| [ —_— + | [ —_— + |
| | rcv O ose | rcv Reset | |
| | snd Reset | | |
[RSEEEEETEE + | v |
| | oot + |
| rcv dose | | TIMBEVWAIT | |
| snd Reset | S + |
o e e e e e e e e e e e e + | |
oo +

2MBL tiner expires
8.5. Pseudocode

This section presents an algorithmdescribing the processing steps a
DCCP endpoi nt nmust go through when it receives a packet. A DCCP

i mpl ement ati on need not inplement the algorithmas it is described
here, but any inplenentati on MIUST generate observable effects exactly
as indicated by this pseudocode, except where all owed otherw se by
anot her part of this docunent.
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The received packet is witten as P, the socket as S. Socket
vari abl es are:

OSR - first OPEN sequence nunber received

GSS - greatest sequence nunber sent

GSR - greatest valid sequence nunber received

GAR - greatest valid acknow edgenent nunber received on a
non-Sync; initialized to S.ISS

"Send packet" actions always use, and increnent, S.GSS.

S. SW. - sequence nunber wi ndow | ow

S. SWH - sequence nunber wi ndow hi gh

S. AW - acknow edgenent nunber w ndow | ow
S. AWH - acknow edgenent nunber w ndow hi gh
S.ISS - initial sequence nunber sent

S.ISR - initial sequence nunber received
S.

S.

S.

S.

Step 1: Check header basics
/* This step checks for nal forned packets. Packets that fai
these checks are ignored -- they do not receive Resets in
response */
the packet is shorter than 12 bytes, drop packet and return
P.type is not understood, drop packet and return
P.Data Ofset is smaller than the given packet type's
fixed header length or larger than the packet’s | ength,
drop packet and return
If P.type is not Data, Ack, or DataAck and P.X == 0 (the packet
has short sequence nunbers), drop packet and return
If the header checksumis incorrect, drop packet and return
If P.CsCov is too |large for the packet size, drop packet and
return

— —h —h

Step 2: Check ports and process TIMEWAIT state

/* Flow IDis <src addr, src port, dst addr, dst port> 4-tuple */

Look up flow ID in table and get correspondi ng socket

If no socket, or S.state == TIMEVAIT,
/* The follow ng Reset’s Sequence and Acknow edgenent Nunbers

are taken fromthe input packet; see Section 8.3.1. */

Cenerate Reset(No Connection) unless P.type == Reset
Drop packet and return
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Step 3: Process LISTEN state
If S.state == LI STEN,
If P.type == Request or P contains a valid Init Cookie option,
/* Miust scan the packet’s options to check for Init
Cookies. Only Init Cookies are processed here,
however; other options are processed in Step 8. This
scan need only be perforned if the endpoint uses Init

Cooki es */
/* Generate a new socket and switch to that socket */
Set S := new socket for this port pair

S.state = RESPOND
Choose S.ISS (initial seqno) or set fromlnit Cookies
Initialize S.GAR := S. I SS
Set S.ISR, S.GSR, S.SW, S.SWH from packet or Init Cookies
Continue with S. state == RESPOND
/* A Response packet will be generated in Step 11 */
O herw se,
CGenerate Reset(No Connection) unless P.type == Reset
Drop packet and return

Step 4: Prepare sequence nunbers in REQUEST
If S.state == REQUEST,
If (P.type == Response or P.type == Reset)
and S. AW <= P.ackno <= S. AWH,
/* Set sequence nunber variables corresponding to the
other endpoint, so P will pass the tests in Step 6 */
Set S.GSR, S.ISR S.SW, S SWH
/ * Response processing continues in Step 10; Reset
processing continues in Step 9 */
O herwi se,
/* Only Response and Reset are valid in REQUEST state */
Gener ate Reset (Packet Error)
Drop packet and return

Step 5: Prepare sequence nunbers for Sync
If P.type == Sync or P.type == SyncAck,
If S.AW. <= P.ackno <= S. AWH and P.seqno >= S. SW,,
/* Pis valid, so update sequence nunber variabl es
accordingly. After this update, P will pass the tests
in Step 6. A SyncAck is generated if necessary in

Step 15 */
Update S.GSR, S.SW, S.SWH
O herw se,

Drop packet and return
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Step 6: Check sequence nunbers
If P.X == 0 and the relevant Allow Short Segnos feature is O,
/* Packet has short segnos, but short seqnos not allowed */
Drop packet and return
O herwise, if P.X==0,
Extend P.segno and P.ackno to 48 bits using the procedure
in Section 7.6
Let LSW. = S.SW. and LAW. = S. AW
If P.type == O oseReq or P.type == Cose or P.type == Reset,
LSW. := S.GSR + 1, LAW := S.GAR
If LSW <= P.seqno <= S. SWH
and (P.ackno does not exist or LAW <= P.ackno <= S. AWH),
Update S.GSR, S.SW, S.SWH
If P.type != Sync,
Update S. GAR
O herw se,
If P.type == Reset,
Send Sync packet acknow edgi ng S. GSR
O herwi se,
Send Sync packet acknow edgi ng P.segno
Drop packet and return

Step 7: Check for unexpected packet types
If (S.is_server and P.type == { oseReq)
or (S.is_server and P.type == Response)
or (S.is_client and P.type == Request)
or (S.state >= OPEN and P.type == Request
and P.segqno >= S. SR
or (S.state >= OPEN and P.type == Response
and P.seqno >= S. COSR)
or (S.state == RESPOND and P.type == Data),
Send Sync packet acknow edgi ng P.segno
Drop packet and return

Step 8: Process options and mark acknow edgeabl e
/* Option processing is not specifically described here.
Certain options, such as Mandatory, nmay cause the connection
to be reset, in which case Steps 9 and on are not executed */
Mar k packet as acknow edgeable (in Ack Vector terms, Received
or Received ECN Marked)

Step 9: Process Reset
If P.type == Reset,
Tear down connection
S.state := TIMEWAI T
Set TIMEWAIT tiner
Drop packet and return
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Step 10: Process REQUEST state (second part)
If S.state == REQUEST,

/* If we get here, Pis a valid Response fromthe server (see
Step 4), and we should nove to PARTOPEN state. PARTOPEN
means send an Ack, don’t send Data packets, retransmt
Acks periodically, and always include any Init Cookie from
t he Response */

S.state : = PARTOPEN

Set PARTOPEN ti ner

Continue with S state == PARTOPEN

/* Step 12 will send the Ack conpleting the three-way
handshake */

Step 11: Process RESPOND state
If S.state == RESPOND,
If P.type == Request,
Send Response, possibly containing Init Cookie
If Init Cookie was sent,
Destroy S and return
/* Step 3 will create another socket when the client
conpl etes the three-way handshake */
O herw se,
S.OSR : = P.segno
S.state : = OPEN

Step 12: Process PARTOPEN state
If S.state == PARTOPEN,
If P.type == Response,
Send Ack
O herwise, if P.type !'= Sync,
S. OSR : = P.segno
S.state : = OPEN

Step 13: Process O oseReq
If P.type == C oseReq and S.state < CLOSEREQ
Generate Cl ose
S.state : = CLOSI NG
Set CLOSI NG tiner

Step 14: Process C ose
If P.type == C ose,
CGener ate Reset (Cl osed)
Tear down connection
Drop packet and return
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Step 15: Process Sync
If P.type == Sync,
Cenerate SyncAck

Step 16: Process data
/* At this point any application data on P can be passed to the
application, except that the application MJST NOT receive
data from nore than one Request or Response */

9. Checksuns

DCCP uses a header checksumto protect its header against corruption
Ceneral ly, this checksum al so covers any application data. DCCP
applications can, however, request that the header checksum cover
only part of the application data, or perhaps no application data at
all. Link layers may then reduce their protection on unprotected
parts of DCCP packets. For sone noisy links, and for applications
that can tolerate corruption, this can greatly inprove delivery rates
and perceived perfornance.

Checksum coverage may eventual |y inpact congestion control nechani sns
as well. A packet with corrupt application data and conpl ete
checksum coverage is treated as lost. This incurs a heavy-duty |oss
response fromthe sender’s congestion control nechani sm which can
unfairly penalize connections on |inks with high background
corruption. The conbination of reduced checksum coverage and Data
Checksum options nay |let endpoints report packets as corrupt rather
than dropped, using Data Dropped options and Drop Code 3 (see Section
11.7). This may eventually benefit applications. However, further
research is required to determ ne an appropriate response to
corruption, which can sonetinmes correlate with congestion. Corrupt
packets currently incur a | oss response.

The Data Checksum option, which contains a strong CRC, |ets endpoints
detect application data corruption. An APl can then be used to avoid
delivering corrupt data to the application, even if links deliver
corrupt data to the endpoint due to reduced checksum coverage
However, the use of reduced checksum coverage for applications that
demand correct data is currently considered experinental. This is
because the conbi ned | oss-plus-corruption rate for packets with
reduced checksum coverage may be significantly higher than that for
packets with full checksum coverage, although the loss rate wll
generally be lower. Actual behavior will depend on |ink design;
further research and experience is required.

Reduced checksum coverage introduces sone security considerations;
see Section 18.1. See Appendix B for further notivation and
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di scussion. DCCP' s inplenentation of reduced checksum coverage was
inspired by UDP-Lite [RFC3828].

9. 1. Header Checksum Fi el d

DCCP uses the TCP/I P checksum al gorithm The Checksumfield in the
DCCP generic header (see Section 5.1) equals the 16-bit one's

conpl enent of the one’'s conplenent sumof all 16-bit words in the
DCCP header, DCCP options, a pseudoheader taken fromthe network-

| ayer header, and, depending on the value of the Checksum Coverage
field, some or all of the application data. Wen calcul ating the
checksum the Checksumfield itself is treated as 0. |If a packet
contai ns an odd nunber of header and payl oad bytes to be checksunmed,
8 zero bits are added on the right to forma 16-bit word for checksum
purposes. The pad byte is not transmtted as part of the packet.

The pseudoheader is calculated as for TCP. For IPv4, it is 96 bits

| ong and consists of the | Pv4 source and destination addresses, the

| P protocol nunber for DCCP (padded on the left with 8 zero bits),
and the DCCP length as a 16-bit quantity (the Iength of the DCCP
header with options, plus the length of any data); see [ RFC793],
Section 3.1. For IPv6, it is 320 bits long, and consists of the |Pv6
source and destination addresses, the DCCP | ength as a 32-bit
quantity, and the IP protocol nunber for DCCP (padded on the |eft
with 24 zero bits); see [ RFC2460], Section 8.1.

Packets with invalid header checksunms MJUST be ignored. In
particul ar, their options MJST NOT be processed.

9.2. Header Checksum Coverage Field

The Checksum Coverage field in the DCCP generic header (see Section
5.1) specifies what parts of the packet are covered by the Checksum
field, as follows:

CsCov = 0 The Checksum field covers the DCCP header, DCCP
options, network-I|ayer pseudoheader, and al
application data in the packet, possibly padded on the
right with zeros to an even nunber of bytes.

CsCov = 1-15 The Checksum field covers the DCCP header, DCCP
options, network-|ayer pseudoheader, and the initia
(CsCov-1)*4 bytes of the packet’s application data.

Thus, if CsCov is 1, none of the application data is protected by the
header checksum The value (CsCov-1)*4 MJST be less than or equal to
the Il ength of the application data. Packets with invalid CsCov

val ues MJST be ignored; in particular, their options MIST NOT be
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processed. The neani ngs of values other than 0 and 1 should be
consi dered experinmental .

Val ues other than 0 specify that corruption is acceptable in sone or
all of the DCCP packet’s application data. |In fact, DCCP cannot even
detect corruption in areas not covered by the header checksum unless
the Data Checksum option is used. Applications should not nmake any
assunptions about the correctness of received data not covered by the
checksum and should, if necessary, introduce their own validity
checks.

A DCCP application interface should |l et sending applications suggest
a value for CsCov for sent packets, defaulting to O (full coverage).
The M ni num Checksum Cover age feature, described below, |ets an
endpoi nt refuse delivery of application data on packets with partia
checksum coverage; by default, only fully covered application data is
accepted. Lower |ayers that support partial error detection MAY use
the Checksum Coverage field as a hint of where errors do not need to
be detected. Lower |ayers MJST use a strong error detection

nmechani smto detect at |least errors that occur in the sensitive part
of the packet, and to discard damaged packets. The sensitive part
consists of the bytes between the first byte of the |IP header and the
| ast byte identified by Checksum Cover age.

For nore details on application and |ower-layer interface issues
relating to partial checksumm ng, see [ RFC3828].

9.2.1. M ninum Checksum Coverage Feature

The M ni num Checksum Coverage feature | ets a DCCP endpoi nt deterni ne
whether its peer is willing to accept packets with reduced Checksum
Coverage. For exanple, DCCP A sends a "Change R(M ni mum Checksum
Coverage, 1)" option to DCCP B to check whether Bis willing to
accept packets with Checksum Coverage set to 1.

M ni nrum Checksum Coverage has feature nunber 8 and is server-
priority. It takes one-byte integer val ues between 0 and 15; val ues
of 16 or nore are reserved. M ni num Checksum Coverage/ B refl ects

val ues of Checksum Coverage that DCCP B finds unacceptable. Say that
the val ue of M ni mum Checksum Coverage/B is M nCsCov. Then

o If MnCsCov = 0, then DCCP B only finds packets with CsCov = 0
accept abl e.

o If MnCsCov > 0, then DCCP B additionally finds packets wth
CsCov >= M nCsCov acceptabl e
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DCCP B MAY refuse to process application data from packets with
unaccept abl e Checksum Coverage. Such packets SHOULD be reported

usi ng Data Dropped options (Section 11.7) with Drop Code 0, Protocol
Constraints. New connections start with M ni mum Checksum Coverage 0O
for both endpoints.

9.3. Data Checksum Option

The Data Checksum option holds a 32-bit CRC 32c cyclic redundancy-
check code of a DCCP packet’s application data.

o e o o e o o e o o e o o e o o e o +
| 00101100| 00000110| CRC- 32¢
Fome e Fome e Fome e Fomem e Fomem e Fomem e +

Type=44 Lengt h=6

The sendi ng DCCP conputes the CRC of the bytes conprising the
application data area and stores it in the option data. The CRC 32c
al gorithmused for Data Checksumis the sane as that used for SCTP

[ RFC3309]; note that the CRC-32c of zero bytes of data equals zero.
The DCCP header checksumwi Il cover the Data Checksum option, so the
dat a checksum nust be conputed before the header checksum

A DCCP endpoint receiving a packet with a Data Checksum option either
MUST or MAY check the Data Checksuny the choi ce depends on the val ue
of the Check Data Checksum feature described below [|f it checks the
checksum it conmputes the received application data’s CRC- 32c using
the sane algorithmas the sender and conpares the result with the
Data Checksum value. |If the CRCs differ, the endpoint reacts in one
of two ways:

0 The receiving application may have requested delivery of known-
corrupt data via sone optional API. |In this case, the packet’s
data MJST be delivered to the application, with a note that it is
known to be corrupt. Furthernore, the receiving endpoint MJST
report the packet as delivered corrupt using a Data Dropped option
(Drop Code 7, Delivered Corrupt).

0 Oherw se, the receiving endpoint MJST drop the application data
and report that data as dropped due to corruption using a Data
Dr opped option (Drop Code 3, Corrupt).

In either case, the packet is considered acknow edgeable (since its
header was processed) and will therefore be acknow edged using the
equi val ent of Ack Vector’s Received or Received ECN Marked st ates.

Al t hough Data Checksumis intended for packets containing application
data, it may be included on other packets, such as DCCP- Ack, DCCP-
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9.

9.

10.

Ko

Sync, and DCCP- SyncAck. The receiver SHOULD cal cul ate the
application data area’s CRC-32c on such packets, just as it does for
DCCP-Data and sinilar packets. |If the CRCs differ, the packets
simlarly MJST be reported using Data Dropped options (Drop Code 3),
al t hough their application data areas would not be delivered to the
application in any case.

3.1. Check Data Checksum Feature

The Check Data Checksum feature |ets a DCCP endpoi nt determ ne

whet her its peer will definitely check Data Checksum options. DCCP A
sends a Mandatory "Change R(Check Data Checksum 1)" option to DCCP B
torequire it to check Data Checksum options (the connection will be
reset if it cannot).

Check Data Checksum has feature nunber 9 and is server-priority. It
t akes one-byte Bool ean values. DCCP B MJUST check any received Data
Checksum opti ons when Check Data Checksum B is one, although it MAY
check them even when Check Data ChecksuniB is zero. Values of two or
nmore are reserved. New connections start with Check Data Checksum O
for both endpoints.

3.2. Checksum Usage Notes

Internet links nmust normally apply strong integrity checks to the
packets they transnit [RFC3828, RFC3819]. This is the default case
when the DCCP header’'s Checksum Coverage val ue equals zero (ful
coverage). However, the DCCP Checksum Coverage val ue night not be
zero. By setting partial Checksum Coverage, the application
indicates that it can tolerate corruption in the unprotected part of
the application data. Recognizing this, link |ayers nay reduce error
detection and/or correction strength when transnitting this
unprotected part. This, in turn, can significantly increase the

i kelihood of the endpoint’s receiving corrupt data; Data Checksum
lets the receiver detect that corruption with very high probability.

Congestion Control

Each congestion control mechani sm supported by DCCP is assignhed a
congestion control identifier, or CCD: a nunmber fromO to 255.
During connection setup, and optionally thereafter, the endpoints
negoti ate their congestion control mechani sms by negotiating the

val ues for their Congestion Control |ID features. Congestion Contro

I D has feature nunber 1. The CCID A value equals the CCD in use for
the A-to-B hal f-connection. DCCP B sends a "Change R(CCI D, K)"
option to ask DCCP A to use CCID K for its data packets.
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CCIDis a server-priority feature, so CCID negotiation options can
list nultiple acceptable CCl Ds, sorted in descending order of
priority. For exanple, the option "Change R(CCID, 2 3 4)" asks the
receiver to use CCD 2 for its packets, although CCIDs 3 and 4 are
al so acceptable. (This corresponds to the bytes "35, 6, 1, 2, 3, 4":
Change R option (35), option length (6), feature ID (1), CCDs (2, 3,
4).) Simlarly, "ConfirmL(CCID, 2, 2 3 4)" tells the receiver that
the sender is using CCID 2 for its packets, but that CCIDs 3 and 4
nm ght al so be acceptable.

Currently allocated CCIDs are as foll ows:

CCID  Meaning Ref er ence
0-1 Reserved

2 TCP-1i ke Congestion Control [RFC4341]

3 TCP-Friendly Rate Control [ RFCA4342]
4-255 Reserved

Tabl e 5: DCCP Congestion Control ldentifiers

New connections start with COD 2 for both endpoints. If this is
unacceptable for a DCCP endpoi nt, that endpoint MJST send Mandatory
Change(CCI D) options on its first packets.

Al'l CCl Ds standardi zed for use with DCCP will correspond to
congestion control mechani sns previously standardi zed by the | ETF.
We expect that for quite sone tine, all such nechanisns will be TCP
friendly, but TCP-friendliness is not an explicit DCCP requiremnent.

A DCCP inplenentation intended for general use, such as an

i mpl enentation in a general -purpose operating system kernel, SHOULD
implemrent at least CCID 2. The intent is to make CCID 2 broadly
avail able for interoperability, although particular applications

m ght disallowits use.

10.1. TCP-1like Congestion Control

CC D 2, TCP-like Congestion Control, denotes Additive Increase,

Mul tiplicative Decrease (Al MD) congestion control w th behavior

nodel l ed directly on TCP, including congestion w ndow, slow start,
tinmeouts, and so forth [RFC2581]. CCID 2 achi eves naxi mum bandwi dt h
over the long term consistent with the use of end-to-end congestion
control, but halves its congestion wi ndow in response to each
congestion event. This leads to the abrupt rate changes typical of
TCP. Applications should use CCD 2 if they prefer maxi mum bandw dth
utilization to steadiness of rate. This is often the case for
applications that are not playing their data directly to the user.

Kohl er, et al. St andards Track [ Page 77]



RFC 4340 Dat agr am Congesti on Control Protocol (DCCP) March 2006

10.

10.

For exanple, a hypothetical application that transferred files over
DCCP, using application-level retransnissions for |ost packets, would
prefer CCOD 2 to COID 3. On-line ganes may al so prefer CCID 2.

CCID 2 is further described in [ RFC4341].
2. TFRC Congestion Contro

CCID 3 denotes TCP-Friendly Rate Control (TFRC), an equati on-based
rate-controll ed congestion control mechanism TFRC is designed to be
reasonably fair when conpeting for bandwidth with TCP-1ike fl ows,
where a flowis "reasonably fair"” if its sending rate is generally
within a factor of two of the sending rate of a TCP flow under the
sane conditions. However, TFRC has a nuch | ower variation of

t hroughput over tinme conpared with TCP, which makes CCID 3 nore
suitable than CCID 2 for applications such as streanm ng nedia where a
relatively snooth sending rate is inportant.

CCID 3 is further described in [RFC4342]. The TFRC congestion
control algorithms were initially described in [ RFC3448].

3. CCID Specific Options, Features, and Reset Codes

Hal f of the option types, feature nunbers, and Reset Codes are
reserved for CClD-specific use. CCIDs may often need new options,
for conmuni cati ng acknow edgenent or rate information, for exanple;
reserved option spaces let CClDs create options at will without
polluting the global option space. Option 128 m ght have different
meani ngs on a hal f-connection using CCID 4 and a hal f-connection
using CCID 8. CCIDspecific options and features will never conflict
with global options and features introduced by later versions of this
speci fication.

Any packet may contain information neant for either half-connection
so CCl D-specific option types, feature nunbers, and Reset Codes
explicitly signal the half-connection to which they apply.

0 Option nunbers 128 through 191 are for options sent fromthe
HC- Sender to the HC- Receiver; option nunmbers 192 through 255 are
for options sent fromthe HC Receiver to the HC Sender.

0 Reset Codes 128 through 191 indicate that the HC Sender reset the
connection (nost |ikely because of sonme problemwith
acknow edgenents sent by the HC- Receiver). Reset Codes 192
t hrough 255 indicate that the HC- Receiver reset the connection
(rmost likely because of sone problemw th data packets sent by the
HC- Sender) .
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o Finally, feature nunbers 128 through 191 are used for features
| ocated at the HC Sender; feature nunbers 192 through 255 are for
features | ocated at the HC- Receiver. Since Change L and ConfirmlL
options for a feature are sent by the feature | ocation, we know
that any Change L(128) option was sent by the HGC Sender, while any
Change L(192) option was sent by the HC-Receiver. Simlarly,
Change R(128) options are sent by the HC Receiver, while Change
R(192) options are sent by the HC Sender.

For exanpl e, consider a DCCP connection where the A-to-B half-
connection uses CCID 4 and the B-to-A hal f-connection uses CCID 5.
Here is how a sanpling of CCID specific options are assigned to
hal f - connecti ons.

Rel evant Rel evant
Packet Option Hal f-conn. CCI D
A>B 128 A-to-B 4
A>B 192 B-to-A 5
A > B Change L(128, ...) A-to-B 4
A > B Change R(192, ...) A-to-B 4
A>B ConfirmL(128, ...) A-to-B 4
A>B ConfirmR(192, ...) A-to-B 4
A > B Change R(128, ...) B-to-A 5
A > B Change L(192, ...) B-to-A 5
A>B ConfirmR(128, ...) B-to-A 5
A>B ConfirmL(192, ...) B-to-A 5
B>A 128 B-to-A 5
B>A 192 A-to-B 4
B > A Change L(128, ...) B-to-A 5
B > A Change R(192, ...) B-to-A 5
B>A ConfirmL(128, ...) B-to-A 5
B>A ConfirmR(192, ...) B-to-A 5
B > A Change R(128, ...) A-to-B 4
B> A Change L(192, ...) A-to-B 4
B>A ConfirmR(128, ...) A-to-B 4
B>A ConfirmL(192, ...) A-to-B 4

Using CCl D-specific options and feature options during a negotiation
for the corresponding CCID feature is NOT RECOMVENDED, since it is
difficult to predict which CCCDw Il be in force when the option is
processed. For exanple, if a DCCP-Request contains the option
sequence "Change L(CCI D, 3), 128", the CClD-specific option "128" may
be processed either by COD 3 (if the server supports CCID 3) or by
the default CCID 2 (if it does not). However, it is safe to include
CCl D-specific options followi ng certain Mandatory Change(CCl D)
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options. For exanple, if a DCCP-Request contains the option sequence
"Mandat ory, Change L(CCI D, 3), 128", then either the "128" option
will be processed by CCID 3 or the connection will be reset.

Servers that do not inplenent the default CCID 2 m ght neverthel ess
receive CCI D 2-specific options on a DCCP- Request packet. (Such a
server MJST send Mandatory Change(CClD) options on its DCCP-Response,
so CCl D-specific options on any ot her packet won't refer to CCID 2.)
The server MUST treat such options as non-understood. Thus, it wll
reset the connection on encountering a Mandatory CClI D specific option
or feature negotiation request, send an enpty Confirm for a non-
Mandat ory Change option for a CClD-specific feature, and ignore other
CCl D-speci fic options.

4. CCID Profile Requirenents

Each CCI D Profile document MJST address at |east the foll ow ng
requirenents:

0 The profile MJST include the nane and nunber of the CCl D being
descri bed.

o The profile MJST describe the conditions in which it is likely to
be useful. Oten the best way to do this is by conparison to
exi sting CCl Ds.

o The profile MIUST Iist and describe any CCl D-specific options,
features, and Reset Codes and SHOULD |i st those general options
and features described in this docunent that are especially
rel evant to the CC D

0 Any newy defined acknow edgenment mechani sm MUST include a way to
transmt ECN Nonce Echoes back to the sender

o The profile MJST describe the format of data packets, including
any options that should be included and the setting of the CCva
header field.

o The profile MJIST describe the format of acknow edgement packets,
i ncludi ng any options that should be incl uded.

o The profile MJST define how data packets are congestion
controlled. This includes responses to congestion events, to idle
and application-linmted periods, and to the DCCP Data Dropped and
Sl ow Recei ver options. CClDs that inplenment per-packet congestion
control SHOULD di scuss how packet size is factored in to
congestion control decisions.
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o The profile MJST specify when acknowl edgenment packets are
generated and how they are congestion controll ed.

o The profile MJIST define when a sender using the CCID is considered
qui escent .

o The profile MJIST say whether its CC D s acknow edgenents ever need
to be acknow edged and, if so, how often

5. Congestion State

Most congestion control algorithns depend on past history to
deternmine the current allowed sending rate. In CCID 2, this
congestion state includes a congestion wi ndow and a neasur enent of
t he nunber of packets outstanding in the network; in CCID 3, it

i ncludes the Iengths of recent loss intervals. Both CClDs use an
estimate of the round-trip tinme. Congestion state depends on the
network path and is invalidated by path changes. Therefore, DCCP
senders and receivers SHOULD reset their congestion state --
essentially restarting congestion control from"slow start" or
equi valent -- on significant changes in the end-to-end path. For
exanpl e, an endpoint that sends or receives a Mbile |Pv6 Binding
Updat e nmessage [ RFC3775] SHOULD reset its congestion state for any
correspondi ng DCCP connecti ons.

A DCCP inplenmentation MAY al so reset its congestion state when a CCID
changes (that is, when a negotiation for the CCID feature conpl etes
successfully and the new feature value differs fromthe old val ue).
Thus, a connection in a heavily congested environnment m ght evade
end-to-end congestion control by frequently renegotiating a CCID

just as it could evade end-to-end congestion control by openi ng new
connections for the sane session. This behavior is prohibited. To
prevent it, DCCP inplenmentations MAY linit the rate at which CCI D can
be changed -- for instance, by refusing to change a CCID feature

val ue nore than once per m nute.

Acknowl edgenent s

Congestion control requires that receivers transnit information about
packet | osses and ECN marks to senders. DCCP receivers MJIST report
all congestion they see, as defined by the relevant CCI D profile.
Each CClI D says when acknow edgenents shoul d be sent, what options
they nmust use, and so on. DCCP acknow edgenents are congestion
controlled, although it is not required that the acknow edgenent
stream be nore than very roughly TCP friendly; each CCI D defines how
acknow edgenents are congestion controll ed.
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Most acknowl edgenents use DCCP options. For exanple, on a half-
connection with CCID 2 (TCP-l1ike), the receiver reports

acknow edgenent information using the Ack Vector option. This
section describes common acknow edgenent options and shows how acks
using those options will commonly work. Full descriptions of the ack
mechani sns used for each CCID are laid out in the CCID profile

speci fications.

Acknowl edgenent options, such as Ack Vector, depend on the DCCP
Acknowl edgenent Number and are thus only all owed on packet types that
carry that nunber. Acknow edgenment options received on other packet
types, nanely DCCP- Request and DCCP-Data, MJUST be ignored. Detailed
acknow edgenent options are not necessarily required on every packet
that carries an Acknow edgenent Number, however.

1. Acks of Acks and Unidirectional Connections

DCCP was designed to work well for both bidirectional and
unidirectional flows of data, and for connections that transition
bet ween these states. However, acknow edgenents required for a

uni di rectional connection are very different fromthose required for
a bidirectional connection. |In particular, unidirectiona
connections need to worry about acks of acks.

The ack- of -acks probl em ari ses because sone acknow edgenent
nmechani sns are reliable. For exanple, an HC Receiver using CC D 2,
TCP-1i ke Congestion Control, sends Ack Vectors containing conpletely
reliable acknow edgenent information. The HC Sender shoul d
occasionally informthe HC Receiver that it has received an ack. |If
it did not, the HC Receiver m ght resend conplete Ack Vector

i nformati on, going back to the start of the connection, with every
DCCP- Ack packet! However, note that acks-of-acks need not be
reliable thensel ves: when an ack-of-acks is lost, the HC Receiver
wWill sinmply maintain, and periodically retransnmt, old

acknow edgenent-rel ated state for a little longer. Therefore, there
is no need for acks-of-acks-of -acks.

When communication is bidirectional, any required acks-of-acks are
automatically contained in nornmal acknow edgenments for data packets.
On a unidirectional connection, however, the receiver DCCP sends no
data, so the sender would not normally send acknow edgenents.
Therefore, the CCODin force on that half-connection nust explicitly
say whet her, when, and how t he HC Sender shoul d generate acks-of -
acks.

For exanple, consider a bidirectional connection where both hal f-
connections use the sane CCID (either 2 or 3), and where DCCP B goes
"quiescent". This neans that the connection becones unidirectional
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DCCP B stops sending data and sends only DCCP- Ack packets to DCCP A
In CCID 2, TCP-like Congestion Control, DCCP B uses Ack Vector to
reliably conmuni cate which packets it has received. As described
above, DCCP A nust occasionally acknow edge a pure acknow edgenent
fromDCCP B so that B can free old Ack Vector state. For instance, A
m ght send a DCCP- Dat aAck packet instead of DCCP-Data every now and
then. |In CCD 3, however, acknow edgenent state is generally
bounded, so A does not need to acknow edge B s acknow edgenents.

When comunication is unidirectional, a single CCD -- in the
exanple, the A-to-B CCID -- controls both DCCPs’ acknow edgenents, in
terns of their content, their frequency, and so forth. For

bi di recti onal connections, the A-to-B CCl D governs DCCP B's

acknow edgenents (including its acks of DCCP A's acks) and the B-to-A
CClI D governs DCCP A's acknow edgenents.

DCCP A switches its ack pattern from bidirectional to unidirectional
when it notices that DCCP B has gone quiescent. It switches from
unidirectional to bidirectional when it nust acknow edge even a
singl e DCCP- Dat a or DCCP- Dat aAck packet from DCCP B.

Each CCI D defines how to detect quiescence on that CCI D, and how t hat
CCl D handl es acks-of-acks on unidirectional connections. The B-to-A
CCl D defines when DCCP B has gone qui escent. Usually, this happens
when a period has passed w thout B sendi ng any data packets; in CCD
2, for exanple, this period is the maxi nrumof 0.2 seconds and two
round-trip times. The A-to-B CCI D defines how DCCP A handl es

acks-of -acks once DCCP B has gone qui escent.

2.  Ack Piggybacking

Acknowl edgenents of A-to-B data MAY be piggybacked on data sent by
DCCP B, as long as that does not delay the acknow edgenent | onger
than the A-to-B CCI D would find acceptable. However, data

acknow edgenents often require nore than 4 bytes to express. A large
set of acknow edgenents prepended to a | arge data packet night exceed
the al |l owed maxi num packet size. |In this case, DCCP B SHOULD send
separ at e DCCP-Data and DCCP- Ack packets, or wait, but not too |ong,
for a smaller datagram

Pi ggybacking is particularly comopn at DCCP A when the B-to-A

hal f-connection is quiescent -- that is, when DCCP A is just

acknow edgi ng DCCP B's acknow edgenents. There are three reasons to
acknow edge DCCP B's acknow edgenents: to allow DCCP B to free up

i nformati on about previously acknow edged data packets fromA;, to
shrink the size of future acknow edgenents; and to nmani pul ate the
rate at which future acknow edgenents are sent. Since these are
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secondary concerns, DCCP A can generally afford to wait indefinitely
for a data packet to piggyback its acknow edgenent onto; if DCCP B
wants to elicit an acknow edgenment, it can send a DCCP- Sync.

Any restrictions on ack piggybacking are described in the rel evant
CClD s profile.

3. Ack Ratio Feature

The Ack Ratio feature lets HC Senders influence the rate at which

HC- Recei vers generate DCCP- Ack packets, thus controlling reverse-path
congestion. This differs from TCP, which presently has no congestion
control for pure acknow edgenent traffic. Ack Ratio reverse-path
congestion control does not try to be TCP friendly. It just tries to
avoi d congestion collapse, and to be sonmewhat better than TCP in the
presence of a high packet loss or mark rate on the reverse path.

Ack Ratio applies to CCl Ds whose HC- Recei vers cl ock acknow edgenents
off the receipt of data packets. The value of Ack Ratio/A equals the
rough ratio of data packets sent by DCCP A to DCCP- Ack packets sent
by DCCP B. Higher Ack Ratios correspond to | ower DCCP-Ack rates; the
sender raises Ack Ratio when the reverse path is congested and | owers
Ack Ratio when it is not. Each CCID profile defines howit controls
congestion on the acknow edgenent path, and, particularly, whether
Ack Ratio is used. CCID 2, for exanple, uses Ack Ratio for

acknow edgenment congestion control, but CCD 3 does not. However,
each Ack Ratio feature has a val ue whether or not that value is used
by the rel evant CClID.

Ack Ratio has feature nunber 5 and is non-negotiable. It takes two-
byte integer values. An Ack Ratio/A value of four neans that DCCP B
will send at |east one acknow edgenent packet for every four data
packets sent by DCCP A. DCCP A sends a "Change L(Ack Ratio)" option
to notify DCCP B of its ack ratio. An Ack Ratio value of zero

i ndi cates that the rel evant hal f-connection does not use an Ack Ratio
to control its acknow edgenent rate. New connections start with Ack
Ratio 2 for both endpoints; this Ack Ratio results in acknow edgenent
behavi or anal ogous to TCP' s del ayed acks.

Ack Ratio should be treated as a guideline rather than a strict
requirenent. W intend Ack Ratio-controlled acknow edgenent behavi or
to resenbl e TCP's acknow edgenent behavi or when there is no reverse-
pat h congestion, and to be sonewhat nobre conservative when there is
reverse-path congestion. Following this intent is nore inportant
than inplenmenting Ack Ratio precisely. |In particular:
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Recei vers MAY pi ggyback acknow edgenent informati on on data
packets, creating DCCP-DataAck packets. The Ack Ratio does not
apply to piggybacked acknow edgenents. However, if the data
packets are too big to carry acknow edgenent information, or if
the data sending rate is | ower than Ack Ratio woul d suggest, then
DCCP B SHOULD send enough pure DCCP-Ack packets to nmintain the
rate of one acknow edgenent per Ack Ratio received data packets.

Recei vers MAY rate-pace their acknow edgenents rather than send
acknow edgenents i mmedi ately upon the recei pt of data packets.
Recei vers that rate-pace acknow edgenents SHOULD pick a rate that
approxi mates the effect of Ack Ratio and SHOULD i ncl ude El apsed
Tinme options (Section 13.2) to help the sender cal cul ate round-
trip tinmes.

Recei vers SHOULD i npl ement del ayed acknow edgenent timers |ike
TCP' s, whereby any packet’s acknow edgenent is delayed by at nost
T seconds. This delay lets the receiver collect additiona
packets to acknow edge and thus reduce the per-packet overhead of
acknow edgenents; but if T seconds have passed by and the ack is
still around, it is sent out right away. The default value of T
shoul d be 0.2 seconds, as is common in TCP inplenentations. This
may | ead to sendi ng nore acknow edgenent packets than Ack Ratio
woul d suggest.

Recei vers SHOULD send acknow edgenents imedi ately on receiving
packets marked ECN Congestion Experienced or packets whose out-
of - order sequence nunbers potentially indicate | oss. However,
there is no need to send such i medi ate acknowl edgenents for
mar ked packets nore than once per round-trip tine.

Recei vers MAY ignore Ack Ratio if they performtheir own
congestion control on acknow edgenents. For exanple, a receiver
that knows the loss and nmark rate for its DCCP- Ack packets mi ght
mai ntain a TCP-friendly acknow edgenent rate on its own. Such a
receiver MJST either ensure that it always obtains sufficient
acknow edgenent |oss and nark information or fall back to Ack
Rati o when sufficient information is not available, as night
happen during periods when the receiver is quiescent.

Ack Vector Options

The Ack Vector gives a run-length encoded history of data packets
received at the client. Each byte of the vector gives the state of
that data packet in the loss history, and the number of preceding
packets with the sanme state. The option’s data |ooks like this:
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S S S S S S
| 0010011?| Length | SSLLLLLL| SSLLLLLL| SSLLLLLL]
S S S S S S
Type=38/ 39 - Vector

The two Ack Vector options (option types 38 and 39) differ only in
the values they inmply for ECN Nonce Echo. Section 12.2 describes
this further.

The vector itself consists of a series of bytes, each of whose
encodi ng is:

01234567
i e s
| Sta] Run Lengt h|
+- - - - - - - -+

Sta[te] occupies the nost significant two bits of each byte and can
have one of four values, as follows:

State Meaning
0 Recei ved
1 Recei ved ECN Mar ked
2 Reser ved
3 Not Yet Received

Tabl e 6: DCCP Ack Vector States

The term "ECN narked" refers to packets with ECN code point 11, CE
(Congesti on Experienced); packets received with this ECN code poi nt
MUST be reported using State 1, Received ECN Marked. Packets
received with ECN code points 00, 01, or 10 (Non-ECT, ECT(0), or
ECT(1), respectively) MJIST be reported using State 0, Received.

Run Length, the least significant six bits of each byte, specifies
how many consecutive packets have the given State. Run Length zero
says the corresponding State applies to one packet only; Run Length
63 says it applies to 64 consecutive packets. Run |engths of 65 or
nmore nmust be encoded in multiple bytes.

The first byte in the first Ack Vector option refers to the packet
i ndicated in the Acknow edgenent Nunber; subsequent bytes refer to
ol der packets. Ack Vector MJST NOT be sent on DCCP-Data and DCCP-
Request packets, which |ack an Acknow edgenent Number, and any Ack
Vector options encountered on such packets MJST be ignored.
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An Ack Vector containing the decimal values 0,192,3,64,5 and for
whi ch t he Acknow edgenent Number is decimal 100 indicates that:

Packet 100 was received (Acknow edgenent Nunmber 100, State 0, Run
Length 0);

Packet 99 was | ost (State 3, Run Length 0);
Packets 98, 97, 96 and 95 were received (State 0, Run Length 3);
Packet 94 was ECN marked (State 1, Run Length 0); and

Packets 93, 92, 91, 90, 89, and 88 were received (State 0, Run
Length 5).

A single Ack Vector option can acknow edge up to 16192 data packets.
Shoul d nore packets need to be acknow edged than can fit in 253 bytes
of Ack Vector, then nultiple Ack Vector options can be sent; the
second Ack Vector begins where the first left off, and so forth.

Ack Vector states are subject to two general constraints. (These
principles SHOULD al so be foll owed for other acknow edgenent
mechani sms; referring to Ack Vector states sinplifies their

expl anation.)

1. Packets reported as State 0 or State 1 MJST be acknow edgeabl e:
their options have been processed by the receiving DCCP stack
Any data on the packet need not have been delivered to the
receiving application; in fact, the data nmay have been dropped.

2. Packets reported as State 3 MJUST NOT be acknow edgeabl e. Feature
negoti ati ons and options on such packets MJUST NOT have been
processed, and the Acknow edgerment Number MJST NOT correspond to
such a packet.

Packets dropped in the application’s receive buffer MIST be reported
as Received or Received ECN Marked (States 0 and 1), depending on
their ECN state; such packets’ ECN Nonces MUST be included in the
Nonce Echo. The Data Dropped option inforns the sender that sone
packets reported as received actually had their application data

dr opped.

One or nore Ack Vector options that, together, report the status of a
packet with a sequence nunber less than ISN, the initial sequence
nurmber, SHOULD be considered invalid. The receiving DCCP SHOULD
either ignore the options or reset the connection with Reset Code 5,
"Option Error”. No Ack Vector option can refer to a packet that has
not yet been sent, as the Acknow edgenent Nunber checks in Section

Kohl er, et al. St andards Track [ Page 87]



RFC 4340 Dat agr am Congesti on Control Protocol (DCCP) March 2006

11.

7.5.3 ensure, but because of attack, inplenentation bug, or

m sbehavi or, an Ack Vector option can claimthat a packet was
received before it is actually delivered. Section 12.2 describes how
this is detected and how senders should react. Packets that haven't
been included in any Ack Vector option SHOULD be treated as "not yet
received" (State 3) by the sender.

Appendi x A provides a non-nornmative description of the details of
DCCP acknowl edgenent handling in the context of an abstract Ack
Vector inplenmentation.

4.1. Ack Vector Consistency

A DCCP sender will commonly receive multiple acknow edgenents for
sone of its data packets. For instance, an HC Sender mi ght receive
two DCCP- Acks with Ack Vectors, both of which contained information
about sequence nunber 24. (Information about a sequence nunber is
generally repeated in every ack until the HC Sender acknow edges an
ack. In this case, perhaps the HC- Receiver is sending acks faster

t han the HC Sender is acknow edging them) |In a perfect world, the
two Ack Vectors woul d always be consistent. However, there are many
reasons why they mght not be. For exanple:

0 The HC Receiver received packet 24 between sending its acks, so
the first ack said 24 was not received (State 3) and the second
said it was received or ECN marked (State O or 1).

0 The HC Receiver received packet 24 between sending its acks, and
the network reordered the acks. In this case, the packet wll
appear to transition fromState 0 or 1 to State 3.

o The network duplicated packet 24, and one of the duplicates was
ECN nmarked. This nmight show up as a transition between States 0
and 1.

To cope with these situations, HC Sender DCCP inpl enentations SHOULD
conbine multiple received Ack Vector states according to this table:

Recei ved State
0 1 3

B L

0| 0]0/1 O |

ad Fomm oo+
1] 1] 1] 1]

St ate R e o
31 0] 1] 3]
B L
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To read the table, choose the row corresponding to the packet’s old
state and the colum corresponding to the packet’s state in the newy
recei ved Ack Vector; then read the packet’s new state off the table.
For an old state of O (received non-nmarked) and received state of 1
(received ECN marked), the packet’s new state nay be set to either O
or 1. The HC Sender inplenentation will be indifferent to ack
reordering if it chooses new state 1 for that cell.

The HC- Recei ver should collect information about received packets
according to the follow ng table:

Recei ved Packet
0 1 3

B

O O0]0/1 O |

St or ed R o S s
1]0/1 1] 1|

St ate e S
31 0] 1] 3]

B

This table equals the sender’s table except that, when the stored
state is 1 and the received state is 0, the receiver is allowed to
switch its stored state to O.

An HC- Sender MAY choose to throw away ol d information gl eaned from
the HC- Receiver’s Ack Vectors, in which case it MJST ignore newy
recei ved acknow edgenents fromthe HC Receiver for those old packets.
It is often kinder to save recent Ack Vector information for a while
so that the HC- Sender can undo its reaction to presunmed congestion
when a "lost" packet unexpectedly shows up (the transition from State
3to State 0).

4.2. Ack Vector Coverage

We can divide the packets that have been sent from an HC Sender to an
HC- Recei ver into four roughly contiguous groups. Fromoldest to
youngest, these are:

1. Packets al ready acknow edged by the HC Recei ver, where the
HC- Recei ver knows that the HC Sender has definitely received the
acknow edgenent s;

2. Packets al ready acknow edged by the HC Receiver, where the
HC- Recei ver cannot be sure that the HC Sender has received the
acknow edgenent s;

3. Packets not yet acknow edged by the HC- Receiver; and
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4. Packets not yet received by the HC Receiver.

The union of groups 2 and 3 is called the Acknow edgenent W ndow.
Ceneral ly, every Ack Vector generated by the HC Receiver will cover
t he whol e Acknow edgenent W ndow. Ack Vector acknow edgenments are
cunul ative. (This sinplifies Ack Vector naintenance at the

HC- Recei ver; see Appendi x A, below.) As packets are received, this
wi ndow both grows on the right and shrinks on the left. It grows
because there are nore packets, and shrinks because the HC Sender’s
Acknowl edgenent Numbers wi |l acknow edge previ ous acknow edgenents,
nmovi ng packets fromgroup 2 into group 1.

5. Send Ack Vector Feature

The Send Ack Vector feature |lets DCCPs negotiate whether they should
use Ack Vector options to report congestion. Ack Vector provides
detailed loss information and | ets senders report back to their
applications whether particul ar packets were dropped. Send Ack
Vector is mandatory for some CCl Ds and optional for others.

Send Ack Vector has feature nunber 6 and is server-priority. It

t akes one-byte Bool ean val ues. DCCP A MIST send Ack Vector options
on its acknow edgenments when Send Ack Vector/A has val ue one,

al though it MAY send Ack Vector options even when Send Ack Vector/A
is zero. Values of two or nore are reserved. New connections start
with Send Ack Vector O for both endpoints. DCCP B sends a "Change

R(Send Ack Vector, 1)" option to DCCP A to ask A to send Ack Vector
options as part of its acknow edgenent traffic.

6. Slow Receiver Option

An HC- Recei ver sends the Sl ow Receiver option to its sender to
indicate that it is having trouble keeping up with the sender’s data.
The HC- Sender SHOULD NOT increase its sending rate for approximately
one round-trip tine after seeing a packet with a Sl ow Receiver
option. After one round-trip tine, the effect of Slow Receiver

di sappears, allowi ng the HC Sender to increase its rate. Therefore,
t he HC- Recei ver SHOULD continue to send Sl ow Receiver options if it
needs to prevent the HC Sender from going faster in the long term
The Sl ow Recei ver option does not indicate congestion, and the HC
Sender need not reduce its sending rate. (If necessary, the receiver
can force the sender to sl ow down by dropping packets, with or

wi t hout Data Dropped, or by reporting false ECN narks.) APIs should
| et receiver applications set Slow Receiver and sending applications
determi ne whether their receivers are Slow.
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Sl ow Receiver is a one-byte option.

Sl ow Recei ver does not specify why the receiver is having trouble
keeping up with the sender. Possible reasons include |ack of buffer
space, CPU overload, and application quotas. A sending application
m ght react to Sl ow Receiver by reducing its application-I|evel
sending rate, for exanple.

The sendi ng application should not react to Sl ow Recei ver by sending
nore data, however. Although the optimal response to a CPU bound
recei ver mght be to reduce conpression and send nore data (a

hi ghl y- conpressed data format m ght overwhel ma slow CPU nore
seriously than would the higher nenory requirenents of a |ess-
conpressed data format), this kind of fornmat change shoul d be
requested at the application level, not via the Sl ow Receiver option.

Sl ow Recei ver inplenents a portion of TCP' s receive wi ndow
functionality.

7. Data Dropped Option

The Data Dropped option indicates that the application data on one or
nmore recei ved packets did not actually reach the application. Data
Dropped additionally reports why the data was dropped: perhaps the
data was corrupt, or perhaps the receiver cannot keep up with the
sender’s current rate and the data was dropped in sone receive
buffer. Using Data Dropped, DCCP endpoints can discrimnate between
different kinds of loss; this differs fromTCP, in which all loss is
reported the sane way.

Unless it is explicitly specified otherwi se, DCCP congestion control
mechani sms MUST react as if each Data Dropped packet was narked as
ECN Congesti on Experienced by the network. W intend for Data
Dropped to enabl e research into richer congestion responses to
corrupt and ot her endpoi nt-dropped packets, but DCCP CCl Ds MJST react
conservatively to Data Dropped until this behavior is standardized.
Section 11.7.2, below, describes congestion responses for all current
Dr op Codes.

If a received packet’s application data is dropped for one of the
reasons listed below, this SHOULD be reported using a Data Dropped
option. Alternatively, the receiver MAY choose to report as
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"recei ved" only those packets whose data were not dropped, subject to
the constraint that packets not reported as received MUST NOT have
had their options processed.

The option’s data | ooks like this:

S S S S S S

| 00101000| Length | Block | Block | Block |

S S S S S S
Type=40 - Vector

The Vector consists of a series of bytes, called Bl ocks, each of
whose encodi ng corresponds to one of two choices:

01234567 01234567
+- - e - - - - - +- - e - - - - -
| 0] Run Length | or | 1| Dr pCd| Run Len|
Sk R R O O S i Sk R R O O S i
Nor mal Bl ock Drop Bl ock

The first byte in the first Data Dropped option refers to the packet
i ndi cated by the Acknow edgenent Nunber; subsequent bytes refer to

ol der packets. Data Dropped MJST NOT be sent on DCCP-Data or DCCP-
Request packets, which |ack an Acknow edgenent Number, and any Data
Dr opped options received on such packets MJST be ignored.

Nor mal Bl ocks, which have high bit 0, indicate that any received
packets in the Run Length had their data delivered to the
application. Drop Blocks, which have high bit 1, indicate that
recei ved packets in the Run Len[gth] were not delivered as usual.
The 3-bit Drop Code [DrpCd] field says what happened; generally, no
data fromthat packet reached the application. Packets reported as
"not yet received' MJST be included in Nornmal Bl ocks; packets not
covered by any Data Dropped option are treated as if they were in a
Normal Bl ock. Defined Drop Codes for Drop Bl ocks are as foll ows.

Drop Code Meaning
0 Protocol Constraints
1 Application Not Listening
2 Recei ve Buffer
3 Cor r upt
4-6 Reser ved
7 Del i vered Corrupt

Tabl e 7: DCCP Drop Codes
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In nore detail:

0 The packet data was dropped due to protocol constraints. For
exanpl e, the data was included on a DCCP- Request packet, but
the receiving application does not allow such piggybacking; or
the data was included on a packet with inappropriately |ow
Checksum Cover age.

1 The packet data was dropped because the application is no
| onger listening. See Section 11.7.2.

2 The packet data was dropped in a receive buffer, probably
because of receive buffer overflow. See Section 11.7.2.

3 The packet data was dropped due to corruption. See Section
9. 3.

7 The packet data was corrupted but was delivered to the
application anyway. See Section 9.3.

For exanple, assunme that a packet arrives with Acknow edgenent Nunber
100, an Ack Vector reporting all packets as received, and a Data
Dr opped option containing the deci mal val ues 0, 160, 3,162. Then:

Packet 100 was received (Acknow edgenent Nunber 100, Nornal Bl ock,
Run Length 0).

Packet 99 was dropped in a receive buffer (Drop Bl ock, Drop Code
2, Run Length 0).

Packets 98, 97, 96, and 95 were received (Normal Bl ock, Run Length
3).

Packets 95, 94, and 93 were dropped in the receive buffer (Drop
Bl ock, Drop Code 2, Run Length 2).

Run | engths of nore than 128 (for Nornal Bl ocks) or 16 (for Drop

Bl ocks) nust be encoded in multiple Blocks. A single Data Dropped
option can acknow edge up to 32384 Nornal Bl ock data packets,

al t hough the receiver SHOULD NOT send a Data Dropped option when all
rel evant packets fit into Normal Bl ocks. Should nore packets need to
be acknow edged than can fit in 253 bytes of Data Dropped, then

mul tiple Data Dropped options can be sent. The second option will
begin where the first left off, and so forth.

One or nore Data Dropped options that, together, report the status of

nore packets than have been sent, or that change the status of a
packet, or that disagree with Ack Vector or equival ent options (by
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reporting a "not yet received" packet as "dropped in the receive
buffer", for exanple) SHOULD be considered invalid. The receiving
DCCP SHOULD ei ther ignore such options, or respond by resetting the
connection with Reset Code 5, "Option Error".

A DCCP application interface should let receiving applications
specify the Drop Codes corresponding to received packets. For
exanple, this would I et applications calculate their own checksuns
but still report "dropped due to corruption" packets via the Data
Dropped option. The interface SHOULD NOT | et applications reduce the
"seriousness" of a packet’s Drop Code; for exanple, the application
shoul d not be able to upgrade a packet fromdelivered corrupt (Drop
Code 7) to delivered normally (no Drop Code).

Data Dropped information is transnitted reliably. That is, endpoints
SHOULD continue to transmt Data Dropped options until receiving an
acknow edgenent indicating that the relevant options have been
processed. In Ack Vector terns, each acknow edgenent should contain
Dat a Dropped options that cover the whol e Acknow edgenent W ndow
(Section 11.4.2), although when every packet in that w ndow woul d be
placed in a Normal Block, no actual option is required.

7.1. Data Dropped and Norrmal Congestion Response

When deciding on a response to a particular acknow edgenent or set of
acknow edgenents containing Data Dropped options, a congestion
control mechani sm MJUST consi der dropped packets, ECN Congestion
Experi enced marks (including marked packets that are included in Data
Dropped), and packets singled out in Data Dropped. For w ndow based
mechani sns, the valid response space is defined as foll ows.

Assume an old wi ndow of W |ndependently cal culate a new wi ndow

W newl that assunes no packets were Data Dropped (so Wnewl contains
only the normal congestion response), and a new w ndow W new2 t hat
assunes no packets were lost or marked (so Wnew2 contains only the
Dat a Dropped response). W are assunming that Data Dropped
recomended a reduction in congestion wi ndow, so Wnew2 < W

Then the actual new wi ndow W new MJIST NOT be larger than the m ni num
of Wnewl and Wnew2; and the sender MAY conbine the two responses,
by setting

Wnew = W+ min(Wnewl - W 0) + min(Wnew2 - W 0).
The details of howthis is acconplished are specified in CCD profile

docunents. Non-w ndow based congesti on control nechani sns MJST
behave anal ogously; again, CCID profiles define how.
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11.7.2. Particular Drop Codes

Drop Code 0, Protocol Constraints, does not indicate any kind of
congestion, so the sender’s CCID SHOULD react to packets with Drop
Code 0 as if they were received (with or w thout ECN Congestion
Experi enced marks, as appropriate). However, the sendi ng endpoint
SHOULD NOT send data until it believes the protocol constraint no
| onger appli es.

Drop Code 1, Application Not Listening, nmeans the application running
at the endpoint that sent the option is no |onger listening for data.
For exanple, a server nmight close its receiving half-connection to
new data after receiving a conplete request fromthe client. This
would Iimt the anpbunt of state available at the server for inconing
data and thus reduce the potential damage from certain denial - of -
service attacks. A Data Dropped option containing Drop Code 1 SHOULD
be sent whenever received data is ignored due to a non-listening
application. Once an endpoint reports Drop Code 1 for a packet, it
SHOULD report Drop Code 1 for every succeedi ng data packet on that
hal f-connecti on; once an endpoint receives a Drop State 1 report, it
SHOULD expect that no nore data will ever be delivered to the other
endpoint’s application, so it SHOULD NOT send nore data.

Drop Code 2, Receive Buffer, indicates congestion inside the
receiving host. For instance, if a drop-fromtail kernel socket
buffer is too full to accept a packet’'s application data, that packet
shoul d be reported as Drop Code 2. For a drop-from head or nore
conmpl ex socket buffer, the dropped packet should be reported as Drop
Code 2. DCCP inplenentations may al so provide an APl by which
applications can nmark recei ved packets as Drop Code 2, indicating
that the application ran out of space in its user-|level receive
buffer. (However, it is not generally useful to report packets as
dropped due to Drop Code 2 after nore than a couple of round-trip

ti mes have passed. The HC- Sender may have forgotten its

acknow edgenent state for the packet by that tinme, so the Data
Dropped report will have no effect.) Every packet newy acknow edged
as Drop Code 2 SHOULD reduce the sender’s instantaneous rate by one
packet per round-trip tinme, unless the sender is already sendi ng one
packet per RTT or less. Each CCID profile defines the CCl D specific
mechani sm by which this is acconpli shed.

Currently, the other Drop Codes (nanely Drop Code 3, Corrupt; Drop
Code 7, Delivered Corrupt; and reserved Drop Codes 4-6) MJST cause
the relevant CCID to behave as if the rel evant packets were ECN
mar ked (ECN Congestion Experienced).
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Explicit Congestion Notification

The DCCP protocol is fully ECN-aware [ RFC3168]. Each CCI D specifies
how its endpoints respond to ECN marks. Furthernore, DCCP, unlike
TCP, allows senders to control the rate at which acknow edgenents are
generated (with options like Ack Ratio); since acknow edgenents are
congestion controlled, they also qualify as ECN Capabl e Transport.

Each CCID profile describes how that CCID interacts with ECN, both
for data traffic and pure-acknow edgenent traffic. A sender SHOULD
set ECN- Capabl e Transport on its packets’ |P headers unless the
receiver’'s ECN Incapable feature is on or the relevant CCI D disall ows
it.

The rest of this section describes the ECN I ncapable feature and the
interaction of the ECN Nonce with acknow edgenent options such as Ack
Vect or.

1. ECN Incapabl e Feature

DCCP endpoi nts are ECN-aware by default, but the ECN I ncapabl e
feature lets an endpoint reject the use of Explicit Congestion
Notification. The use of this feature is NOI RECOMMENDED. ECN

i ncapability both avoids ECN s possible benefits and prevents senders
fromusing the ECN Nonce to check for receiver msbehavior. A DCCP
stack MAY therefore | eave the ECN | ncapabl e feature uninpl enent ed,
acting as if all connections were ECN capable. Note that the

i nappropriate firewall interactions that dogged TCP' s inplenentation
of ECN [ RFC3360] involve TCP header bits, not the IP header’s ECN
bits; we know of no m ddl ebox that woul d bl ock ECN- capabl e DCCP
packets but allow ECN- i ncapabl e DCCP packets.

ECN | ncapabl e has feature nunber 4 and is server-priority. It takes
one- byt e Bool ean values. DCCP A MJST be able to read ECN bits from
recei ved franes’ |P headers when ECN I ncapable/A is zero. (This is

i ndependent of whether it can set ECN bits on sent franes.) DCCP A
thus sends a "Change L(ECN I napable, 1)" option to DCCP B to inform
it that A cannot read ECN bits. If the ECN Incapable/ A feature is
one, then all of DCCP B s packets MJST be sent as ECN incapable. New
connections start with ECN Incapable 0 (that is, ECN capable) for
bot h endpoints. Values of two or nore are reserved.

If a DCCP is not ECN capable, it MJST send Mandatory "Change L(ECN
I ncapable, 1)" options to the other endpoint until acknow edged (by
"Confirm R(ECN I ncapable, 1)") or the connection cl oses.
Furthernmore, it MJST NOT accept any data until the other endpoint
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sends "Confirm R(ECN | ncapable, 1)". It SHOULD send Data Dropped
options on its acknow edgenents, with Drop Code O ("protoco
constraints"), if the other endpoint does send data inappropriately.

12. 2. ECN Nonces

Congestion avoi dance will not occur, and the receiver will sonetines
get its data faster, if the sender isn't told about congestion
events. Thus, the receiver has sone incentive to falsify

acknow edgenment information, reporting that marked or dropped packets
were actually received unmarked. This problemis nore serious with
DCCP than with TCP, since TCP provides reliable transport: it is nore
difficult with TCP to |ie about |ost packets wi thout breaking the
appl i cation.

ECN Nonces are a general mechanismto prevent ECN cheating (or |oss
cheating). Two values for the two-bit ECN header field indicate
ECN- Capabl e Transport, 01 and 10. The second code point, 10, is the
ECN Nonce. |In general, a protocol sender chooses between these code
poi nts randomy on its output packets, renenbering the sequence it
chose. On every acknow edgenent, the protocol receiver reports the
nunber of ECN Nonces it has received thus far. This is called the
ECN Nonce Echo. Since ECN marki ng and packet dropping both destroy
the ECN Nonce, a receiver that lies about an ECN nark or packet drop
has a 50% chance of guessing right and avoi di ng discipline. The
sender nmay react punitively to an ECN Nonce m smatch, possibly up to
droppi ng the connection. The ECN Nonce Echo field need not be an

i nteger; one bit is enough to catch 50% of infractions, and the
probability of success drops exponentially as nore packets are sent

[ RFC3540] .

In DCCP, the ECN Nonce Echo field is encoded in acknow edgenent
options. For exanple, the Ack Vector option conmes in two forns, Ack
Vector [Nonce 0] (option 38) and Ack Vector [Nonce 1] (option 39),
corresponding to the two values for a one-bit ECN Nonce Echo. The
Nonce Echo for a given Ack Vector equals the one-bit sum (excl usive-
or, or parity) of ECN nonces for packets reported by that Ack Vector
as received and not ECN marked. Thus, only packets nmarked as State 0
matter for this calculation (that is, valid received packets that
were not ECN nmarked). Every Ack Vector option is detailed enough for
the sender to deternine what the Nonce Echo shoul d have been. It can
check this cal culation agai nst the actual Nonce Echo and conplain if
there is a msnmatch. (The Ack Vector could conceivably report every
packet’s ECN Nonce state, but this would severely linmt its
conpressibility wi thout providing nuch extra protection.)

Each DCCP sender SHOULD set ECN Nonces on its packets and renenber
whi ch packets had nonces. Wen a sender detects an ECN Nonce Echo
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m smatch, it behaves as described in the next section. Each DCCP
recei ver MJST cal cul ate and use the correct value for ECN Nonce Echo
when sendi ng acknowl edgenment opti ons.

ECN i ncapability, as indicated by the ECN Incapable feature, is
handl ed as follows: an endpoi nt sendi ng packets to an ECN-i ncapabl e
recei ver MJST send its packets as ECN i ncapabl e, and an ECN\-

i ncapabl e recei ver MIST use the value zero for all ECN Nonce Echoes.

3. Aggression Penalties

DCCP endpoi nts have several nechanisns for detecting congestion-
rel ated m sbehavior. For exanple:

0 A sender can detect an ECN Nonce Echo mi smatch, indicating
possi bl e recei ver ni sbehavi or.

0 A receiver can detect whether the sender is responding to
congesti on feedback or Sl ow Receiver

0 An endpoint may be able to detect that its peer is reporting
i nappropriately small El apsed Tinme val ues (Section 13.2).

An endpoi nt that detects possible congestion-rel ated m sbehavi or
SHOULD try to verify that its peer is truly m sbehaving. For
exanpl e, a sending endpoi nt m ght send a packet whose ECN header
field is set to Congestion Experienced, 11; a receiver that doesn't
report a corresponding mark is nost |ikely m sbehaving.

Upon det ecting possi bl e m sbehavior, a sender SHOULD respond as if
the receiver had reported one or nore recent packets as ECN mar ked
(instead of unmarked), while a receiver SHOULD report one or nore
recent non-narked packets as ECN-marked. Alternately, a sender night
act as if the receiver had sent a Sl ow Receiver option, and a

recei ver mght send Sl ow Receiver options. Qher reactions that
serve to slow the transfer rate are al so acceptable. An entity that
detects particularly egregi ous and ongoi ng m sbehavi or MAY al so reset
the connection with Reset Code 11, "Aggression Penalty".

However, ECN Nonce ni smat ches and ot her warning signs can result from
i nnocent causes, such as inplenentation bugs or attack. 1In
particul ar, a successful DCCP-Data attack (Section 7.5.5) can cause
the receiver to report an incorrect ECN Nonce Echo. Therefore,
connection reset and other heavywei ght nmechani sns SHOULD be used only
as last resorts, after multiple round-trip times of verified

aggr essi on.
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13.

Timing Options

The Ti nestanp, Tinmestanp Echo, and El apsed Tine options hel p DCCP
endpoi nts explicitly measure round-trip timnes.

1. Tinestanp Option

This option is permitted in any DCCP packet. The length of the
option is 6 bytes.

oo oo oo oo oo oo +
| 00101001| 00000110 Ti nestanp Val ue
Fome oo Fome oo Fome oo Fomem e Fomee e Fomem e +

Type=41 Length=6

The four bytes of option data carry the tinestanp of this packet.
The tinestanp is a 32-bit integer that increases nonotonically with
tine, at arate of 1 unit per 10 mcroseconds. At this rate,

Ti mestanp Value will wap approxinmately every 11.9 hours. Endpoints
need not measure tine at this fine granularity; for exanple, an
endpoint that preferred to neasure time at nillisecond granularity
m ght send Tinmestanp Values that were all multiples of 100. The
precise tinme corresponding to Tinmestanp Value zero is not specified:
Ti restanp Values are only neaningful relative to other Tinestanp

Val ues sent on the sane connection. A DCCP receiving a Tinestanp
option SHOULD respond with a Tinmestanp Echo option on the next packet
it sends.

2. Elapsed Tine Option

This option is permitted in any DCCP packet that contains an
Acknowl edgenent Number; such options received on ot her packet types

MJUST be ignored. It indicates how nuch time has el apsed since the
packet bei ng acknow edged -- the packet with the given
Acknowl edgenent Nunber -- was received. The option may take 4 or 6

byt es, depending on the size of the El apsed Tine value. Elapsed Tine
hel ps correct round-trip tinme estinmates when the gap between

recei ving a packet and acknow edgi ng that packet nay be long -- in
CC D 3, for exanple, where acknow edgenents are sent infrequently.
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E R E R E R E R +
| 00101011 00000100| El apsed Tine |
E R E R E R E R +

Fom e oo - Fom e oo - Fom e oo - Fom e oo - Fom e oo - Fom e oo - +
| 00101011 00000110| El apsed Ti ne
E R E R E R E R E R E R +

Type=43 Len=6

The option data, Elapsed Tinme, represents an estimated | ower bound on
the amount of tine el apsed since the packet being acknow edged was
received, with units of hundredths of mlliseconds. |f Elapsed Tine
is less than a half-second, the first, smaller formof the option
SHOULD be used. Elapsed Tines of nore than 0.65535 seconds MJST be
sent using the second formof the option. The special El apsed Tine
val ue 4294967295, which corresponds to approximately 11.9 hours, is
used to represent any El apsed Tine greater than 42949. 67294 seconds.
DCCP endpoi nts MJUST NOT report El apsed Tinmes that are significantly
larger than the true el apsed tines. A connection MAY be reset with
Reset Code 11, "Aggression Penalty", if one endpoint determn nes that
the other is reporting a much-too-1|arge El apsed Tine.

El apsed Tine is neasured in hundredths of nilliseconds as a
conprom se between two conflicting goals. First, it provides enough
granularity to reduce roundi ng error when neasuring el apsed tine over
fast LANs; second, it allows nmany reasonable el apsed tines to fit
into two bytes of data.

3. Tinestanp Echo Option

This option is permitted in any DCCP packet, as long as at |east one

packet carrying the Ti mestanp option has been received. GCenerally, a
DCCP endpoi nt shoul d send one Ti nmestanp Echo option for each

Ti mestanp option it receives, and it should send that option as soon

as is convenient. The length of the option is between 6 and 10

byt es, dependi ng on whet her Elapsed Tine is included and how large it
is.
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E R E R E R E R E R E R +
| 00101010| 00000110| Ti mest anp Echo
E R E R E R E R E R E R +

Fom e oo - Fom e oo - F - . mmmmm-- Fom e oo - Fom e oo - +

| 00101010| 00001000 Ti nestanp Echo | El apsed Ti ne

E R E R Fomm e e R Hoemeema E R +
Type=42 Len=8 (4 bytes)

SRR SRR SRR R SRR R +
| 00101010| 00001010| Ti mestanp Echo | El apsed Ti ne
s s to-aoo - R to-aoo - R +
Type=42 Len=10 (4 bytes) (4 bytes)

The first four bytes of option data, Tinestanp Echo, carry a

Ti mestanp Val ue taken from a precedi ng received Ti nestanp option
Usually, this will be the | ast packet that was received -- the packet
i ndi cated by the Acknow edgenent Nunmber, if any -- but it might be a
precedi ng packet. Each Tinmestanp received will generally result in
exactly one Tinestanp Echo transnitted. |If an endpoint has received
multiple Tinmestanp options since the last tine it sent a packet, then
it MAY ignore all Tinestanp options but the one included on the
packet with the greatest sequence nunber. Alternatively, it MAY
include multiple Tinmestanp Echo options in its response, each
corresponding to a different Tinestanp option

The El apsed Tine value, simlar to that in the El apsed Tinme option

i ndi cates the anobunt of tinme el apsed since receiving the packet whose
tinmestanp is being echoed. This time MJST have units of hundredths
of mlliseconds. Elapsed Tine is neant to help the Ti nestanp sender
separate the network round-trip tinme fromthe Tinestanp receiver’s
processing tinme. This may be particularly inportant for CCl Ds where
acknow edgenents are sent infrequently, so that there m ght be
consi der abl e del ay between receiving a Tinmestanp option and sendi ng
the corresponding Tinmestanp Echo. A missing Elapsed Tine field is
equi valent to an El apsed Tine of zero. The smallest version of the
option SHOULD be used that can hold the relevant El apsed Tinme val ue.

Maxi nrum Packet Size

A DCCP i npl enentation MUST nai ntai n the naxi num packet size (MPS)

al l oned for each active DCCP session. The MPS is influenced by the
maxi mum packet size allowed by the current congestion contro
nmechani sm (CCWPS), the nmaxi mum packet size supported by the path’s
links (PMIU, the Path Maxi mum Transm ssion Unit) [RFC1191], and the
| engths of the I P and DCCP headers.
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A DCCP application interface SHOULD |l et the application discover
DCCP's current MPS. Generally, the DCCP inplenmentation will refuse
to send any packet bigger than the MPS, returning an appropriate
error to the application. A DCCP interface MAY allow applications to
request fragnentation for packets |arger than PMIU, but not I arger
than CCOMPS. (Packets | arger than CCMPS MUST be rejected in any
case.) Fragnentation SHOULD NOT be the default, since it decreases
robustness: an entire packet is discarded if even one of its
fragments is lost. Applications can usually get better error

tol erance by produci ng packets snaller than the PMIU

The MPS reported to the application SHOULD be influenced by the size
expected to be required for DCCP headers and options. |f the
application provides data that, when conbined with the options the
DCCP i npl enentation would like to include, would exceed the MPS, the
i npl enent ati on should either send the options on a separate packet
(such as a DCCP-Ack) or lower the MPS, drop the data, and return an
appropriate error to the application.

1. Measuring PMIU

Each DCCP endpoi nt MJST keep track of the current PMIU for each
connection, except that this is not required for |IPv4 connections
whose applications have requested fragnentation. The PMIU SHOULD be
initialized fromthe interface MU that will be used to send packets.
The MPS will be initialized with the mininumof the PMIU and the
CCWPS, if any.

O assical PMIU di scovery uses unfragmentabl e packets. In IPv4, these
packets have the IP Don’t Fragnment (DF) bit set; in IPv6, all packets
are unfragmentabl e once enitted by an end host. As specified in

[ RFC1191], when a router receives a packet with DF set that is |arger
than the next link’s MIU, it sends an | CMP Destination Unreachabl e
nmessage back to the source whose Code indicates that an

unf ragnent abl e packet was too large to forward (a "Datagram Too Big"
message). Wien a DCCP i npl enentation receives a Datagram Too Big
message, it decreases its PMIU to the Next-Hop MIU val ue given in the

| CMP nessage. |f the MIU given in the nessage is zero, the sender
chooses a value for PMIU using the algorithmdescribed in [ RFC1191],
Section 7. If the MIU given in the nmessage is greater than the

current PMIU, the Datagram Too Bi g nessage is ignored, as described
in [RFC1191]. (W are aware that this nay cause problens for DCCP
endpoi nts behind certain firewalls.)

A DCCP inplementation nmay allow the application occasionally to
request that PMIU di scovery be performed again. This will reset the
PMIU to the outgoing interface’s MIU. Such requests SHOULD be rate
limted, to one per two seconds, for exanple.
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A DCCP sender MAY treat the reception of an | CMP Dat agram Too Big
message as an indication that the packet being reported was not | ost
due to congestion, and so for the purposes of congestion control it
MAY ignore the DCCP receiver’s indication that this packet did not
arrive. However, if this is done, then the DCCP sender MJST check
the ECN bits of the I P header echoed in the | CMP nessage and only
performthis optimzation if these ECN bits indicate that the packet
did not experience congestion prior to reaching the router whose |ink
MIU it exceeded.

A DCCP inpl ementation SHOULD ensure, as far as possible, that |CwW
Dat agram Too Bi g nessages were actually generated by routers, so that
attackers cannot drive the PMIU down to a falsely snall value. The
sinmplest way to do this is to verify that the Sequence Nunber on the
| CVMP error’s encapsul ated header corresponds to a Sequence Nunber
that the inplenentation recently sent. (According to current
specifications, routers should return the full DCCP header and

payl oad up to a maxi num of 576 bytes [RFC1812] or the m nimum | Pv6
MIU [ RFC2463], although they are not required to return nore than 64
bits [RFC792]. Any anount greater than 128 bits will include the
Sequence Number.) | CMP Datagram Too Big nessages with incorrect or
m ssi ng Sequence Nunbers may be ignored, or the DCCP inpl enentation
may | ower the PMIU only tenporarily in response. |If nore than three
odd Dat agram Too Bi g nessages are received and the other DCCP
endpoi nt reports nore than three | ost packets, however, the DCCP

i mpl ement ati on SHOULD assune the presence of a confused router and
ei ther obey the | CMP nessages’ PMIU or (on | Pv4 networks) switch to
all owi ng fragnentation.

DCCP al so al l ows upward probing of the PMIU [ PMTUD], where the DCCP
endpoi nt begi ns by sending small packets with DF set and then
gradual ly increases the packet size until a packet is lost. This
nmechani sm does not require any | CVMP error processing. DCCP-Sync
packets are the best choice for upward probing, since DCCP-Sync
probes do not risk application data |oss. The DCCP inpl enentation
inserts arbitrary data into the DCCP-Sync application area, padding
the packet to the right length. Since every valid DCCP-Sync
generates an i nmedi ate DCCP- SyncAck in response, the endpoint will
have a pretty good idea of when a probe is |ost.

2. Sender Behavi or

A DCCP sender SHOULD send every packet as unfragnentable, as
descri bed above, with the follow ng exceptions.

0 On IPv4 connections whose applications have requested
fragmentation, the sender SHOULD send packets with the DF bit not
set.
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0 On IPv6 connections whose applications have requested
fragmentation, the sender SHOULD use fragnentati on extension
headers to fragnent packets larger than PMIU i nto suitably-sized
chunks. (Those chunks are, of course, unfragnentable.)

0 It is undesirable for PMIU di scovery to occur on the initial
connection setup handshake, as the connection setup process nay
not be representative of packet sizes used during the connection
and perform ng MIU di scovery on the initial handshake ni ght
unnecessarily delay connection establishment. Thus, DCCP-Request
and DCCP- Response packets SHOULD be sent as fragnentable. 1In
addi ti on, DCCP-Reset packets SHOULD be sent as fragnentabl e,
al t hough typically these would be snall enough to not be a
problem For |Pv4 connections, these packets SHOULD be sent with
the DF bit not set; for IPv6 connections, they SHOULD be
preenptively fragmented to a size not |arger than the rel evant
interface MIU

If the DCCP inplenentation has decreased the PMIU, the sending
application has not requested fragnentation, and the sending
application attenpts to send a packet |arger than the new MPS, the
APl MJST refuse to send the packet and return an appropriate error to
the application. The application should then use the APl to query
the new val ue of MPS. The kernel m ght have sone packets buffered
for transmission that are snaller than the old MPS but |arger than
the new MPS. It MAY send these packets as fragnentable, or it MAY

di scard these packets; it MJST NOT send them as unfragnentable.

Forward Conpatibility

Future versions of DCCP nay add new options and features. A few
sinmple guidelines will let extended DCCPs interoperate with nornal
DCCPs.

o DCCP processors MJST NOT act punitively towards options and
features they do not understand. For exanple, DCCP processors
MJUST NOT reset the connection if sonme field narked Reserved in
this specification is non-zero; if sone unknown option is present;
or if some feature negotiation option nentions an unknown feature.
I nst ead, DCCP processors MJST ignore these events. The Mandatory
option is the single exception: if Mandatory precedes sone unknown
option or feature, the connection MJST be reset.

0 DCCP processors MJST anticipate the possibility of unknown feature
val ues, which night occur as part of a negotiation for a known
feature. For server-priority features, unknown val ues are handl ed
as a matter of course: since the non-extended DCCP's priority I|ist
will not contain unknown val ues, the result of the negotiation
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cannot be an unknown value. A DCCP MJST respond with an enpty
Confirmoption if it is assigned an unacceptable value for sone
non- negoti abl e feature.

o Each DCCP extension SHOULD be controlled by some feature. The
default value of this feature SHOULD correspond to "extension not
available". [If an extended DCCP wants to use the extension, it
SHOULD attenpt to change the feature's value using a Change L or
Change R option. Any non-extended DCCP will ignore the option
thus leaving the feature value at its default, "extension not
avai |l abl e".

Section 19 lists DCCP assigned nunbers reserved for experinental and
testing purposes.

M ddl ebox Consi der ati ons

This section describes properties of DCCP that firewalls, network
address translators, and other niddl eboxes should consider, including
parts of the packet that m ddl eboxes should not change. The intent
is to draw attention to aspects of DCCP that may be useful, or

danger ous, for m ddl eboxes, or that differ significantly from TCP

The Service Code field in DCCP- Request packets provides infornation
that may be useful for stateful m ddl eboxes. Wth Service Code, a

m ddl ebox can tell what protocol a connection will use without
relying on port nunmbers. M ddl eboxes can di sall ow connections that
attenpt to access unexpected services by sending a DCCP-Reset with
Reset Code 8, "Bad Service Code". M ddl eboxes should not nodify the
Service Code unless they are really changing the service a connection
i s accessing.

The Source and Destination Port fields are in the sanme packet
| ocations as the corresponding fields in TCP and UDP, which may
simplify sonme m ddl ebox i npl ementati ons.

The forward conpatibility considerations in Section 15 apply to
nm ddl eboxes as well. |In particular, mddl eboxes generally shoul dn’t
act punitively towards options and features they do not understand.

Modi fyi ng DCCP Sequence Nunbers and Acknow edgenent Nunmbers is nore
t edi ous and dangerous than nodifying TCP sequence nunbers. A

m ddl ebox t hat added packets to or renoved packets from a DCCP
connection would have to nodi fy acknow edgenent options, such as Ack
Vector, and CCl D-specific options, such as TFRC s Loss Intervals, at
m ni mum  On ECN- capabl e connections, the m ddl ebox woul d have to
keep track of ECN Nonce information for packets it introduced or
renoved, so that the rel evant acknow edgenent options continued to
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have correct ECN Nonce Echoes, or risk the connection being reset for
"Aggression Penalty". W therefore recomend that niddl eboxes not
nmodi fy packet streans by addi ng or renovi ng packets.

Note that there is Il ess need to nodify DCCP' s per-packet sequence
nunbers than to nodify TCP's per-byte sequence nunbers; for exanple,
a m ddl ebox can change the contents of a packet wi thout changing its
sequence nunber. (In TCP, sequence nunber nodification is required
to support protocols like FTP that carry variable-length addresses in
the data stream |If such an application were depl oyed over DCCP

m ddl eboxes woul d sinply grow or shrink the rel evant packets as
necessary w thout changing their sequence nunbers. This night

i nvol ve fragnenting the packet.)

M ddl eboxes may, of course, reset connections in progress. Cearly,
this requires inserting a packet into one or both packet streans, but
the difficult issues do not arise.

DCCP i s sonewhat unfriendly to "connection splicing" [SHHPOO], in
which clients’ connection attenpts are intercepted, but possibly
later "spliced in" to external server connections via sequence nunber
mani pul ations. A connection splicer at mni rumwould have to ensure
that the spliced connections agreed on all relevant feature val ues,
whi ch m ght take sone renegotiation

The contents of this section should not be interpreted as a whol esal e
endor senent of stateful m ddl eboxes.

Rel ati ons to Ot her Specifications
1. RTP

The Real -Tine Transport Protocol, RTP [RFC3550], is currently used
over UDP by many of DCCP' s target applications (for instance,
streaming nmedia). Therefore, it is inportant to exam ne the

rel ati onshi p between DCCP and RTP and, in particular, the question of
whet her any changes in RTP are necessary or desirable when it is

| ayered over DCCP instead of UDP

There are two potential sources of overhead in the RTP-over-DCCP
combi nation: duplicated acknow edgenent information and duplicated
sequence nunbers. Together, these sources of overhead add slightly
nore than 4 bytes per packet relative to RTP-over-UDP, and
elinmnating the redundancy woul d not reduce the overhead.

First, consider acknow edgenments. Both RTP and DCCP report feedback
about |loss rates to data senders, via RTP Control Protocol Sender and
Recei ver Reports (RTCP SR/ RR packets) and via DCCP acknow edgenent
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options. These feedback nechani sns are potentially redundant.
However, RTCP SR/ RR packets contain information not present in DCCP
acknow edgenents, such as "interarrival jitter", and DCCP s

acknow edgenments contain information not transnmitted by RTCP, such as
the ECN Nonce Echo. Neither feedback nechani sm nmakes the other
redundant .

Sendi ng both types of feedback need not be particularly costly
either. RTCP reports nay be sent relatively infrequently: once every

5 seconds on average, for |ow bandwi dth flows. In DCCP, sone
f eedback nmechani snms are expensive -- Ack Vector, for exanple, is
frequent and verbose -- but others are relatively cheap: CCID 3

(TFRC) acknow edgenents take between 16 and 32 bytes of options sent
once per round-trip tine. (Reporting less frequently than once per
RTT woul d make congestion control |ess responsive to loss.) W

t heref ore conclude that acknow edgenent overhead in RTP-over- DCCP
need not be significantly higher than for RTP-over-UDP, at |east for
Ca D 3.

One cl ear redundancy can be addressed at the application level. The
ver bose packet-by-packet |10ss reports sent in RTCP Extended Reports
Loss RLE Bl ocks [ RFC3611] can be derived from DCCP's Ack Vector
options. (The converse is not true, since Loss RLE Bl ocks contain no
ECN information.) Since DCCP inplenentations should provide an API
for application access to Ack Vector information, RTP-over-DCCP
applications might request either DCCP Ack Vectors or RTCP Extended
Report Loss RLE Bl ocks, but not both.

Now consi der sequence nunber redundancy on data packets. The
enbedded RTP header contains a 16-bit RTP sequence nunber. Most data
packets will use the DCCP-Data type; DCCP-DataAck and DCCP- Ack
packets need not usually be sent. The DCCP-Data header is 12 bytes

I ong without options, including a 24-bit sequence nunber. This is 4
bytes nore than a UDP header. Any options required on data packets
woul d add further overhead, although many CCIDs (for instance, CCID
3, TFRC) don’t require options on nost data packets.

The DCCP sequence number cannot be inferred fromthe RTP sequence
nunber since it increments on non-data packets as well as data
packets. The RTP sequence numnber cannot be inferred fromthe DCCP
sequence nunber either [RFC3550]. Furthernore, renoving RTP s
sequence nunber woul d not save any header space because of alignnent
issues. We therefore recommend that RTP transmitted over DCCP use
the sane headers currently defined. The 4 byte header cost is a
reasonabl e tradeof f for DCCP' s congestion control features and access
to ECN. Truly bandw dt h-starved endpoi nts shoul d use sonme header
conpr essi on schene.
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17.2. Congestion Manager and Milti pl exing

Si nce DCCP doesn’t provide reliable, ordered delivery, multiple
application sub-flows may be multipl exed over a single DCCP
connection with no inherent performance penalty. Thus, there is no
need for DCCP to provide built-in support for nultiple sub-flows.
This differs from SCTP [ RFC2960] .

Some applications might want to share congestion control state anong
multiple DCCP flows that share the same source and destination
addresses. This functionality could be provided by the Congestion
Manager [RFC3124], a generic nultiplexing facility. However, the CM
woul d not fully support DCCP without change; it does not gracefully
handl e nulti pl e congestion control nechanisns, for exanple.

18. Security Considerations

DCCP does not provide cryptographic security guarantees.
Applications desiring cryptographic security services (integrity,
aut hentication, confidentiality, access control, and anti-replay
protection) should use I Psec or end-to-end security of sone kind;
Secure RTP is one candi date protocol [RFC3711].

Neverthel ess, DCCP is intended to protect against sone classes of
attackers: Attackers cannot hijack a DCCP connection (close the
connecti on unexpectedly, or cause attacker data to be accepted by an
endpoint as if it came fromthe sender) unless they can guess valid
sequence nunbers. Thus, as | ong as endpoints choose initial sequence
nunbers well, a DCCP attacker nust snoop on data packets to get any
reasonabl e probability of success. Sequence nunber validity checks
provide this guarantee. Section 7.5.5 describes sequence nunber
security further. This security property only holds assuning that
DCCP' s random nunbers are chosen according to the guidelines in

[ RFC4086] .

DCCP al so provides nmechanisns to linit the potential inpact of sone
deni al - of -service attacks. These nechanisns include |Init Cookie
(Section 8.1.4), the DCCP-C oseReq packet (Section 5.5), the
Application Not Listening Drop Code (Section 11.7.2), linitations on
the processing of options that m ght cause connection reset (Section
7.5.5), limtations on the processing of sone | CVMP nessages (Section
14.1), and various rate limts, which |l et servers avoid extensive
conputation or packet generation (Sections 7.5.3, 8.1.3, and others).

DCCP provides no protection against attackers that can snoop on data
packets.
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1. Security Considerations for Partial Checksuns

The partial checksumfacility has a separate security inpact,
particularly in its interaction with authentication and encryption
mechani sms.  The inpact is the sane in DCCP as in the UDP-Lite
protocol, and what follows was adapted fromthe corresponding text in
the UDP-Lite specification [ RFC3828].

When a DCCP packet’s Checksum Coverage field is not zero, the
uncovered portion of a packet may change in transit. This is
contrary to the idea behind nost authentication nechanisns:

aut henti cation succeeds if the packet has not changed in transit.

Unl ess aut hentication nechani sns that operate only on the sensitive
part of packets are devel oped and used, authentication will always
fail for partially-checksunmed DCCP packets whose uncovered part has
been danmged.

The I Psec integrity check (Encapsul ation Security Protocol, ESP, or
Aut henti cation Header, AH) is applied (at least) to the entire IP
packet payload. Corruption of any bit within that area will then
result in the IP receiver’s discarding a DCCP packet, even if the
corruption happened in an uncovered part of the DCCP application
dat a.

When | Psec is used with ESP payl oad encryption, a |ink can not
determine the specific transport protocol of a packet being forwarded
by i nspecting the I P packet payload. In this case, the |link MJST
provide a standard integrity check covering the entire |IP packet and
payl oad. DCCP partial checksunms provide no benefit in this case.

Encryption (e.g., at the transport or application |evels) nay be
used. Note that onmitting an integrity check can, under certain
ci rcumst ances, conprom se confidentiality [B98].

If a few bits of an encrypted packet are danmaged, the decryption
transformwi |l typically spread errors so that the packet becones too
damaged to be of use. Many encryption transforns today exhibit this
behavior. There exist encryption transforms, streamciphers, that do
not cause error propagation. Proper use of stream ciphers can be
quite difficult, especially when authentication checking is onmtted
[BBO1]. In particular, an attacker can cause predictable changes to
the ultimte plaintext, even without being able to decrypt the

ci phertext.

Kohl er, et al. St andards Track [ Page 109]



RFC 4340 Dat agr am Congesti on Control Protocol (DCCP) March 2006

19.

19.

19.

19.

| ANA Consi derations
| ANA has assigned | P Protocol Nunber 33 to DCCP

DCCP i ntroduces eight sets of numbers whose val ues shoul d be

all ocated by IANA. We refer to allocation policies, such as
Standards Action, outlined in [ RFC2434], and nost registries reserve
sone val ues for experinental and testing use [RFC3692]. In addition
DCCP requires that the | ANA Port Nunmbers registry be opened for DCCP
port registrations; Section 19.9 describes how. The | ANA shoul d feel
free to contact the DCCP Expert Reviewer with questions on any
registry, regardless of the registry policy, for clarification or if
there is a problemw th a request.

1. Packet Types Registry

Each entry in the DCCP Packet Types registry contains a packet type,
which is a nunber in the range 0-15; a packet type nanme, such as
DCCP- Request; and a reference to the RFC defining the packet type.
The registry is initially populated using the values in Table 1
(Section 5.1). This docunent allocates packet types 0-9, and packet
type 14 is permanently reserved for experinental and testing use.
Packet types 10-13 and 15 are currently reserved and shoul d be

all ocated with the Standards Action policy, which requires |IESG

revi ew and approval and standards-track | ETF RFC publication

2. Reset Codes Registry

Each entry in the DCCP Reset Codes registry contains a Reset Code
which is a nunber in the range 0-255; a short description of the
Reset Code, such as "No Connection"; and a reference to the RFC
defining the Reset Code. The registry is initially popul ated using
the values in Table 2 (Section 5.6). This docunent all ocates Reset
Codes 0-11, and Reset Codes 120-126 are pernanently reserved for
experinental and testing use. Reset Codes 12-119 and 127 are
currently reserved and should be allocated with the | ETF Consensus
policy, requiring an | ETF RFC publication (standards track or not)
with | ESG review and approval. Reset Codes 128-255 are permanently
reserved for CClD-specific registries; each CCID Profile docunent
descri bes how the corresponding registry is managed.

3. Option Types Registry

Each entry in the DCCP option types registry contains an option type,
which is a nunber in the range 0-255; the nane of the option, such as
"Slow Receiver"; and a reference to the RFC defining the option type
The registry is initially popul ated using the values in Table 3
(Section 5.8). This docunent allocates option types 0-2 and 32-44,
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and option types 31 and 120-126 are pernmanently reserved for
experinental and testing use. Option types 3-30, 45-119, and 127 are
currently reserved and should be allocated with the | ETF Consensus
policy, requiring an | ETF RFC publication (standards track or not)
with | ESG review and approval. Option types 128-255 are pernmanently
reserved for CClD-specific registries; each CCID Profile docunent
descri bes how the corresponding registry i s nmanaged.

4. Feature Nunbers Registry

Each entry in the DCCP feature nunbers registry contains a feature
nunber, which is a nunber in the range 0-255; the name of the
feature, such as "ECN Incapable"; and a reference to the RFC defining
the feature nunber. The registry is initially popul ated using the
values in Table 4 (Section 6). This docunent allocates feature
nunbers 0-9, and feature nunbers 120-126 are permanently reserved for
experinmental and testing use. Feature nunbers 10-119 and 127 are
currently reserved and should be allocated with the | ETF Consensus
policy, requiring an | ETF RFC publication (standards track or not)
with | ESG review and approval. Feature nunbers 128-255 are
permanently reserved for CCl D specific registries; each CCD Profile
docunent descri bes how the corresponding registry i s nanaged.

5. Congestion Control ldentifiers Registry

Each entry in the DCCP Congestion Control Ildentifiers (CClDs)
registry contains a CCID, which is a nunber in the range 0-255; the
nane of the CCI D, such as "TCP-like Congestion Control"; and a
reference to the RFC defining the COD. The registry is initially
popul ated using the values in Table 5 (Section 10). CCIDs 2 and 3
are allocated by concurrently published profiles, and CCl Ds 248-254
are permanently reserved for experinental and testing use. CCl Ds O,
1, 4-247, and 255 are currently reserved and should be allocated with
the I ETF Consensus policy, requiring an | ETF RFC publication
(standards track or not) with I ESG revi ew and approval

6. Ack Vector States Registry

Each entry in the DCCP Ack Vector States registry contains an Ack
Vector State, which is a nunber in the range 0-3; the name of the
State, such as "Received ECN Marked"; and a reference to the RFC
defining the State. The registry is initially popul ated using the
values in Table 6 (Section 11.4). This docunent allocates States O,
1, and 3. State 2 is currently reserved and should be allocated with
the Standards Action policy, which requires | ESG revi ew and approva
and standards-track | ETF RFC publi cati on.
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7. Drop Codes Registry

Each entry in the DCCP Drop Codes registry contains a Data Dropped
Drop Code, which is a nunber in the range 0-7; the name of the Drop
Code, such as "Application Not Listening"; and a reference to the RFC
defining the Drop Code. The registry is initially popul ated using
the values in Table 7 (Section 11.7). This docunent allocates Drop
Codes 0-3 and 7. Drop Codes 4-6 are currently reserved, and should
be allocated with the Standards Action policy, which requires | ESG
revi ew and approval and standards-track | ETF RFC publicati on.

8. Service Codes Registry

Each entry in the Service Codes registry contains a Service Code,
which is a nunber in the range 0-4294967294; a short English
description of the intended service; and an optional reference to an
RFC or other publicly avail abl e specification defining the Service
Code. The registry should list the Service Code’s nuneric value as a
deci mal nunber. Wen the Service Code nay be represented in "SC "
format according to the rules in Section 8.1.2, the registry should
al so show the corresponding ASCI| interpretation of the Service Code
m nus the "SC:" prefix. Thus, the nunmber 1717858426 woul d
additionally appear as "fdpz". Service Codes are not DCCP-specific.
Service Code 0 is permanently reserved (it represents the absence of
a meani ngful Service Code), and Service Codes 1056964608- 1073741823
(high byte ASCII "?") are reserved for Private Use. Note that
4294967295 is not a valid Service Code. Mst of the remaining
Service Codes are allocated First Come First Served, with no RFC
publication required; exceptions are listed in Section 8.1.2. This
docunent allocates a single Service Code, 1145656131 ("DISC'). This
corresponds to the discard service, which discards all data sent to
the service and sends no data in reply.

9. Port Numbers Registry

DCCP services nmay use contact port nunbers to provide service to
unknown callers, as in TCP and UDP. |ANA is therefore requested to
open the existing Port Numbers registry for DCCP using the follow ng
rules, which we intend to nesh well with existing Port Nunbers

regi stration procedures.

Port nunmbers are divided into three ranges. The Wll Known Ports are
those fromO through 1023, the Registered Ports are those from 1024

t hrough 49151, and the Dynanic and/or Private Ports are those from
49152 t hrough 65535. Well Known and Registered Ports are intended
for use by server applications that desire a default contact point on
a system On nost systens, Well Known Ports can only be used by
system (or root) processes or by prograns executed by privileged
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users, while Registered Ports can be used by ordinary user processes

or prograns executed by ordinary users. Dynamic and/or Private Ports
are intended for tenporary use, including client-side ports, out-of-

band negotiated ports, and application testing prior to registration

of a dedicated port; they MIUST NOT be registered.

The Port Nunbers registry should accept registrations for DCCP ports
in the Well Known Ports and Registered Ports ranges. Wl Known and
Regi stered Ports SHOULD NOT be used without registration. Although

in sone cases -- such as porting an application from UDP to DCCP --

it my seemnatural to use a DCCP port before registration conpletes
we enphasize that | ANA will not guarantee registration of particular
Wel |l Known and Registered Ports. Registrations should be requested

as early as possible.

Each port registration SHALL include the follow ng information:

0 A short port nane, consisting entirely of letters (A-Z and a-2z),
digits (0-9), and punctuation characters from"-_+./*" (not
i ncluding the quotes).

0 The port nunber that is requested to be registered.

0 A short English phrase describing the port’s purpose. This MJST
i nclude one or nore space-separated textual Service Code
descriptors nam ng the port’s correspondi ng Service Codes (see
Section 8.1.2).

o Nanme and contact information for the person or entity performng
the registration, and possibly a reference to a docunent defining
the port’s use. Registrations conming fromI|ETF working groups
need only nane the working group, but indicating a contact person
i s recommended.

Regi strants are encouraged to follow these guidelines when submitting
a registration.

0 A port nane SHOULD NOT be registered for nore than one DCCP port
nunber .

0o A port nane registered for UDP MAY be registered for DCCP as well.
Any such registration SHOULD use the sanme port nunber as the
exi sting UDP registration.

0 Concrete intent to use a port SHOULD precede port registration

For exanple, existing UDP ports SHOULD NOT be registered in
advance of any intent to use those ports for DCCP
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20.

0 A port nane generally associated with TCP and/or SCTP SHOULD NOT
be registered for DCCP, since that port nanme inplies reliable
transport. For exanple, we discourage registration of any "http"
port for DCCP. However, if such a registration makes sense (that
is, if there is concrete intent to use such a port), the DCCP
regi stration SHOULD use the sane port nunber as the existing
regi stration.

o Miltiple DCCP registrations for the same port nunber are all owed
as long as the registrations’ Service Codes do not overl ap.

This docunent registers the following port. (This should be
consi dered a nodel registration.)

di scard 9/ dccp Di scard SC: DI SC
# | ETF dccp WG, Eddi e Kohl er <kohl er @s. ucl a. edu>, [ RFC4340]

The di scard service, which accepts DCCP connections on port 9,

di scards all inconming application data and sends no data in response.
Thus, DCCP's discard port is analogous to TCP s discard port, and

nm ght be used to check the health of a DCCP stack.
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A

Appendi x: Ack Vector |nplenentation Notes

Thi s appendi x di scusses particulars of DCCP acknow edgenment handling
in the context of an abstract inplenmentation for Ack Vector. It is
i nformative and not nornative.

The first part of our inplenentation runs at the HC Receiver, and
t heref ore acknow edges data packets. |t generates Ack Vector
options. The inplenentation has the follow ng characteristics:

o At nost one byte of state per acknow edged packet.

o Q1) tinme to update that state when a new packet arrives (nornal
case).

0o Cumul ative acknow edgenents.
0 Quick renoval of old state.

The basic data structure is a circular buffer containing information
about acknow edged packets. Each byte in this buffer contains a
state and run length; the state can be 0 (packet received), 1 (packet
ECN mar ked), or 3 (packet not yet received). The buffer grows from
right to left. The inplenentation nmaintains five variables, aside
fromthe buffer contents:

o "buf_head" and "buf_tail", which mark the live portion of the
buf f er.

o "buf_ackno", the Acknow edgenent Nunber of the npbst recent packet
acknow edged in the buffer. This corresponds to the "head"
poi nter.

o "buf_nonce", the one-bit sum (exclusive-or, or parity) of the ECN
Nonces received on all packets acknow edged by the buffer wth
State O.

We draw acknowl edgenent buffers like this:

o mmm e e e e e e e e e e e e e e e e e e e e e e e e e e e e emao o +
| S, LIS, LIS, LIS, L] | | | | S LIS LISLISLISLSLSLSL
o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +
N N
buf tail buf head, buf ackno = A buf _nonce = E
<=== buf _head and buf_tail nove this way <===
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Each "S,L" represents a State/Run length byte. W will draw these
buffers showing only their live portion and will add an annotation
showi ng the Acknow edgenent Nunber for the last live byte in the
buffer. For exanple:

AlSLISLISLSLSLISLSLSLSLSLSLSL T BNE

Here, buf _nonce equals E and buf _ackno equals A

W will use this buffer as a runni ng exanpl e.

10 10,0/ 3,0/3,0/3,0/0,4/1,0[0,0] 0 BN 1] [Exanple Buffer]

In concrete terns, its neaning is as follows:

Packet 10 was received. (The head of the buffer has sequence
number 10, state 0, and run length 0.)

Packets 9, 8, and 7 have not yet been received. (The three bytes
precedi ng the head each have state 3 and run length 0.)

Packets 6, 5, 4, 3, and 2 were received.
Packet 1 was ECN narked.
Packet 0 was received.

The one-bit sum of the ECN Nonces on packets 10, 6, 5, 4, 3, 2,
and 0 equals 1.

Additionally, the HC Receiver nust keep sone information about the
Ack Vectors it has recently sent. For each packet sent carrying an
Ack Vector, it renenbers four variables:

o "ack_segno", the Sequence Nunmber used for the packet. This is an
HC- Recei ver sequence nunber.

o "ack _ptr", the value of buf_head at the tine of acknow edgenent.

o "ack_runlen", the run length stored in the byte of buffer data at
buf _head at the time of acknow edgenent.
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o "ack_ackno", the Acknow edgenent Nunber used for the packet. This
is an HC- Sender sequence nunber. Since acknow edgenments are
cumul ative, this single nunber conpletely specifies all necessary
i nformati on about the packets acknow edged by this Ack Vector.

o "ack_nonce", the one-bit sum of the ECN Nonces for all State O
packets in the buffer from buf_head to ack _ackno, inclusive.
Initially, this equals the Nonce Echo of the acknow edgenent’s Ack
Vector (or, if the ack packet contained nore than one Ack Vector
the exclusive-or of all the acknow edgenent’s Ack Vectors). It
changes as information about old acknow edgenments is renoved (so
ack_ptr and buf head diverge) and as ol d packets arrive (so they
change from State 3 or State 1 to State 0).

Packet Arriva

This section describes how t he HC- Recei ver updates its
acknow edgenent buffer as packets arrive fromthe HC Sender

1. New Packets

When a packet with Sequence Nunmber greater than buf _ackno arrives,

t he HC- Recei ver updates buf_head (by noving it to the left
appropriately), buf_ackno (which is set to the new packet’s Sequence
Number), and possibly buf_nonce (if the packet arrived unmarked with
ECN Nonce 1), in addition to the buffer itself. For exanple, if

HC- Sender packet 11 arrived ECN narked, the Exanple Buffer above
woul d enter this new state (changes are marked with stars):

*k 4R KK e e e e e e e e e +
11 |1,0/0,0]/3,0]/3,0[3,0/0,4/1,0/0,0] 0 BN[ 1]
*h KRR K e e e e e e e e e e +

If the packet’s state equals the state at the head of the buffer, the
HC- Recei ver may choose to increnent its run length (up to the

maxi mum). For exanple, if HC Sender packet 11 arrived w thout ECN
mar ki ng and with ECN Nonce O, the Exanple Buffer night enter this
stat e instead:

T +
11 0,1/3,0/3,0/3,0/0,4/1,0/0,0] 0 BN 1]
E T +
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O course, the new packet’'s sequence nunber night not equal the
expect ed sequence nunber. In this case, the HC Receiver will enter
the intervening packets as State 3. |If several packets are m ssing,
the HC Receiver may prefer to enter nmultiple bytes with run length O,
rather than a single byte with a larger run length; this sinplifies
tabl e updates if one of the missing packets arrives. For exanple, if
HC- Sender packet 12 arrived with ECN Nonce 1, the Exanpl e Buffer
woul d enter this state:

kk  gkkkkkokk L L L L e e e mmmmmmmeaa + *
12 |0,0[3,0/0,1]3,0/3,0/3,0/0,4/1,0/0,0 0 BN 0]
kk  gkkkkkkk L L Ll D e e e mmmm e e + *

O course, the circular buffer may overfl ow when the HC Sender is
sending data at a very high rate, when the HC Receiver’s

acknow edgenments are not reaching the HC Sender, or when the

HC- Sender is forgetting to acknow edge those acks (so the HC Recei ver
is unable to clean up old state). |In this case, the HC Receiver
shoul d either conpress the buffer (by increasing run | engths when
possible), transfer its state to a larger buffer, or, as a | ast
resort, drop all received packets, w thout processing themat all,
until its buffer shrinks again.

A 1.2, dd Packets

When a packet with Sequence Nunber S <= buf _ackno arrives, the

HC- Receiver will scan the table for the byte corresponding to S
(I'ndexi ng structures could reduce the conplexity of this scan.) If S
was previously lost (State 3), and it was stored in a byte with run

I ength 0, the HC Receiver can sinply change the byte's state. For
exanpl e, if HC Sender packet 8 was received with ECN Nonce 0, the
Exanpl e Buffer would enter this state:

10 |0,0/3,0/0,0/3,0/0,4/1,0/0,0] 0 BN 1]
*

If S was not marked as lost, or if it was not contained in the table,
t he packet is probably a duplicate and should be ignored. (The new
packet’s ECN marking state might differ fromthe state in the buffer;
Section 11.4.1 describes what is allowed then.) If S s buffer byte
has a non-zero run length, then the buffer m ght need to be
reshuffled to nake space for one or two new bytes.

The ack_nonce fields nmay al so need mani pul ati on when ol d packets
arrive. In particular, when S transitions fromState 3 or State 1 to
State 0, and S had ECN Nonce 1, then the inplenentation should flip
the val ue of ack_nonce for every acknow edgenent with ack _ackno >= S.
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It is inpossible with this data structure to shift packets from State
0O to State 1, since the buffer doesn’'t store individual packets’ ECN
Nonces.

Sendi ng Acknow edgenent s

Whenever the HC-Recei ver needs to generate an acknow edgenent, the
buffer’s contents can sinply be copied into one or nore Ack Vector
options. Copied Ack Vectors mght not be maxinally conpressed; for
exanpl e, the Exanple Buffer above contains three adjacent 3,0 bytes
that could be conbined into a single 3,2 byte. The HC Receiver

m ght, therefore, choose to conpress the buffer in place before
sendi ng the option, or to conpress the buffer while copying it;

ei ther operation is sinple.

Every acknow edgenent sent by the HC-Receiver SHOULD i ncl ude the
entire state of the buffer. That is, acknow edgenments are
curnul ati ve

I f the acknow edgenment fits in one Ack Vector, that Ack Vector’s
Nonce Echo sinply equals buf_nonce. For nultiple Ack Vectors, nore
care is required. The Ack Vectors should be split at points
correspondi ng to previous acknow edgenents, since the stored
ack_nonce fields provide enough information to cal cul ate correct
Nonce Echoes. The inplenentation should therefore acknow edge data
at least once per 253 bytes of buffer state. (OQtherw se, there' d be
no way to cal culate a Nonce Echo.)

For each acknow edgenent it sends, the HC-Receiver will add an

acknow edgenent record. ack _segqno will equal the HC Receiver
sequence nunber it used for the ack packet; ack ptr will equa

buf head; ack runlen will equal the run length stored in the buffer’'s
buf _head byte; ack_ackno will equal buf_ackno; and ack_nonce will
equal buf_nonce.

Clearing State

Sone of the HC Sender’s packets will include acknow edgenent nunbers,
whi ch ack the HC Receiver’s acknow edgenents. Wen such an ack is
recei ved, the HC Receiver finds the acknowl edgenment record Rwith the
appropriate ack_segno and then does the foll ow ng:

o If the run length in the buffer’s R ack _ptr byte is greater than
R ack_runlen, then it decrenments that run | ength by
R ack_runlen + 1 and sets buf _tail to Rack_ptr. Oherw se, it
sets buf _tail to Rack_ptr + 1.
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o If Rack nonce is 1, it flips buf _nonce, and the val ue of
ack_nonce for every later ack record.
o It throws away R and every precedi ng ack record.
(The HC Recei ver may choose to keep sone older infornation, in case a

| ost packet shows up late.) For exanple, say that the HC Receiver
storing the Exanple Buffer had sent two acknow edgements al ready:

1. ack_segno 59, ack_runlen 1, ack_ackno 3, ack _nonce = 1

2. ack_seqno = 60, ack _runlen = 0, ack_ackno = 10, ack_nonce = 0.

Say the HC Receiver then received a DCCP- Dat aAck packet with
Acknowl edgenent Nunber 59 fromthe HC- Sender. This informs the

HC- Recei ver that the HC Sender received, and processed, all the

i nformati on in HC- Recei ver packet 59. This packet acknow edged

HC- Sender packet 3, so the HC Sender has now recei ved HC- Receiver’s
acknow edgenents for packets 0, 1, 2, and 3. The Exanple Buffer
shoul d enter this state:

T * 4 * *
10 |0,0]/3,0/3,0/3,0/0,2| 4 BN[ 0]
B * 4 * *

The tail byte’'s run length was adjusted, since packet 3 was in the
m ddl e of that byte. Since R ack_nonce was 1, the buf_nonce field
was flipped, as were the ack_nonce fields for |ater acknow edgenents
(here, the HGC Receiver Ack 60 record, not shown, has its ack_nonce
flipped to 1). The HC Receiver can al so throw away stored

i nformati on about HC- Receiver Ack 59 and any earlier

acknowl edgenent s.

A careful inplenmentation mght try to ensure reasonabl e robustness to
reordering. Suppose that the Exanple Buffer is as before, but that
packet 9 now arrives, out of sequence. The buffer would enter this
state:

10 |0,0/0,0/3,0/3,0/0,4/1,0/0,0] 0 BN[ 1]
e e e X e e e e e e e e e e e - - +

The danger is that the HC Sender night acknow edge the HC-Receiver’s
previ ous acknow edgenent (w th sequence nunber 60), which says that
Packet 9 was not received, before the HC Receiver has a chance to
send a new acknow edgenent saying that Packet 9 actually was
received. Therefore, when packet 9 arrived, the HC Recei ver m ght
nodi fy its acknow edgenent record as foll ows:
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1

3, ack_nonce

59, ack_ackno

1. ack_seqgno

1

2. ack_segno = 60, ack_ackno = 3, ack_nonce
That is, Ack 60 is now treated |like a duplicate of Ack 59. This
woul d prevent the Tail pointer from noving past packet 9 until the
HC- Recei ver knows that the HC Sender has seen an Ack Vector

i ndi cating that packet’s arrival
A. 4. Processing Acknow edgenent s

When t he HC Sender receives an acknow edgenent, it generally cares
about the nunber of packets that were dropped and/or ECN nmarked. It
simply reads this off the Ack Vector. Additionally, it should check
the ECN Nonce for correctness. (As described in Section 11.4.1, it
may want to keep nore detailed information about acknow edged packets
in case packets change states between acknow edgenents, or in case
the application queries whether a packet arrived.)

The HC- Sender nust al so acknowl edge the HC-Receiver’s

acknow edgenents so that the HC Receiver can free old Ack Vector
state. (Since Ack Vector acknow edgenents are reliable, the

HC- Recei ver nust naintain and resend Ack Vector information until it
is sure that the HC Sender has received that information.) A sinple
al gorithm suffices: since Ack Vector acknow edgenents are cumnul ati ve,
a single acknow edgenent nunber tells HC Recei ver how nmuch ack

i nformati on has arrived. Assum ng that the HC Recei ver sends no
data, the HGC Sender can ensure that at |east once a round-trip tine,
it sends a DCCP-Dat aAck packet acknow edgi ng the | atest DCCP- Ack
packet it has received. O course, the HC Sender only needs to
acknow edge t he HC- Recei ver’'s acknow edgenments if the HC Sender is
al so sending data. |f the HC-Sender is not sending data, then the
HC- Recei ver’s Ack Vector state is stable, and there is no need to
shrink it. The HC Sender mnust watch for drops and ECN marks on
recei ved DCCP- Ack packets so that it can adjust the HC Receiver’'s
ack-sending rate in response to congestion, for exanple, with Ack
Rati o.

If the other hal f-connection is not quiescent -- that is, the
HC- Recei ver is sending data to the HGC Sender, possibly using another
CCI D -- then the acknow edgenents on that hal f-connection are

sufficient for the HC-Receiver to free its state.
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Appendi x: Partial Checksumm ng Design Mdtivation

A great deal of discussion has taken place regarding the utility of
all owi ng a DCCP sender to restrict the checksumso that it does not
cover the conplete packet. This section attenpts to capture sone of
the rational e behind specific details of DCCP design

Many of the applications that we envisage using DCCP are resilient to
sonme degree of data loss, or they would typically have chosen a
reliable transport. Sone of these applications may al so be resilient
to data corruption -- sone audi o payl oads, for exanple. These
resilient applications night rather receive corrupted data than have
DCCP drop corrupted packets. This is particularly because of
congestion control: DCCP cannot tell the difference between packets
dropped due to corruption and packets dropped due to congestion, and
so it nust reduce the transm ssion rate accordingly. This response
may cause the connection to receive |less bandwidth than it is due;
corruption in some networking technol ogies is independent of, or at

| east not always correlated to, congestion. Therefore, corrupted
packets do not need to cause as strong a reduction in transm ssion
rate as the congestion response would dictate (as | ong as the DCCP
header and options are not corrupt).

Thus DCCP all ows the checksumto cover all of the packet, just the
DCCP header, or both the DCCP header and sone nunber of bytes from
the application data. |f the application cannot tolerate any data
corruption, then the checksum nust cover the whole packet. |If the
application would prefer to tolerate sonme corruption rather than have
t he packet dropped, then it can set the checksumto cover only part
of the packet (but always the DCCP header). |In addition, if the
application w shes to decoupl e checksunmi ng of the DCCP header from
checksunming of the application data, it nmay do so by including the
Dat a Checksumoption. This would allow DCCP to discard corrupted
application data without nistaking the corruption for network
congesti on.

Thus, fromthe application point of view, partial checksuns seemto
be a desirable feature. However, the useful ness of partial checksuns
depends on partially corrupted packets being delivered to the
receiver. |f the link-layer CRC al ways di scards corrupted packets,
then this will not happen, and so the useful ness of partial checksuns
woul d be restricted to corruption that occurred in routers and ot her
pl aces not covered by link CRCs. There does not appear to be
consensus on how likely it is that future network links that suffer
significant corruption will not cover the entire packet with a single
strong CRC. DCCP mekes it possible to tailor such Iinks to the
application, but it is difficult to predict if this will be

conmpel ling for future |ink technol ogi es.
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In addition, partial checksums do not co-exist well with |P-1leve

aut henti cati on nmechani snms such as | Psec AH, which cover the entire
packet with a cryptographic hash. Thus, if cryptographic

aut henti cation nmechani snms are required to co-exist with partial
checksuns, the authentication nust be carried in the application
data. A possible node of usage would appear to be similar to that of
Secure RTP. However, such "application-level" authentication does
not protect the DCCP option negotiation and state nmachine from forged
packets. An alternative would be to use I Psec ESP, and to use
encryption to protect the DCCP headers agai nst attack, while using
the DCCP header validity checks to authenticate that the header is
from soneone who possessed the correct key. Wiile this is resistant
to replay (due to the DCCP sequence nunber), it is not by itself
resistant to sone fornms of nman-in-the-mddle attacks because the
application data is not tightly coupled to the packet header. Thus,
an application-Ievel authentication probably needs to be coupled with
| Psec ESP or a simlar nmechanismto provide a reasonably conplete
security solution. The overhead of such a solution mght be
unacceptabl e for sone applications that would otherw se wish to use
partial checksuns.

On bal ance, the authors believe that DCCP partial checksuns have the
potential to enable sonme future uses that woul d otherw se be
difficult. As the cost and conplexity of supporting themis snall

it seenms worth including themat this time. It renmains to be seen
whet her they are useful in practice.
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