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Abst ract

Thi s docunment specifies Operations and Managenent (OQAM requirenents

for Multi-Protocol Label Switching (MPLS), as well as for
applications of MPLS, such as pseudo-wi re voice and virtual

private

network services. These requirenments have been gathered from network
operators who have extensive experience depl oying MPLS net wor ks.
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2.

I ntroduction

Thi s docunent describes requirenments for user and data pl ane
Operations and Managenent (QAM) for Multi-Protocol Label Switching
(MPLS). These requirenents have been gathered from network operators
who have extensive experience depl oying MPLS networks. This docunent
specifies OAMrequirenents for MPLS, as well as for applications of
MPLS.

Currently, there are no specific nmechani snms proposed to address these
requi renents. The goal of this docunent is to identify a comonly
applicable set of requirenents for MPLS OAM at this tine.
Specifically, a set of requirenents that apply to the nbst common set
of MPLS networks depl oyed by service provider organi zations at the
time this docunent was witten. These requirenments can then be used
as a base for network nanagenent tool devel opment and to guide the
evol ution of currently specified tools, as well as the specification
of OAM functions that are intrinsic to protocols used in MPLS

net wor ks.

Docunment Conventions
1. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Queui ng/ buffering Latency: The del ay caused by packet queuing (val ue
is variable since it is dependent on the
packet arrival rate, the packet |ength,
and the link throughput).

Pr obe- based- det ecti on: Active neasurenent tool that can neasure
the consi stency of an LSP [ RFC4379].

Def ect : Any error condition that prevents a Labe
Switched Path (LSP) from functioning
correctly. For exanple, loss of an
Interior Gateway Protocol (1GP) path will
nmost likely result in an LSP not being
able to deliver traffic toits
destination. Another exanple is the
interruption of the path for a TE tunnel
These nay be due to physical circuit
failures or failure of sw tching nodes to
operate as expected.
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Head- end Label Switching
Router (LSR):
Tai | -end Label Switching

Router (LSR):

Propagati on Latency:

Transm ssi on Latency:

Processi ng Latency:

Node Latency:

One- hop Del ay:

M ni rum Pat h Lat ency:

et al.

OAM Requi renments for

MPLS Net wor ks February 2006

Mul ti-vendor/multi-provider network
operation typically requires agreed upon
definitions of defects (when it is broken
and when it is not) such that both
recovery procedures and service |evel
specification inpact can be specified.

The begi nning of an LSP. A head-end LSR
is also referred to as an ingress LSR

The end of an LSP. A tail-end LSR is al so
referred to as an egress LSR

The del ay added by the propagation of the
packet through the link (fixed val ue that
depends on the distance of the Iink and

t he propagati on speed).

The del ay added by the transni ssion of the
packet over the link, i.e., the time it
takes to put the packet over the nedia
(val ue that depends on the link throughput
and packet |ength).

The del ay added by all the operations
related to the switching of |abeled
packets (value is node inplenentation
specific and may be considered fixed and
constant for a given type of equipnent).

The del ay added by the network el enent
resulting fromof the sum of the
transm ssi on, processing, and
queui ng/ buffering | atency.

The fixed del ay experienced by a packet to
reach the next hop resulting fromthe of
the propagation | atency, the transm ssion
| atency, and the processing | atency.

The sum of the one-hop del ays experienced
by the packet when traveling fromthe
ingress to the egress LSR
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2.

2.

Vari abl e Pat h Latency: The variation in the sumof the del ays
experi enced by packets transiting the
path, otherw se know as jitter.

Acronyns

ASBR: Aut ononpbus Syst em Border Router

CE: Custoner Edge

PE: Provi der Edge

SP: Service Provider

ECMP: Equal - Cost Multi-path

LSP: Label Switched Path

LSP Ping: Label Swi tched Path Ping

LSR: Label Switching Router

QAM  Operations and Managenent

RSVP: Resource reSerVation Protoco

LDP: Label Distribution Protoco

DoS: Denial of Service

Mot i vati ons

Thi s docunent was created to provide requirenments that could be used

to create consistent and useful OAM functionality that neets

operational requirenents of those service providers (SPs) who have
depl oyed or are depl oyi ng MPLS.
Requi renment s

The follow ng sections enunmerate the OAM requirenents gathered from

service providers who have depl oyed MPLS and services based on MPLS

networks. Each requirenent is specified in detail to clarify its
applicability. Although the requirenents specified herein are

defined by the I ETF, they have been made consistent with requirenents
gat hered by ot her standards bodies such as the I TU [Y1710].
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4.1. Detection of Label Sw tched Path Defects

The ability to detect defects in a broken LSP MUST not require manua
hop- by- hop troubl eshooting of each LSR used to switch traffic for
that LSP. For exanple, it is not desirable to manually visit each
LSR al ong the data plane path transited by an LSP; instead, this
function MJUST be automated and able to be perforned at sone operator
specified frequency fromthe origination point of that LSP. This
inmplies solutions that are interoperable to allow for such autonatic
operati on.

Furt hernore, the autonation of path liveliness is desired in cases
where | arge nunbers of LSPs night be tested. For exanple, autonated
ingress LSRto egress LSR testing functionality is desired for sone
LSPs. The goal is to detect LSP path defects before custoners do
whi ch requires detection and correction of LSP defects in a manner
that is both predictable and within the constraints of the service

| evel agreenent under which the service is being offered. Sinply
put, the sumof the tinme it takes an OQAMtool to detect a defect and
the tine needed for an operational support systemto react to this
defect, by possibly correcting it or notifying the custoner, nust
fall within the bounds of the service | evel agreenment in question.

Synchroni zati on of detection tinme bounds by tools used to detect
broken LSPs is required. Failure to specify defect detection tine
bounds may result in an anbiguity in test results. |If the tinme to
detect broken LSPs is known, then autonated responses can be
specified with respect and regard to resiliency and service |eve
specification reporting. Further, if synchronization of detection
time bounds is possible, an operational franmework can be established
to guide the design and specification of MPLS applications.

Al t hough an | CVP-based ping [ RFC792] can be sent through an LSP as an
| P payl oad, the use of this tool to verify the defect-free operation
of an LSP has the potential of returning erroneous results (both
positive and negative) for a nunber of reasons. For exanple, in sone
cases, because the ICWP traffic is based on legally addressable IP
addressing, it is possible for |CVMP nessages that are originally
transmitted inside of an LSP to "fall out of the LSP" at sone point
along the path. In these cases, since | CVWP packets are routable, a
fal sely positive response may be returned. |In other cases, where the
data plane of a specific LSP needs to be tested, it is difficult to
guarantee that traffic based on an | CWP ping header is parsed and
hashed to the sanme equal -cost multi-paths (ECMP) as the data traffic.

Any detection nechani sns that depend on receiving the status via a

return path SHOULD provide multiple return options with the
expectation that one of themw Il not be inpacted by the origina
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defect. An exanple of a case where a fal se negative m ght occur
woul d be a mechani smthat requires a functional MPLS return path.
Since MPLS LSPs are unidirectional, it is possible that although the
forward LSP, which is the LSP under test, mi ght be functioning, the
response fromthe destination LSR m ght be |lost, thus giving the
source LSR the false inpression that the forward LSP is defective
However, if an alternate return path could be specified -- say IP for
exanple -- then the source could specify this as the return path to
the destination, and in this case, would receive a response
indicating that the return LSP is defective

The OAM packet MJST follow the custoner data path exactly in order to
reflect path liveliness used by custoner data. Particular cases of

i nterest are forwardi ng nechani sns, such as ECMP scenarios within the
operator’s network, whereby flows are | oad-shared across parall el
paths (i.e., equal 1GP cost). Were the custoner traffic may be
spread over nultiple paths, the ability to detect failures on any of
the path pernutations is required. Were the spreadi ng nechanismis
payl oad specific, payloads need to have forwarding that is common
with the traffic under test. Satisfying these requirenents

i ntroduces conplexity into ensuring that ECMP connectivity
permut ati ons are exerci sed and that defect detection occurs in a
reasonabl e anount of tine.

4.2. Diagnosis of a Broken Label Switched Path

The ability to diagnose a broken LSP and to isolate the failed
component (i.e., link or node) in the path is required. For exanple,
note that specifying recovery actions for ms-branching defects in an
LDP network is a particularly difficult case. Diagnosis of defects
and isolation of the failed conponent is best acconplished via a path
trace function that can return the entire list of LSRs and |inks used
by a certain LSP (or at least the set of LSRs/links up to the

| ocation of the defect). The tracing capability SHOULD i ncl ude the
ability to trace recursive paths, such as when nested LSPs are used.
This path trace function MJST al so be capabl e of diagnosing LSP nis-
mergi ng by permitting conparison of expected vs. actual forwarding
behavior at any LSR in the path. The path trace capability SHOULD be
capabl e of being executed fromthe head-end Label Swi tching Router
(LSR) and may permt downstream path conponents to be traced from an
internmedi ate md-point LSR  Additionally, the path trace function
MUST have the ability to support ECMP scenarios described in Section
4. 1.
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4.,3. Path Characterization

The path characterization function is the ability to reveal details
of LSR forwardi ng operations. These details can then be conpared
during subsequent testing relevant to OAM functionality. This
includes but is not linmted to:

- consistent use of pipe or uniformtinme to live (TTL) nodels by
an LSR [ RFC3443].

- sufficient details that allow the test origin to exercise al
path pernmutations related to | oad spreading (e.g., ECWP).

- stack operations perforned by the LSR such as pushes, pops,
and TTL propagation at penultinate hop LSRs.

4.4. Service Level Agreenment Measurenent

Mechani sns are required to nmeasure the diverse aspects of Service
Level Agreenents, which include:

- latency - anobunt of tinme required for traffic to transit the
net wor k

- packet |oss
- jitter - measurenment of |atency variation

- defect free forwarding - the service is considered to be
avai l abl e, or the service is unavail abl e and ot her aspects of
performance neasurenent do not have neani ng.

Such measurenents can be nade independently of the user traffic or
via a hybrid of user traffic neasurenment and OAM probi ng

At | east one nechanismis required to neasure the nunmber of QOAM
packets. In addition, the ability to neasure the quantitative
aspects of LSPs, such as jitter, delay, latency, and | oss, MJST be
available in order to determ ne whether the traffic for a specific
LSP is traveling within the operator-specified tol erances.

Any net hod consi dered SHOULD be capabl e of neasuring the |atency of

an LSP with nmininmal inmpact on network resources. See Section 2.1 for
definitions of the various quantitative aspects of LSPs.
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4.5, Frequency of OAM Execution

The operator MJST have the flexibility to configure OQAM paraneters to
nmeet their specific operational requirenents.

This includes the frequency of the execution of any OAM functi ons.
The ability to synchronize OAM operations is required to permt a
consi stent nmeasurenment of service |level agreenments. To el aborate,
there are defect conditions, such as mis-branching or nisdirection of
traffic, for which probe-based detection nmechani sns that incur
significant msmatches in their detection frequency may result in
flapping. This can be addressed either by synchronizing the rate or
havi ng the probes self-identify their probe rate. For exanple, when
t he probi ng mechani sns are bootstrapping, they m ght negotiate and
ultimately agree on a probing rate, therefore providing a consistent
probi ng frequency and avoi di ng the aforenmenti oned probl ens.

One observation would be that w de-spread depl oynent of MPLS, conmon
i mpl enentation of nonitoring tools, and the need for inter-carrier
synchroni zati on of defect and service |evel specification handling
will drive specification of OAM paraneters to comonly agreed on

val ues. Such values will have to be harnonized with the surroundi ng
technol ogies (e.g., SONET/SDH, ATM to be useful. This will becone
particularly inmportant as networks scal e and m s-configuration can
result in churn, alarmflapping, etc.

4.6. Al arm Suppression, Aggregation, and Layer Coordi nation

Net wor k el ements MJST provi de al arm suppression functionality that
prevents the generation of a superfluous generation of alarns by
sinmply discarding them (or not generating themin the first place),
or by aggregating themtogether, thereby greatly reducing the nunber
of notifications enmitted. Wen viewed in conjunction with the
requirenent in Section 4.7 below, this typically requires fault
notification to the LSP egress that nmay have specific tine
constraints if the application using the LSP i ndependently i npl enents
path continuity testing (for exanple, ATM1.610 Continuity check
(CO[1610]). These constraints apply to LSPs that are nonitored.

The nature of MPLS applications allows for the possibility of having
multiple MPLS applications attenpt to respond to defects

simul taneously, e.g., layer-3 MPLS VPNs that utilize Traffic

Engi neered tunnels where a failure occurs on the LSP carrying the
Traffic Engineered tunnel. This failure would affect the VPN traffic
that uses the tunnel’s LSP. Mechanisns are required to coordinate
networ k responses to defects.
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4.7. Support for OQAM Inter-working for Fault Notification

An LSR supporting the inter-working of one or nore networking
technol ogi es over MPLS MJST be able to translate an MPLS defect into
the native technology’s error condition. For exanple, errors
occurring over an MPLS transport LSP that supports an enul ated ATM VC
MUST translate errors into native ATM OAM Al arm | ndi cati on Sigha
(AI'S) cells at the termination points of the LSP. The nechani sm
SHOULD consi der possi bl e bounded detection tine paraneters, e.g., a
"hold off" function before reacting to synchronize with the QAM
functions.

One goal woul d be al arm suppression by the upper |ayer using the LSP
As observed in Section 4.5, this requires that MPLS perform detection
in a bounded tinefrane in order to initiate alarm suppression prior
to the upper layer independently detecting the defect.

4.8. FError Detection and Recovery

Recovery froma fault by a network elenment can be facilitated by MPLS
OAM procedures. These procedures will detect a broader range of
defects than that of sinmple Iink and node failures. Since MPLS LSPs
may span multiple routing areas and service provider domains, fault
recovery and error detection should be possible in these
configurations as well as in the nore sinplified single-areal/ donain
configurations.

Recovery fromfaults SHOULD be automatic. It is a requirenent that
faults SHOULD be detected (and possibly corrected) by the network
operator prior to customers of the service in question detecting

t hem

4.9. Standard Managenent Interfaces

The wi de-spread depl oynment of MPLS requires comon information
nodel i ng of managenent and control of OAM functionality. Evidence of
this is reflected in the standard | ETF MPLS-rel ated M B nodul es
(e.g., [RFC3813][ RFC3812] [ RFC3814]) for fault, statistics, and
configuration nmanagement. These standard interfaces provide
operators with conmon programmatic interface access to Operations and
Managenment functions and their statuses. However, gaps in coverage
of MB nodules to OAM and ot her features exist; therefore, MB
nodul es correspondi ng to new protocol functions or network tools are
required.
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4.10. Detection of Denial of Service Attacks

The ability to detect denial of service (DoS) attacks against the
data or control planes MJST be part of any security managenent
related to MPLS OQAM tool s or techni ques.

4.11. Per-LSP Accounting Requirenents

In an MPLS network, service providers can neasure traffic froman LSR
to the egress of the network using sone MPLS related MBs, for
exanple. This nmeans that it is reasonable to know how nmuch traffic
is traveling fromlocation to location (i.e., atraffic matrix) by
anal yzing the flow of traffic. Therefore, traffic accounting in an
MPLS network can be summarized as the following three itens:

(1)

(2)

(3)

Collecting information to design network

For the purpose of optim zed network design, a service
provider may offer the traffic information. Optinizing
net wor k desi gn needs this infornmation.

Providing a Service Level Specification

Providers and their custoners MAY need to verify high-1evel
service level specifications, either to continuously optimnze
their networks, or to offer guaranteed bandw dth services.
Therefore, traffic accounting to nonitor MPLS applications is
required.

I nter-AS environnment

Service providers that offer inter-AS services require
accounting of those services.

These three notivations need to satisfy the foll ow ng:

- In (1) and (2), collection of infornmation on a per-LSP
basis is a mininumlevel of granularity for collecting
accounting information at both of ingress and egress of an
LSP.

- In (3), SPs ASBR carry out interconnection functions as an
internmediate LSR  Therefore, identifying a pair of ingress
and egress LSRs using each LSP is needed to determi ne the
cost of the service that a custoner is using.
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4.11.1. Requirenents

Accounting on a per-LSP basis enconpasses the foll ow ng set of
functions:

(1) At an ingress LSR, accounting of traffic through LSPs that
begin at each egress in question

(2) At an internediate LSR, accounting of traffic through LSPs for
each pair of ingress to egress.

(3) At egress LSR, accounting of traffic through LSPs for each
i ngress.

(4) Al LSRs containing LSPs that are being neasured need to have
a conmon identifier to distinguish each LSP. The identifier
MUST be unique to each LSP, and its mapping to LSP SHOULD be
provi ded whet her from manual or autonatic configuration

In the case of non-nmerged LSPs, this can be achi eved by sinply
reading traffic counters for the | abel stack associated with the
LSP at any LSR along its path. However, in order to measure
merged LSPs, an LSR MUST have a neans to distinguish the source of
each flow so as to disanbiguate the statistics

4.11.2. Location of Accounting

It is not realistic for LSRs to performthe described operations on
all LSPs that exist in a network. At a mninmm per-LSP based
accounti ng SHOULD be perforned on the edges of the network -- at the
edges of both LSPs and the MPLS donai n.

5. Security Considerations

Provisions to any of the network mechani sns designed to satisfy the
requi renents described herein are required to prevent their

unaut hori zed use. Likew se, these network mechani sms MJST provide a
means by which an operator can prevent denial of service attacks if
t hose network nechani snms are used in such an attack

LSP m s-nerging has security inplications beyond that of sinply being
a network defect. LSP m s-nerging can happen due to a nunber of
potential sources of failure, sone of which (due to MPLS | abe
stacking) are newto MPLS

The performance of diagnostic functions and path characterization

i nvol ve extracting a significant amount of information about network
construction that the network operator MAY consider private.
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