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Abstract
This docunent is a framework for how data pl ane protocols can be
applied to operations and nai nt enance procedures for Milti-Protocol
Label Switching (MPLS). The docunment is structured to outline how
Operations and Managenent (OAM functionality can be used to assi st
in fault, configuration, accounting, performance, and security
managenent, comonly known by the acronym FCAPS.
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I ntroduction

This meno outlines in broader ternms how data pl ane protocols can
assist in nmeeting the Operations and Managenent (QAM requirenents
outlined in [ RFC4377] and [Y1710] and can apply to the managenent
functions of fault, configuration, accounting, perfornance, and
security (commonly known as FCAPS) for MPLS networks, as defined in
[ RFC3031]. The approach of the docunment is to outline functionality,
the potential nechanisns to provide the function, and the required
applicability of data plane OAM functions. Included in the

di scussion are security issues specific to use of tools within a
provi der donmmin and use for inter-provider Label Sw tched Paths
(LSPs) .

Ter i nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

OAM Oper ati ons and Managenent

FCAPS Faul t managenent, Confi guration managenent,

Admi ni strati on nmanagenent, Perfornmance
managenent, and Security nmanagenent

FEC Forwar di ng Equi val ence d ass

I LM I ncom ng Label Map

NHLFE Next Hop Label Forwarding Entry
M B Management | nfornmati on Base

LSR Label Switching Router

RTT Round Trip Tine

Faul t Managenent
1. Fault Detection

Fault detection enconpasses the identification of all data plane
failures between the ingress and egress of an LSP. This section will
enunerate comon failure scenarios and explain how one night (or

m ght not) detect the situation.
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3.1.1. Enuneration and Detection of Types of Data Plane Faults

Lower -1 ayer faults:

Lower -l ayer faults are those in the physical or virtual |ink that
i npact the transport of MPLS | abel ed packets between adjacent LSRs
at the specific level of interest. Sone physical links (such as

SONET/ SDH) may have |ink-1ayer OAM functionality and detect and
notify the LSR of link-layer faults directly. Some physical |inks
(such as Ethernet) may not have this capability and require MPLS
or IP layer heartbeats to detect failures. However, once
detected, reaction to these fault notifications is often the sane
as those described in the first case.

Node fail ures:

Node failures are those that inpact the forwarding capability of a
node conponent, including its entire set of links. This can be
due to conponent failure, power outage, or reset of the contro
processor in an LSR enploying a distributed architecture, etc.

MPLS LSP mi s-forwarding

M s-forwardi ng occurs when there is a |l oss of synchronization
bet ween the data and the control planes in one or nore nodes.
This can occur due to hardware failure, software failure, or
configuration probl ens.

It will manifest itself in one of two forns:

- packets belonging to a particular LSP are cross-connected into
an NHLFE for which there is no corresponding ILM at the next
downstream LSR.  This can occur in cases where the NHLFE entry
is corrupted. Therefore, the packet arrives at the next LSR
with a top | abel value for which the LSR has no corresponding
forwarding information, and is typically dropped. This is a No
I ncoming Label Map (No ILM condition and can be detected
directly by the downstream LSR that receives the incorrectly
| abel ed packet.

- packets belonging to a particular LSP are cross-connected into
an incorrect NHLFE entry for which there is a corresponding | LM
at the next downstream LSR, but is associated with a different
LSP. This may be detected by the foll ow ng:

o sone or all of the msdirected traffic is not routable at
t he egress node, or
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o0 OAMprobing is able to detect the fault by detecting the
i nconsi stency between the data path and the control plane
state.

Di scontinuities in the MPLS Encapsul ation

The forwarding path of the FEC carried by an LSP nay transit nodes
or links for which MPLS is not configured. This nmay result in a
nunber of behaviors that are undesirable and not easily detected.

- if exposed, payload is not routable at the LSR resulting in
silent discard, OR

- the exposed MPLS | abel was not offered by the LSR which may
result in either silent discard or m s-forwarding.

Alternately, the payload may be routabl e and packets successfully
delivered but may bypass associ ated MPLS instrunentation and
t ool s.

MTU probl ens

MIU probl ens occur when client traffic cannot be fragnmented by
intermedi ate LSRs and is dropped sonmewhere along the path of the
LSP. MIU probl ens shoul d appear as a discrepancy in the traffic
count between the set of ingress LSRs and the egress LSRs for an
FEC and wi Il appear in the corresponding MPLS M B perfornance
tables in the transit LSRs as di scarded packets.

TTL M shandl i ng

The inplenmentation of TTL handling is inconsistent at penultinmate
hop LSRs. Tools that rely on consistent TTL processing nmay
produce inconsistent results in any given network

Congesti on

Congestion occurs when the offered I oad on any interface exceeds
the Iink capacity for sufficient tinme that the interface buffering
i s exhausted. Congestion problens will appear as a discrepancy in
the traffic count between the set of ingress LSRs and the egress
LSRs for an FEC and will appear in the MPLS M B performance tables
in the transit LSRs as di scarded packets.
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M s-ordering

M s-ordering of LSP traffic occurs when incorrect or inappropriate
| oad sharing is inplemented within an MPLS network. Load sharing
typically takes place when nultiple equal-cost paths exist between
the ingress and egress of an LSP. 1In these cases, traffic is
split anong these equal -cost paths using a variety of algorithns.
One such algorithmrelies on splitting traffic between each path
on a per-packet basis. Wen this is done, it is possible for sone
packets along the path to be del ayed due to congestion or sl ower
links, which may result in packets being received out of order at
the egress. Detection and renedy of this situation may be left up
to client applications that use the LSPs. For instance, TCP is
capabl e of re-ordering packets belonging to a specific flow

(al though this may result in re-transm ssion of some of the nis-
ordered packets).

Detection of m s-ordering can al so be deterni ned by sendi ng probe
traffic along the path and verifying that all probe traffic is

i ndeed received in the order it was transmtted. This will only
detect truly pathol ogical problenms as nmis-ordering typically is an
insufficiently predictable and repeatabl e probl em

LSRs do not nornally inplenent nechani sns to detect nis-ordering
of fl ows.

Payl oad Corruption

Payl oad corruption may occur and may be undetected by LSRs. Such
errors are typically detected by client payload integrity
nmechani sns.

3.1.2. Tineliness

The design of Service Level Agreenents (SLAs) and nanagenent support
systens requires that anple headroombe alloted in terns of their
processing capabilities in order to process and handle all necessary
fault conditions within the bounds stipulated in the SLA. This

i ncludes planning for event handling using a tinme budget that takes
into account the over-all SLA and the time required to address any
defects that arise. However, it is possible that sone fault
conditions may surpass this budget due to their catastrophic nature
(e.g., fibre cut) or due to incorrect planning of the time processing
budget .
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| ---- Time to notify NOC + process/correct
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[ - Tinme to diagnose/isol ate/correct

Figure 1: Fault Correction Budget

In figure 1, we represent the overall fault correction tinme budget by
the maxi mumtime as specified in an SLA for the service in question
This time is then divided into two subsections, the first
enconpassing the total tinme required to detect a fault and notify an
operator (or optionally automatically correct the defect). This
section may have an explicit maximumtine to detect defects arising
fromeither the application or a need to do al arm nanagenent (i.e.
suppression), and this will be reflected in the frequency of OAM
execution. The second section indicates the time required to notify
the operational systens used to diagnose, isolate, and correct the
defect (if they cannot be corrected automatically).

3.2. Diagnosis
3.2.1. Characterization

Characterization is defined as determ ning the forwarding path of a
packet (which may not be necessarily known). Characterization nmay be
perfornmed on a working path through the network. For exanple, this
is done to deternine equal -cost nulti-paths (ECMP), the MIU of a
path, or sinply to know the path occupied by a specific FEC.

Characterization will be able to | everage nmechani sns used for
i sol ation.
3.2.2. Isolation
Isolation of a fault can occur in tw fornms. |In the first case, the

|l ocal failure is detected, and the node where the failure occurred is
capabl e of issuing an alarmfor such an event. The node shoul d
attenpt to withdraw the defective resources and/or rectify the
situation prior to raising an alarm Active data plane OAM
nmechani sms nmay al so detect the failure conditions remotely and issue
their own alarnms if the situation is not rectified quickly enough

In the second case, the fault has not been detected locally. In this
case, the local node cannot raise an alarm nor can it be expected to
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rectify the situation. 1In this case, the failure may be detected
renmotely via data plane OAM  Thi s nechani sm shoul d al so be able to
determine the location of the fault, perhaps on the basis of limted
i nformati on such as a custonmer conplaint. This mechani smmay al so be
able to automatically renove the defective resources fromthe network
and restore service, but should at |east provide a network operator
wi th enough i nformati on by which they can performthis operation.

G ven that detection of faults is desired to happen as quickly as
possi bl e, tools which possess the ability to increnmentally test LSP
heal th should be used to uncover faults.

3.3. Availability

Availability is the nmeasure of the percentage of time that a service
is operating within a specification, often specified by an SLA.

MPLS has several forwarding nodes (depending on the control plane
used). As such, nore than one nodel nmay be defined and nore than one
measur enent techni que may be required

4. Configuration Managenent

Data pl ane OAM can assi st in configuration nmanagenent by providing
the ability to verify the configuration of an LSP or of applications
utilizing that LSP. This would be an ad-hoc data plane probe that
shoul d verify path integrity (a conplete path exists) and that the
path function is synchronized with the control plane. As part of the
payl oad, the probe would carry relevant control plane information
that the receiver would be able to conpare with the |ocal-contro

pl ane confi guration.

5.  Accounting

The requirenents for accounting in MPLS networks, as specified in
[ RFC4377], do not place any requirenments on data plane OAM

6. Performance Managenent

Per f or mance managenent pernits the information transfer
characteristics of LSPs to be neasured, perhaps in order to be
conmpared against an SLA. This falls into two categories: |atency
(where jitter is considered a variation in latency) and information
| oss.

Lat ency can be nmeasured in two ways: one is to have precisely
synchroni zed cl ocks at the ingress and egress such that tine-stanps
in PDUs flowing fromthe ingress to the egress can be conpared. The
other is to use an exchange of PING type PDUs that gives a round trip
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time (RTT) neasurenent, and an estinate of the one-way |atency that
can be inferred with sonme |oss of precision. Use of |oad spreading
techni ques, such as ECWP, nean that any individual RTT neasurenent is
only representative of the typical RTT for an FEC

To neasure information |l oss, a common practice is to periodically
read i ngress and egress counters (i.e., MB nodule counters). This
information may al so be used for offline correlation. Another comon
practice is to send explicit probe traffic that traverses the data

pl ane path in question. This probe traffic can also be used to
measure jitter and del ay.

7. Security Managenent

Providing a secure OAM environnment is required if MPLS specific

net wor k mechani sms are to be used successfully. To this end,
operators have a nunber of options when depl oyi ng network nmechani sns
including sinply filtering OAM nessages at the edge of the MPLS
network. Malicious users should not be able to use non- MPLS
interfaces to insert MPLS-specific OAMtransactions. Provider
initiated OAM transacti ons should be able to be bl ocked from | eaking
out si de the MPLS cl oud.

Finally, if a provider does wish to allow OAM nessages to flow into
(or through) their networks, for exanple, in a nulti-provider

depl oynent, authentication and authorization are required to prevent
mal i ci ous and/ or unauthorized access. Al so, given that MPLS networks
often run I P simultaneously, simlar requirenments apply to any native
| P OAM networ k nechanisns in use. Therefore, authentication and

aut hori zation for OAM technol ogi es is sonething that MJST be

consi dered when desi gni ng network nechani sns that satisfy the
framework presented in this docunent.

OAM nessagi ng can address sone existing security concerns with the
MPLS architecture. That is, through rigorous defect handling,
operator’s can offer their custonmers a greater degree of integrity
protection that their traffic will not be incorrectly delivered (for
exanpl e, by being able to detect leaking LSP traffic froma VPN)

Support for inter-provider data plane OAM nessagi ng i ntroduces a
nunber of security concerns as, by definition, portions of LSPs will
not be within a single provider’'s network the provider has no contro
over who may inject traffic into the LSP, which can be exploited for
deni al of service attacks. OAM PDUs are not explicitly identified in
the MPLS header and therefore are not typically inspected by transit
LSRs. This creates opportunity for malicious or poorly behaved users
to di srupt network operations.
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10.

Attenpts to introduce filtering on target LSP OAM fl ows nay be
problematic if flows are not visible to intermediate LSRs. However,
it may be possible to interdict flows on the return path between
providers (as faithfulness to the forwarding path is to a return path
requirenent) to mtigate aspects of this vulnerability.

OAM tools may pernit unaut horized or malicious users to extract
significant amounts of information about network configuration. This
woul d be especially true of IP based tools as, in nany network
configurations, MPLS does not typically extend to untrusted hosts,
but IP does. For example, TTL hiding at ingress and egress LSRs wil |
prevent external users from using TTL-based nechani sns to probe an
operator’s network. This suggests that tools used for problem

di agnosi s or which, by design, are capable of extracting significant
anmounts of information will require authentication and authorization
of the originator. This may inpact the scalability of such tools
when enpl oyed for nonitoring instead of diagnosis.

Security Considerations

Thi s docunent describes a franmework for MPLS Operations and
Managenment. Al though this docunent discusses and addresses sone
security concerns in Section 7, it does not introduce any new
security concerns.
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