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Abst r act

Bridging nultiple links into a single entity has several operationa
advantages. A single subnet prefix is sufficient to support multiple
physical links. There is no need to allocate subnet nunbers to the
di fferent networks, sinplifying managenent. Bridging sone types of
medi a requi res network-Ilayer support, however. This docunent

descri bes these cases and specifies the | P-layer support that enables
bri dgi ng under these circunstances.
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I ntroduction

In the IPv4 Internet today, it is common for Network Address

Transl ators (NATs) [NAT] to be used to easily connect one or nore
leaf links to an existing network w thout requiring any coordi nation
with the network service provider. Since NATs nodify | P addresses in
packets, they are problematic for many I P applications. As a result,
it is desirable to address the problem (for both I Pv4 and | Pv6)

wi thout the need for NATs, while still maintaining the property that
no explicit cooperation fromthe router is needed.

One comon solution is | EEE 802 bridging, as specified in [ BRI DCGE]
It is expected that whenever possible links will be bridged at the
link Iayer using classic bridge technology [BRI DGE] as opposed to
usi ng the nechani sns herein. However, classic bridging at the data-
link ayer has the following linitations (anmong others):

o} It requires the ports to support prom scuous node.

o] It requires all ports to support the sane type of |ink-Iayer
addressing (in particular, |EEE 802 addressing).

As a result, two commpn scenarios, described below, are not sol ved,
and it is these two scenarios we specifically target in this
docunent. \While the nechani sm described herein nmay apply to other
scenarios as well, we will concentrate our discussion on these two
scenari os.

1. SCENARIO 1: Wrel ess Upstream

The following figure illustrates a |likely exanple:
S + oo - +
| ocal | Ethernet | | Wreless | Access
oo + A +))) (((-+ +--> rest of network
hosts | | | link | Point |
| S RS + Fommemm e +

In this scenario, the access point has assigned an | Pv6 subnet prefix
to the wireless link, and uses link-layer encryption so that wrel ess
clients may not see each other’s data.

Classic bridging requires the bridge (node A in the above diagran) to
be in prom scuous node. In this wireless scenario, A cannot put its
wireless interface into proni scuous node, since one wreless node
cannot see traffic to/fromother wrel ess nodes.
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| Pv4 Address Resol ution Protocol (ARP) proxying has been used for
sone years to solve this problemwi thout involving NAT or requiring
any change to the access point or router. |In this document, we
descri be equivalent functionality for IPv6 to renove this incentive
to deploy NATs in | Pv6

We also note that Prefix Delegation [PD] could also be used to solve
this scenario. There are, however, two disadvantages to this.

First, if an inplenentation already supports |IPv4d ARP proxying (which
is indeed the case in a nunber of inplenmentations today), then | Pv6
Prefix Del egation would result in separate | Pv6 subnets on either
side of the device, while a single | Pv4 subnet would span both
segnments. This topol ogi cal discrepancy can conplicate applications
and protocols that use the concept of a local subnet. Second, the
extent to which Prefix Delegation is supported for any particul ar
subscriber class is up to the service provider. Hence, there is no
guarantee that Prefix Delegation will work wi thout explicit
configuration or additional charge. Bridging, on the other hand,

all ows the device to work with zero configuration, regardless of the
service provider’s policies, just as a NAT does. Hence bridgi ng
avoi ds the incentive to NAT | Pv6 just to avoid paying for, or
requiring configuration to get, another prefix.

1.2. SCENARI O 2: PPP Upstream

The following figure illustrates another Iikely exanple:
| [ S, + [ +
| ocal | Ethernet | | PPP link | |
Fomem- - + A Ao + Router +--> rest of network
hosts | | | |
| S e + temmmmm +

In this scenario, the router has assigned a /64 to the PPP |link and
advertises it in an | Pv6 Router Advertisenent.

O assic bridging does not support non-802 nedia. The PPP Bridging

Control Protocol [BCP] defines a mechanismfor supporting bridging

over PPP, but it requires both ends to be configured to support it.
Hence |1 Pv4 connectivity is often solved by making the proxy (node A
in the above diagram) be a NAT or an |IPv4 ARP proxy. This docunent
specifies a solution for IPv6 that does not involve NAT or require

any change to the router.
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1.3. Inapplicable Scenarios

This docunent is not applicable to scenarios with loops in the
physi cal topol ogy, or where routers exist on nmultiple segnents.
These cases are detected and proxying is disabled (see Section 6).

In addition, this docunent is not appropriate for scenari os where
classic bridging can be applied, or when configuration of the router
can be done.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119

[ KEYWORDS] .

The term"proxy interface" will be used to refer to an interface
(which could itself be a bridge interface) over which network-Iayer
proxying is done as defined herein.

In this docunment, we nake no distinction between a "link" (in the
classic I Pv6 sense) and a "subnet". W use the term"segnment” to
apply to a bridged conponent of the Iink.

Finally, while it is possible that functionality equivalent to that

descri bed herein nay be achi eved by nodes that do not fulfill all the
requirenents in [NODEREQ, in the renmainder of this document we will
descri be behavior in terms of an I Pv6 node as defined in that
docunent .

3. Requirenents

Proxy behavior is designed with the follow ng requirements in mnd

o} Support connecting nultiple segnents with a single subnet
prefix.

o] Support nedi a that cannot be bridged at the Iink I ayer

o] Do not require any changes to existing routers. That is,
routers on the subnet may be unaware that the subnet is being
bri dged.
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o} Provide full connectivity between all nodes in the subnet.
For exanple, if there are existing nodes (such as any routers
on the subnet) that have addresses in the subnet prefix,
addi ng a proxy nust allow bridged nodes to have ful
connectivity with existing nodes on the subnet.

o} Prevent | oops.
o] Al so work in the absence of any routers.
0 Support nodes noving between segnents. For exanple, a node

shoul d be able to keep its address without seeing its address
as a duplicate due to any cache nai ntai ned at the proxy.

o] Al'l ow dynani ¢ addition of a proxy wi thout adversely
di srupting the network

o} The proxy behavi or should not break any existing classic
bridges in use on a network segnent.

3.1. Non-requirenents

The following itenms are not considered requirenents, as they are not
met by cl assic bridges:

o] Show up as a hop in a traceroute.

0 Use the shortest path between two nodes on different
segnent s.

o} Be able to use all available interfaces sinultaneously.

I nstead, bridging technology relies on disabling redundant
interfaces to prevent | oops.

o] Support connecting nmedi a on whi ch Nei ghbor Di scovery is not
possi ble. For exanple, sone technol ogies such as [6TO4] use
an algorithmc mapping from I Pv6 address to the underlying
link-layer (IPv4 in this case) address, and hence cannot
support bridging arbitrary | P addresses.

The follow ng additional itens are not considered requirenments for
thi s docunent:

o] Support network-1layer protocols other than I Pv6. W do not
precl ude such support, but it is not specified in this
docurnent .
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4,

4.

o} Support Redirects for off-subnet destinations that point to a
router on a different segnent fromthe redirected host.
While this scenario may be desirable, no solution is
currently known that does not have undesirable side effects
outside the subnet. As a result, this scenario is outside
the scope of this docunent.

Proxy Behavi or

Net wor k- | ayer support for proxying between rmultiple interfaces SHOULD
be used only when classic bridging is not possible.

When a proxy interface comes up, the node puts it in "all-nulticast"”

node so that it will receive all multicast packets. It is comon for
interfaces not to support full prom scuous node (e.g., on a wreless
client), but all-nulticast node is generally still supported.

As with all other interfaces, |IPv6 maintains a nei ghbor cache for
each proxy interface, which will be used as descri bed bel ow.

1. Forwardi ng Packets

When a packet from any | Pv6 source address other than the unspecified
address is received on a proxy interface, the neighbor cache of that
interface SHOULD be consulted to find an entry for the source | Pv6
address. If no entry exists, one is created in the STALE state.

When any | Pv6 packet is received on a proxy interface, it nust be
parsed to see whether it is known to be of a type that negoti ates

I ink-layer addresses. This docunent covers the follow ng types:

Nei ghbor Solicitations, Neighbor Advertisenents, Router
Advertisenents, and Redirects. These packets are ones that can carry
Iink-1ayer addresses, and hence nust be proxied (as described bel ow)
so that packets between nodes on different segnents can be received
by the proxy and have the correct |ink-layer address type on each
segnment .

Wien any other |IPv6 multicast packet is received on a proxy
interface, in addition to any normal |Pv6 behavior such as being
delivered locally, it is forwarded unchanged (other than using a new
Iink-1ayer header) out all other proxy interfaces on the sane |ink
(As specified in [BRIDGE], the proxy nmay instead support nulticast
learning and filtering, but this is OPTIONAL.) |In particular, the
IPv6 Hop Linmt is not updated, and no | CMP errors (except as noted in
Section 4.1.1 below) are sent as a result of attenpting this

f orwar di ng.
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When any other | Pv6 unicast packet is received on a proxy interface,
if it is not locally destined then it is forwarded unchanged (other
than using a new |link-layer header) to the proxy interface for which
the next hop address appears in the neighbor cache. Again the |IPv6
Hop Limt is not updated, and no ICMP errors (except as noted in
Section 4.1.1 below) are sent as a result of attenpting this
forwarding. To choose a proxy interface to forward to, the nei ghbor
cache is consulted, and the interface with the neighbor entry in the
"best" state is used. In order of least to nost preferred, the
states (per [ND]) are |INCOWLETE, STALE, DELAY, PROBE, REACHABLE. A
packet is never forwarded back out the sane interface on which it
arrived; such a packet is instead silently dropped.

If no cache entry exists (as nay happen if the proxy has previously
evicted the cache entry or if the proxy is restarted), the proxy
SHOULD queue the packet and initiate Neighbor Discovery as if the
packet were being locally generated. The proxy MAY instead silently
drop the packet. 1In this case, the entry will eventually be re-
created when the sender re-attenpts Nei ghbor Discovery.

The Iink-1ayer header and the link-layer address w thin the payl oad
for each forwarded packet will be nodified as follows:

1) The source address will be the address of the outgoing
i nterface.

2) The destination address will be the address in the nei ghbor
entry corresponding to the destination | Pv6 address.

3) The link-layer address within the payload is substituted with
t he address of the outgoing interface.

4.1.1. Sending Packet Too Bi g Messages

Whenever any | Pv6 packet is to be forwarded out an interface whose
MIU is snaller than the size of the packet, the ND proxy drops the
packet and sends a Packet Too Bi g nessage back to the source, as
described in [I CWPv6] .

4.1.2. Proxying Packets with Link-Layer Addresses

Once it is determined that the packet is either nulticast or else is
not locally destined (if unicast), the special types enunerated above
(ARP, etc.) that carry link-layer addresses are handled by generating
a proxy packet that contains the proxy's link-layer address on the
outgoing interface instead. Such link-1ayer addresses occur in the
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link-layer header itself, as well as in the payl oads of sone
protocols. As with all forwarded packets, the Iink-layer header is
new.

Section 4.1.3 enunerates the currently known cases where |ink-Iayer
addresses nust be changed in payl oads. For guidance on handling
future protocols, Section 7, "Quidelines to Proxy Devel opers"

descri bes the scenarios in which the link-layer address substitution
in the payl oad should be perforned. Note that any change to the

I ength of a proxied packet, such as when the |ink-Iayer address

| ength changes, will require a corresponding change to the | Pv6

Payl oad Length fi el d.

4.1.3. |1 Pv6 ND Proxying

When any | Pv6 packet is received on a proxy interface, it nust be
parsed to see whether it is known to be one of the follow ng types:
Nei ghbor Solicitation, Neighbor Advertisenment, Router Advertisenent,
or Redirect.

4.1.3.1. |1CwWv6 Neighbor Solicitations

If the received packet is an I CMPv6 Nei ghbor Solicitation (NS), the
NS is processed locally as described in Section 7.2.3 of [ND] but no
NA is generated i mMmediately. Instead the NS is proxied as described
above and the NA will be proxied when it is received. This ensures
that the proxy does not interfere with hosts noving fromone segnent
to another since it never responds to an NS based on its own cache.

4.1.3.2. | CWv6 Nei ghbor Advertisenents

If the received packet is an | CMPv6 Nei ghbor Advertisement (NA), the
nei ghbor cache on the receiving interface is first updated as if the
NA were locally destined, and then the NA is proxied as described in
4.1.2 above.

4,1.3.3. | CWv6 Router Advertisenents

The followi ng special processing is done for |Pv6 Router
Advertisenents (RAs).

A new "Proxy" bit is defined in the existing Router Advertisenent
flags field as foll ows:

S e

+
|MQH Prf|P] Rsv
B i Sl SHE S S S
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where "P" indicates the |ocation of the Proxy bit, and "Rsv"
i ndi cates the remining reserved bits.

The proxy determ nes an "upstreani proxy interface, typically through
a (zero-configuration) physical choice dictated by the scenario (see
Scenarios 1 and 2 above), or through manual configuration

When an RAwith the P bit clear arrives on the upstreaminterface,
the P bit is set when the RAis proxied out all other ("downstreani)
proxy interfaces (see Section 6).

If an RAwith the P bit set has arrived on a given interface
(including the upstreaminterface) within the last 60 m nutes, that
interface MUST NOT be used as a proxy interface; i.e., proxy
functionality is disabled on that interface.

Furthernmore, if any RA (regardless of the value of the P bit) has
arrived on a "downstreant proxy interface within the last 60 m nutes
that interface MJUST NOT be used as a proxy interface.

The RA is processed locally as well as proxied as described in
Section 4.1.2, unless such proxying is disabled as noted above.

4,1.3.4. |CWv6 Redirects

If the received packet is an | CMPv6 Redirect nessage, then the
proxi ed packet should be nodified as follows. |If the proxy has a
valid (i.e., not | NCOWLETE) nei ghbor entry for the target address on
the sane interface as the redirected host, then the Target Link-Layer
Address (TLLA) option in the proxied Redirect sinply contains the
Iink-layer address of the target as found in the proxy’s nei ghbor
entry, since the redirected host nmay reach the target address
directly. Oherwise, if the proxy has a valid neighbor entry for the
target address on sonme other interface, then the TLLA option in the
proxi ed packet contains the |ink-layer address of the proxy on the
sending interface, since the redirected host nmust reach the target
address through the proxy. Oherw se, the proxy has no valid

nei ghbor entry for the target address, and the proxi ed packet
contains no TLLA option, which will cause the redirected host to

per f orm Nei ghbor Di scovery for the target address.

4.2. Oiginating Packets

Local ly originated packets that are sent on a proxy interface also
follow the sane rules as packets received on a proxy interface. |If
no nei ghbor entry exi sts when a uni cast packet is to be locally
originated, an interface can be chosen in any inplenentation-specific
fashion. Once the neighbor is resolved, the actual interface will be
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di scovered and the packet will be sent on that interface. Wen a
mul ticast packet is to be locally originated, an interface can be
chosen in any inplenentation-specific fashion, and the packet wll
then be forwarded out other proxy interfaces on the sanme link as
described in Section 4.1 above.

5. Exanpl e

Consi der the follow ng topol ogy, where A and B are nodes on separate
segnments which are connected by a proxy P

A--|---P---]---B
a pl p2 b

A and B have link-layer addresses a and b, respectively. P has
link-layer addresses pl and p2 on the two segments. W now wal k
through the actions that happen when A attenpts to send an initial
| Pv6 packet to B.

A first does a route | ookup on the destination address B. This

mat ches the on-link subnet prefix, and a destination cache entry is
created as well as a neighbor cache entry in the | NCOWLETE st ate.

Bef ore the packet can be sent, A needs to resolve B s link-Iayer
address and sends a Nei ghbor Solicitation (NS) to the solicited-node
mul ticast address for B. The Source Link-Layer Address (SLLA) option
in the solicitation contains A's |ink-layer address.

P receives the solicitation (since it is receiving all l|ink-Ilayer
mul ti cast packets) and processes it as it would any nulticast packet
by forwarding it out to other segnents on the link. However, before
actually sending the packet, it determines if the packet being sent
is one that requires proxying. Since it is an NS, it creates a

nei ghbor entry for A on interface 1 and records its link-Iayer
address. It also creates a neighbor entry for B (on an arbitrary
proxy interface) in the | NCOWLETE state. Since the packet is

mul ticast, P then needs to proxy the NS out all other proxy
interfaces on the subnet. Before sending the packet out interface 2,
it replaces the link-layer address in the SLLA option with its own
link-1ayer address, p2.

B receives this NS, processing it as usual. Hence it creates a

nei ghbor entry for A mapping it to the Iink-layer address p2. It
responds with a Nei ghbor Advertisenment (NA) sent to A containing B's
link-layer address b. The NA is sent using A s neighbor entry, i.e.
to the link-1ayer address p2.
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The NA is received by P, which then processes it as it would any

uni cast packet; i.e., it forwards this out interface 1, based on the
nei ghbor cache. However, before actually sending the packet out, it
inspects it to determine if the packet being sent is one that
requires proxying. Since it is an NA, it updates its neighbor entry
for B to be REACHABLE and records the link-layer address b. P then
repl aces the link-layer address in the TLLA option with its own
Iink-layer address on the outgoing interface, pl. The packet is then
sent out interface 1.

A receives this NA, processing it as usual. Hence it creates a
nei ghbor entry for B on interface 2 in the REACHABLE state and
records the link-layer address pl

6. Loop Prevention

An inmpl enentati on MUST ensure that |oops are prevented by using the P
bit in RAs as follows. The proxy deternines an "upstream proxy
interface, typically through a (zero-configuration) physical choice
dictated by the scenario (see Scenarios 1 and 2 above), or through
manual configuration. As described in Section 4.1.3.3, only the
upstreaminterface is allowed to receive RAs, and never from other
proxies. Proxy functionality is disabled on an interface otherw se.

Finally, a proxy MJUST wait until it has sent two P bit RAs on a given
"downstreamt interface before it enables forwardi ng on that
i nterface.

7. Cuidelines to Proxy Devel opers

Proxy devel opers will have to acconmobdate protocols or protocol
options (for exanple, new | CMP nessages) that are developed in the
future, or protocols that are not nmentioned in this document (for
exanpl e, proprietary protocols). This section prescribes guidelines
that can be used by proxy devel opers to accommopdat e protocol s that
are not nentioned herein.

1) If a link-layer address carried in the payl oad of the
protocol can be used in the |Iink-layer header of future
nmessages, then the proxy should substitute it with its own
address. For exanple, the link-layer address in NA nmessages is
used in the link-layer header for future nessages, and,
hence, the proxy substitutes it with its own address.

For nulticast packets, the link-layer address substituted

within the payload will be different for each outgoing
i nterface.
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8.

2) If the link-layer address in the payload of the protocol will
never be used in any |link-layer header, then the proxy should
not substitute it with its own address. No special actions
are required for supporting these protocols. For exanple,
[DHCPv6] is in this category.

| ANA Consi der ati ons

Thi s docunent defines a new bit in the RA flags (the P bit). There
is currently no registration procedure for such bits, so | ANA shoul d
not take any action

Security Considerations

Unsecur ed Nei ghbor Discovery has a nunber of security issues, which
are discussed in detail in [PSREQ. RFC 3971 [SEND] defines security
mechani sms that can protect Nei ghbor Discovery.

Proxi es are susceptible to the same kind of security issues that

pl ague hosts using unsecured Neighbor Discovery. These issues

i nclude hijacking traffic and deni al -of -service within the subnet.
Mal i ci ous nodes within the subnet can take advantage of this
property, and hijack traffic. 1In addition, a Neighbor D scovery
proxy is essentially a legitimate man-in-the-mddle, which inplies
that there is a need to distinguish proxies fromunwanted nan-in-
t he-mi ddl e attackers.

Thi s docunent does not introduce any new nmechani snms for the
protection of proxy Neighbor Discovery. That is, it does not provide
a mechani sm from authori zing certain devices to act as proxies, and
it does not provide extensions to SEND to nmake it possible to use
both SEND and proxies at the sane tinme. W note that RFC 2461 [ ND]

al ready defines the ability to proxy Nei ghbor Advertisenents, and
extensions to SEND are al ready needed to cover that case, independent
of this docunent.

Note al so that the use of proxy Neighbor Discovery may render it

i mpossible to use SEND both on the | eaf subnet and on the externa
subnet. This is because the nodifications performed by the proxy
will invalidate the RSA Signature Option in a secured Nei ghbor

Di scovery nessage, and cause SEND-capabl e nodes to either discard the
nmessages or treat them as unsecured. The latter is the desired
operation when SEND is used together with this specification, and it
ensures that SEND nodes within this environment can selectively
downgr ade thenselves to unsecure Nei ghbor Di scovery when proxies are
present.
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10.

11.

In the following, we outline sone potential paths to follow when
defining a secure proxy nechanism

It is reasonable for nodes on the | eaf subnet to have a secure
relationship with the proxy and to accept ND packets either fromthe
owner of a specific address (normal SEND) or froma trusted proxy
that it can verify (see bel ow).

For nodes on the external subnet, there is a trade-off between
security (where all nodes have a secure relationship with the proxy)
and privacy (where no nodes are aware that the proxy is a proxy). In
the case of a point-to-point external link (Scenario 2), however,
SEND nmay not be a requirenent on that |ink.

Verifying that ND packets come froma trusted proxy requires an
extension to the SEND protocol and is left for future work [ SPND],
but is simlar to the problem of securing Router Advertisenments that
is supported today. For exanple, a rogue node can send a Router
Advertisenent to cause a proxy to disable its proxy behavior, and
hence cause denial -of-service to other nodes; this threat is covered
in Section 4.2.1 of [PSREQ.

Alternative designs mght involve schemes where the right for
representing a particular host is delegated to the proxy, or where
mul ti pl e nodes can nake statenents on behal f of one address
[RINGSI G .
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Appendi x A: Conparison with Nai ve RA Proxy

It has been suggested that a sinple Router Advertisenent (RA) proxy
woul d be sufficient, where the subnet prefix in an RAis "stolen" by
the proxy and applied to a downstream|link instead of an upstream
link. Oher ND nessages are not proxied.

There are many problens with this approach. First, it requires
cooperation fromall nodes on the upstreamlink. No node (including
the router sending the RA) can have an address in the subnet or it
wi Il not have connectivity with nodes on the downstreamlink. This

i s because when a node on a downstreamlink tries to do Nei ghbor

Di scovery, and the proxy does not send the NS on the upstreamlink

it will never discover the neighbor on the upstreamlink. Sinilarly,
i f messages are not proxied during Duplicate Address Detection (DAD)
conflicts can occur.

Second, if the proxy assunes that no nodes on the upstream|link have
addresses in the prefix, such a proxy could not be safely depl oyed
wi t hout cooperation fromthe network adm nistrator since it

i ntroduces a requirenent that the router itself not have an address
in the prefix. This rules out use in situations where bridges and
Net wor k Address Transl ators (NATs) are used today, which is the
problemthis docunent is directly addressing. Instead, where a
prefix is desired for use on one or nore downstreamlinks in
cooperation with the network adninistrator, Prefix Del egation [ PD]
shoul d be used i nstead.
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Ful I Copyright Statenent
Copyright (C) The Internet Society (2006).

This docunment is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights

Thi s docunent and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGAN ZATI ON HE/ SHE REPRESENTS
OR |'S SPONSCORED BY (I F ANY), THE | NTERNET SCCI ETY AND THE | NTERNET
ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS CR | MPLI ED,

I NCLUDI NG BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE

I NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intellectual Property Rights or other rights that nmight be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. [Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of I PR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe | ETF on-line |IPR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Please address the information to the |ETF at
ietf-ipr@etf.org.
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