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Abstract

Thi s docunent provides an analysis grid to evaluate, conpare, and
contrast the Ceneralized Miulti-Protocol Label Switching (GWLS)
protocol suite capabilities with the recovery mechani sns currently
proposed at the | ETF CCAMP Wrking Goup. A detailed analysis of
each of the recovery phases is provided using the term nol ogy defined
in RFC 4427. This docunent focuses on transport plane survivability
and recovery issues and not on control plane resilience and rel ated
aspects.
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1

I ntroduction

Thi s docunent provides an analysis grid to evaluate, conpare, and
contrast the Generalized MPLS (GWLS) protocol suite capabilities
with the recovery nechani sns proposed at the | ETF CCAMP Wor ki ng
Group. The focus is on transport plane survivability and recovery

i ssues and not on control-plane-resilience-related aspects. Although
the recovery nechani sns described in this docunent inpose different
requi renents on GWLS-based recovery protocols, the protocols’
specifications will not be covered in this docunment. Though the
concepts di scussed are technol ogy i ndependent, this docunent
inmplicitly focuses on SONET [ T1.105]/SDH [ G 707], Optical Transport
Net works (OTN) [G 709], and pre-OIN technol ogi es, except when
specific details need to be considered (for instance, in the case of
failure detection).

A detailed analysis is provided for each of the recovery phases as
identified in [RFC4427]. These phases define the sequence of generic
operations that need to be perfornmed when a LSP/ Span failure (or any
ot her event generating such failures) occurs:

- Phase 1. Failure Detection

- Phase 2: Failure Localization (and Isol ation)
- Phase 3: Failure Notification

- Phase 4: Recovery (Protection or Restoration)
- Phase 5: Reversion (Nornalization)

Toget her, failure detection, |localization, and notification phases
are referred to as "fault managenent”. Wthin a recovery domain, the
entities involved during the recovery operations are defined in

[ RFC4427]; these entities include ingress, egress, and internedi ate
nodes. The term "recovery mechanism' is used to cover both
protection and restoration nechanisns. Specific ternms such as
"protection" and "restoration" are used only when differentiation is
required. Likewise the term"failure" is used to represent both
signal failure and signal degradation

In addition, when analyzing the different hierarchical recovery
mechani sms i ncl udi ng di sj oi ntness-rel ated i ssues, a clear distinction
is made between partitioning (horizontal hierarchy) and |ayering
(vertical hierarchy). 1In order to assess the current GWLS protoco
capabilities and the potential need for further extensions, the

di mensi ons for anal yzing each of the recovery nmechani sns detailed in
this docunent are introduced. This docunment concludes by detailing
the applicability of the current GWLS protocol building blocks for
recovery purposes.
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Conventions Used in this Docunment

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Any other recovery-related terninology used in this docunment confornmns
to that defined in [ RFC4427]. The reader is also assunmed to be
famliar with the term nol ogy devel oped in [ RFC3945], [RFC3471],

[ RFC3473], [RFC4202], and [ RFC4204].

Faul t Managenent
1. Failure Detection

Transport failure detection is the only phase that cannot be achi eved
by the control plane alone because the latter needs a hook to the
transport plane in order to collect the related information. |t has
to be enphasi zed that even if failure events thensel ves are detected
by the transport plane, the latter, upon a failure condition, nust
trigger the control plane for subsequent actions through the use of
GWPLS signaling capabilities (see [RFC3471] and [ RFC3473]) or Link
Managenment Protocol capabilities (see [ RFC4204], Section 6).

Therefore, by definition, transport failure detection is transport
technol ogy dependent (and so exceptionally, we keep here the

"transport plane" termnology). In transport fault managenent,
distinction is made between a defect and a failure. Here, the
di scussi on addresses failure detection (persistent fault cause). In

t he technol ogy-dependent descriptions, a nore precise specification
will be provided.

As an exanpl e, SONET/SDH (see [G 707], [G 783], and [ G 806]) provides
supervi sion capabilities covering:
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- Continuity: SONET/SDH nonitors the integrity of the continuity of a
trail (i.e., section or path). This operation is performed by
nmonitoring the presence/absence of the signal. Exanples are Loss
of Signal (LOS) detection for the physical layer, Unequi pped (UNEQ
Signal detection for the path | ayer, Server Signal Fail Detection
(e.g., AIS) at the client |ayer

- Connectivity: SONET/SDH nonitors the integrity of the routing of
the signal between end-points. Connectivity nonitoring is needed
if the layer provides flexible connectivity, either automatically
(e.g., cross-connects) or manually (e.g., fiber distribution
frane). An exanple is the Trail (i.e., section or path) Trace
Identifier used at the different |layers and the correspondi ng Trai
Trace ldentifier Msmatch detection

- Alignnment: SONET/ SDH checks that the client and server |ayer franme
start can be correctly recovered fromthe detection of |oss of
alignnment. The specific processes depend on the signal/frane
structure and may include: (nmulti-)frane alignnent, pointer
processing, and alignment of several independent franmes to a conmon
frame start in case of inverse nmultiplexing. Loss of alignment is
a generic term Exanples are loss of frame, loss of multi-frane,
or loss of pointer

- Payl oad type: SONET/ SDH checks that conpatible adaptation functions
are used at the source and the destination. Normally, this is done
by adding a payload type identifier (referred to as the "signa
| abel ") at the source adaptation function and conparing it with the
expected identifier at the destination. For instance, the payl oad
type identifier is conpared with the correspondi ng m snatch
det ecti on.

- Signal Quality: SONET/SDH nonitors the performance of a signal
For instance, if the performance falls below a certain threshold, a
defect -- excessive errors (EXC) or degraded signal (DEGQ -- is
det ect ed.

The nmost inportant point is that the supervision processes and the
corresponding failure detection (used to initiate the recovery
phase(s)) result in either:

- Signal Degrade (SD): A signal indicating that the associ ated data
has degraded in the sense that a degraded defect condition is
active (for instance, a dDEG decl ared when the Bit Error Rate
exceeds a preset threshold). O
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- Signal Fail (SF): A signal indicating that the associated data has
failed in the sense that a signal interrupting near-end defect
condition is active (as opposed to the degraded defect).

In Optical Transport Networks (OTN), equival ent supervision
capabilities are provided at the optical/digital section |ayers
(i.e., Optical Transm ssion Section (OIS), Optical Miltiplex Section
(OwB) and Optical channel Transport Unit (OTU)) and at the
optical/digital path layers (i.e., Optical Channel (OCh) and Opti cal
channel Data Unit (ODU)). Interested readers are referred to the

| TU-T Reconmendations [G 798] and [G 709] for nore details

The above are exanples that illustrate cases where the failure
detection and reporting entities (see [ RFC4427]) are co-located. The
following exanple illustrates the scenario where the failure

detecting and reporting entities (see [RFC4427]) are not co-located.

In pre-OTN networks, a failure may be nasked by internediate O E-O
based Optical Line System (CLS), preventing a Photonic Cross-Connect
(PXC) fromdetecting upstreamfailures. |In such cases, failure
detection may be assisted by an out-of -band conmuni cati on channel

and failure condition may be reported to the PXC control plane. This
can be provided by using [ RFC4209] extensions that deliver IP
message- based conmuni cati on between the PXC and the OLS contro

pl ane. Al so, since PXCs are independent of the fram ng format,
failure conditions can only be triggered either by detecting the
absence of the optical signal or by measuring its quality. These
mechani snms are generally less reliable than electrical (digital)
ones. Both types of detection mechani snms are outside the scope of
this docunent. |If the internediate COLS supports electrical (digital)
mechani sns, using the LMP conmuni cation channel, these failure
conditions are reported to

the PXC and subsequent recovery actions are perforned as described in
Section 5. As such, fromthe control plane viewpoint, this mechani sm
turns the COLS-PXC-conposed systeminto a single logical entity, thus
havi ng the sanme fail ure nmanagenent nechani sns as any other O E-O
capabl e device

More generally, the following are typical failure conditions in
SONET/ SDH and pre- OTN net wor ks:

- Loss of Light (LOL)/Loss of Signal (LOS): Signal Failure (SF)
condi tion where the optical signal is not detected any |onger on
the receiver of a given interface.

- Signal Degrade (SD): detection of the signal degradation over
a specific period of tine.
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- For SONET/ SDH payl oads, all of the above-nentioned supervision
capabilities can be used, resulting in SD or SF conditions.

In summary, the foll owi ng cases apply when considering the
conmmuni cati on between the detecting and reporting entities:

- Co-located detecting and reporting entities: both the detecting and
reporting entities are on the sane node (e.g., SONET/ SDH equi pnent,
Opaque cross-connects, and, with sone limtations, Transparent
cross-connects, etc.)

- Non-co-located detecting and reporting entities:

0 wWith in-band comunication between entities: entities are
physically separated, but the transport plane provides in-band
communi cati on between them (e.g., Server Signal Failures such as
Alarm I ndication Signal (AIS), etc.)

0 with out-of-band comunication between entities: entities are
physically separated, but an out-of-band conmunication channel is
provi ded between them (e.g., using [ RFCF4204]).

4. 2. Fai lure Localization and |sol ation

Failure localization provides information to the deciding entity
about the location (and so the identity) of the transport plane
entity that detects the LSP(s)/span(s) failure. The deciding entity
can then nake an accurate decision to achieve finer grained recovery
switching action(s). Note that this information can al so be included
as part of the failure notification (see Section 4.3).

In sone cases, this accurate failure localization infornmation may be
Il ess urgent to determine if it requires performng nore timne-
consuming failure isolation (see also Section 4.4). This is
particularly the case when edge-to-edge LSP recovery is perforned
based on a sinple failure notification (including the identification
of the working LSPs under failure condition). Note that "edge"
refers to a sub-network end-node, for instance. |In this case, a nore
accurate |ocalization and isolation can be performed after recovery
of these LSPs.

Failure localization should be triggered inmediately after the fault
det ecti on phase. This operation can be perforned at the transport

pl ane and/or (if the operation is unavailable via the transport

pl ane) the control plane |evel where dedicated signaling nessages can
be used. When performed at the control plane |evel, a protocol such
as LWP (see [ RFC4204], Section 6) can be used for failure

| ocal i zati on purposes.
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4,.3. Failure Notification

Failure notification is used 1) to informinternedi ate nodes that an
LSP/ span failure has occurred and has been detected and 2) to inform
the deciding entities (which can correspond to any internedi ate or
end-point of the failed LSP/span) that the corresponding service is
not available. |In general, these deciding entities will be the ones
maki ng the appropriate recovery decision. Wen co-located with the
recovering entity, these entities will also performthe correspondi ng
recovery action(s).

Failure notification can be provided either by the transport or by
the control plane. As an exanple, let us first briefly describe the
failure notification nechanismdefined at the SONET/ SDH t ransport

pl ane |l evel (also referred to as mmintenance signal supervision):

- AIS (AlarmIndication Signal) occurs as a result of a failure
condition such as Loss of Signal and is used to notify downstream
nodes (of the appropriate |ayer processing) that a failure has
occurred. AIS perfornms two functions: 1) informthe internediate
nodes (with the appropriate |layer nonitoring capability) that a
failure has been detected and 2) notify the connection end-point
that the service is no |onger avail able.

For a distributed control plane supporting one (or nore) failure
notification nmechanisnm(s), regardl ess of the mechanisnis actua

i npl enentation, the same capabilities are needed with nore (or |ess)
i nformati on provi ded about the LSPs/spans under failure condition
their detail ed statuses, etc.

The nost inportant difference between these nechanisns is related to
the fact that transport plane notifications (as defined today) would
directly initiate either a certain type of protection switching (such
as those described in [ RFC4427]) via the transport plane or
restoration actions via the nanagenment pl ane.

On the other hand, using a failure notification nechani smthrough the
control plane would provide the possibility of triggering either a
protection or a restoration action via the control plane. This has
the advantage that a control -pl ane-recovery-responsible entity does
not necessarily have to be co-located with a transport

mai nt enance/ recovery donain. A control plane recovery donain can be
defined at entities not supporting a transport plane recovery.

Moreover, as specified in [ RFC3473], notification nessage exchanges
through a GWLS control plane may not follow the same path as the
LSP/ spans for which these nessages carry the status. In turn, this
ensures a fast, reliable (through acknow edgenent and t he use of
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either a dedicated control plane network or disjoint contro
channel s), and efficient (through the aggregation of several LSP/span
statuses within the sane nessage) failure notification mechani sm

The other inportant properties to be net by the failure notification
mechani smare mainly the follow ng

Notification nessages nust provide enough infornmation such that the
nost efficient subsequent recovery action will be taken at the
recovering entities (in nost of the recovery types and schenes this
action is even determnistic). Renmenber here that these entities
can be either internediate or end-points through which nornal
traffic flows. Based on |ocal policy, internedi ate nodes nay not
use this information for subsequent recovery actions (see for

i nstance the APS protocol phases as described in [ RFC4427]). In
addition, since fast notification is a mechanismrunning in

col l aboration with the existing GWLS signaling (see [ RFC3473])
that also allows internediate nodes to stay inforned about the
status of the working LSP/spans under failure condition

The trade-off here arises when defining what information the

LSP/ span end-points (nore precisely, the deciding entities) need in
order for the recovering entity to take the best recovery action
If not enough information is provided, the decision cannot be
optinmal (note that in this eventuality, the inportant issue is to
quantify the level of sub-optinality). |If too nmuch information is
provi ded, the control plane nay be overl oaded with unnecessary

i nformati on and the aggregation/correlation of this notification
information will be nore conplex and tinme-consuning to achieve.
Note that a nore detailed quantification of the anount of

i nformati on to be exchanged and processed is strongly dependent on
the failure notification protocol

If the failure localization and isolation are not performed by one
of the LSP/span end-points or sone internediate points, the points
shoul d recei ve enough information fromthe notification nessage in
order to locate the failure. Qherwi se, they would need to (re-)
initiate a failure localization and isolation action

Avoi ding so-called notification stornms inplies that 1) the failure
detection output is correlated (i.e., alarmcorrelation) and
aggregated at the node detecting the failure(s), 2) the failure
notifications are directed to a restricted set of destinations (in
general the end-points), and 3) failure notification suppression
(i.e., alarmsuppression) is provided in order to linmt flooding in
case of multiple and/or correlated failures detected at severa

| ocations in the network.
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- Alarmcorrelation and aggregation (at the failure-detecting node)
i mplies a consistent decision based on the conditions for which a
trade-of f between fast convergence (at detecting node) and fast
notification (inplying that correl ati on and aggregati on occurs at
recei ving end-points) can be found.

4.4, Failure Correlation

5.

5.

A single failure event (such as a span failure) can cause nultiple
failure (such as individual LSP failures) conditions to be reported.
These can be grouped (i.e., correlated) to reduce the nunber of
failure conditions comuni cated on the reporting channel, for both

i n-band and out-of-band failure reporting.

In such a scenario, it can be inportant to wait for a certain period
of time, typically called failure correlation tinme, and gather al
the failures to report themas a group of failures (or sinply group
failure). For instance, this approach can be provided usi ng LMP-\DM
for pre-OTN networks (see [ RFC4209]) or when using Signa

Fai |l ure/ Degrade Group in the SONET/ SDH cont ext.

Note that a default average tinme interval during which failure
correlation operation can be perforned is difficult to provide since
it is strongly dependent on the underlying network topol ogy.
Therefore, providing a per-node configurable failure correlation tine
can be advisable. The detailed selection criteria for this tine

i nterval are outside of the scope of this docunent.

VWhen failure correlation is not provided, nultiple failure
notification messages may be sent out in response to a single failure
(for instance, a fiber cut). Each failure notification nessage
contains a set of information on the failed working resources (for

i nstance, the individual |anbda LSP flow ng through this fiber).

This allows for a nore pronpt response, but can potentially overload
the control plane due to a large anount of failure notifications.

Recovery Mechani sns
1. Transport vs. Control Plane Responsibilities
When applicable, recovery resources are provisioned, for both
protection and restoration, using GWLS signaling capabilities.
Thus, these are control plane-driven actions (topol ogical and
resource-constrai ned) that are always perforned in this context.

The follow ng tables give an overview of the responsibilities taken
by the control plane in case of LSP/span recovery:
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1. LSP/span Protection

- Phase 1: Failure Detection Transport pl ane

- Phase 2: Failure Localization/lsolation Transport/ Control plane
- Phase 3: Failure Notification Transport/ Control plane
- Phase 4: Protection Sw tching Transport/ Control plane
- Phase 5: Reversion (Nornalization) Transport/ Control plane

Note: in the context of LSP/span protection, control plane actions
can be perfornmed either for operational purposes and/or
synchroni zati on purposes (vertical synchronization between transport
and control plane) and/or notification purposes (horizontal
synchroni zati on between end-nodes at control plane level). This
suggests the selection of the responsible plane (in particular for
protection switching) during the provisioning phase of the

prot ect ed/ protection LSP

2. LSP/span Restoration

- Phase 1: Failure Detection Transport pl ane

- Phase 2: Failure Localization/lsolation Transport/ Control plane
- Phase 3: Failure Notification Control plane

- Phase 4: Recovery Switching Control plane

- Phase 5: Reversion (Nornalization) Control plane

Therefore, this document primarily focuses on provisioning of LSP
recovery resources, failure notification mechanisns, recovery

swi tching, and reversion operations. Mreover, some additiona
consi derations can be dedicated to the mechani snms associated to the
failure localization/isolation phase.

5.2. Technol ogy- | ndependent and Technol ogy- Dependent Mechani sns

The present recovery nechanisns analysis applies to any circuit-
oriented data plane technol ogy with discrete bandw dth increments
(l'i ke SONET/ SDH, G 709 OIN, etc.) being controlled by a GWLS- based
di stributed control plane.

The followi ng sub-sections are not intended to favor one technol ogy
versus another. They list pro and cons for each technol ogy in order
to determ ne the nmechani snms that GWLS-based recovery nust deliver to
overcone their cons and make use of their pros in their respective
applicability context.

5.2.1. OIN Recovery

OIN recovery specifics are left for further consideration
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5.2.2. Pre-OIN Recovery

Pre-OIN recovery specifics (also referred to as "l anbda switching")
present mainly the foll ow ng advant ages:

- They benefit froma sinpler architecture, making it nore suitable
for mesh-based recovery types and schenes (on a per-channel basis).

- Failure suppression at internediate node transponders, e.g., use of
squel ching, inplies that failures (such as LoL) will propagate to
edge nodes. Thus, edge nodes will have the possibility to initiate
recovery actions driven by upper layers (vs. use of non-standard
maski ng of upstream failures).

The main di sadvantage is the lack of interworking due to the large
anmount of failure managenment (in particular failure notification
protocol s) and recovery mechani sns currently avail abl e.

Note al so, that for all-optical networks, conbination of recovery
with optical physical inmpairments is left for a future rel ease of
this docunent because correspondi ng detection technol ogi es are under
speci fication.

5.2.3. SONET/ SDH Recovery

Some of the advantages of SONET [T1.105]/SDH [ G 707], and nore
generically any Time Division Miltiplexing (TDM transport plane
recovery, are that they provide:

- Protection types operating at the data plane |level that are
standardi zed (see [G 841]) and can operate across protected domains
and interwork (see [G 842]).

- Failure detection, notification, and path/section Autonatic
Protection Switching (APS) mechani smns.

- Greater control over the granularity of the TDM LSPs/links that can
be recovered with respect to coarser optical channel (or whole
fiber content) recovery swtching

Some of the Iimtations of the SONET/ SDH recovery are:

- Linmted topol ogical scope: Inherently the use of ring topol ogies,
typically, dedicated Sub-Network Connection Protection (SNCP) or
shared protection rings, has reduced flexibility and resource
efficiency with respect to the (sonmewhat nore conpl ex) meshed
recovery.
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5.

5.

3.

3.

- Inefficient use of spare capacity: SONET/SDH protection is largely
applied to ring topol ogi es, where spare capacity often remains
idle, making the efficiency of bandwi dth usage a real issue.

- Support of nmeshed recovery requires intensive network managenent
devel opnent, and the functionality is limted by both the network
el ements and the capabilities of the el enent managenent systens
(thus justifying the devel opnent of GWLS-based distributed
recovery mechanisns.)

Specific Aspects of Control Plane-Based Recovery Mechani snms
1. In-Band vs. Qut-OfF-Band Signaling

The nodes comuni cate through the use of IP ternminating contro
channel s defining the control plane (transport) topology. 1In this
context, two classes of transport nechani sms can be consi dered here:
in-fiber or out-of-fiber (through a dedicated physically diverse
control network referred to as the Data Conmuni cati on Network or
DCN). The potential inpact of the usage of an in-fiber (signaling)
transport mechanismis briefly considered here.

In-fiber transport mechani sms can be further subdivided into in-band
and out-of-band. As such, the distinction between in-fiber in-band
and in-fiber out-of-band signaling reduces to the consideration of a
| ogi call y- versus physically-enbedded control plane topology with
respect to the transport plane topology. 1In the scope of this
docunent, it is assuned that at |east one |IP control channel between
each pair of adjacent nodes is continuously available to enable the
exchange of recovery-related infornmation and nessages. Thus, in
either case (i.e., in-band or out-of-band) at |east one |ogical or
physi cal control channel between each pair of nodes is always
expected to be avail abl e.

Therefore, the key issue when using in-fiber signaling is whether one
can assune i ndependence between the fault-tol erance capabilities of
control plane and the failures affecting the transport plane
(including the nodes). Note also that existing specifications |ike
the OTN provide a limited formof independence for in-fiber signaling
by dedi cating a separate optical supervisory channel (GCSC, see
[G709] and [G 874]) to transport the overhead and ot her contro
traffic. For OINs, failure of the OSC does not result in failing the
optical channels. Sinmlarly, loss of the control channel nust not
result in failing the data channels (transport plane).
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5.3.2. Uni- vs. Bi-Directional Failures

The failure detection, correlation, and notification nechani sns
(described in Section 4) can be triggered when either a uni-
directional or a bi-directional LSP/ Span failure occurs (or a
conbination of both). As illustrated in Figures 1 and 2, two
al ternatives can be considered here:

1. Uni-directional failure detection: the failure is detected on the
receiver side, i.e., it is detected by only the downstream node to
the failure (or by the upstream node depending on the failure
propagati on direction, respectively).

2. Bi-directional failure detection: the failure is detected on the
recei ver side of both downstream node AND upstream node to the
failure.

Notice that after the failure detection tine, if only control-pl ane-

based failure managenent is provided, the peering node is unaware of
the failure detection status of its nei ghbor

I I I | Tx Rx| I I I
| NodeA |[----...----|] NodeB | xxxxxxxxx| NodeC |----...----] NodeD
| |- [EEREEREEE | |- |
to >>>>>>> F
tl X Kemmmmmcceenen- X
Noti fication

t2 <-------- L X O R >

Up Notification Down Notification

Figure 1: Uni-directional failure detection
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I I I | Tx Rx| I I I
| NodeA [----...----] NodeB | xxxxxxxxx| NodeC |----...----] NodeD
| [----...----] | XXXXXXXXX| [----...----]
to0 F << >>>>5>>> F
tl X S---mmmmmmo--- > X
Notification

t2 <-------- A AR X X===ommn- A AR >

Up Notification Down Notification

Figure 2: Bi-directional failure detection

After failure detection, the follow ng failure nmanagenent operations
can be subsequently considered:

- Each detecting entity sends a notification nessage to the
corresponding transnmitting entity. For instance, in Figure 1, node
C sends a notification nmessage to node B. In Figure 2, node C
sends a notification nessage to node B while node B sends a
notification message to node C. To ensure reliable failure
notification, a dedicated acknow edgenent nessage can be returned
back to the sender node.

- Next, within a certain (and pre-deternined) tinme w ndow, nodes
i npacted by the failure occurrences may performtheir correlation
In case of uni-directional failure, node B only receives the
notification nmessage fromnode C, and thus the tine for this
operation is negligible. |In case of bi-directional failure, node B
has to correlate the received notification nessage fromnode Cwith
the corresponding locally detected informati on (and node C has to
do the sane with the nessage from node B)

- After sonme (pre-determ ned) period of tinme, referred to as the
hol d-of f tinme, if the local recovery actions (see Section 5.3.4)
were not successful, the followi ng occurs. |n case of uni-
directional failure and depending on the directionality of the LSP
node B should send an upstream notification nmessage (see [ RFC3473])
to the ingress node A°. Node C may send a downstream notification
nmessage (see [RFC3473]) to the egress node D. However, in that
case, only node A would initiate an edge to edge recovery action
Node Ais referred to as the "master", and node Dis referred to as
the "slave", per [RFC4427]. Note that the other LSP end-node (node
Din this case) may be optionally notified using a downstream
notification nmessage (see [RFC3473]).
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In case of bi-directional failure, node B should send an upstream
notification nmessage (see [RFC3473]) to the ingress node A. Node C
may send a downstream notification nessage (see [RFC3473]) to the
egress node D. However, due to the dependence on the LSP
directionality, only ingress node A would initiate an edge-to-edge
recovery action. Note that the other LSP end-node (node Din this
case) should also be notified of this event using a downstream
notification nmessage (see [RFC3473]). For instance, if an LSP
directed fromD to Ais under failure condition, only the
notification message sent fromnode Cto Dwuld initiate a
recovery action. 1In this case, per [RFC4427], the deciding and
recovering node Dis referred to as the "naster”, while node Ais
referred to as the "slave" (i.e., recovering only entity).

Note: The determination of the naster and the slave nay be based
either on configured information or dedi cated protocol capability.

In the above scenarios, the path followed by the upstream and
downstream noti fication nmessages does not have to be the sane as the
one followed by the failed LSP (see [RFC3473] for nore details on the
notificati on message exchange). The inportant point concerning this
mechanismis that either the detecting/reporting entity (i.e., nodes
B and C) is also the deciding/recovery entity or the
detecting/reporting entity is sinply an internediate node in the
subsequent recovery process. One refers to local recovery in the
fornmer case, and to edge-to-edge recovery in the latter one (see al so
Section 5.3.4).

5.3.3. Partial vs. Full Span Recovery

When a given span carries nore than one LSP or LSP segnent, an
addi ti onal aspect nust be considered. |In case of span failure, the
LSPs it carries can be recovered individually, as a group (aka bul k
LSP recovery), or as independent sub-groups. When correlation tine
wi ndows are used and sinultaneous recovery of several LSPs can be
perforned using a single request, the selection of this nechanism
woul d be triggered independently of the failure notification
granularity. Mreover, criteria for form ng such sub-groups are
out side of the scope of this docunent.

Addi tional conplexity arises in the case of (sub-)group LSP recovery.
Bet ween a given pair of nodes, the LSPs that a given (sub-)group
contai ns may have been created fromdifferent source nodes (i.e.
initiator) and directed toward different destination nodes.
Consequently the failure notification nessages follow ng a bi-
directional span failure that affects several LSPs (or the whole
group of LSPs it carries) are not necessarily directed toward the
sanme initiator nodes. |In particular, these nessages may be directed
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to both the upstream and downstream nodes to the failure. Therefore,
such span failure may trigger recovery actions to be perfornmed from
both sides (i.e., fromboth the upstream and the downstream nodes to
the failure). |In order to facilitate the definition of the
correspondi ng recovery mechani snms (and their sequence), one assunes
here as well that, per [RFC4427], the deciding (and recovering)
entity (referred to as the "master") is the only initiator of the
recovery of the whole LSP (sub-)group

5.3.4. Difference between LSP, LSP Segnent and Span Recovery

The recovery definitions given in [ RFC4427] are quite generic and
apply for link (or local span) and LSP recovery. The ngjor

di fference between LSP, LSP Segnment and span recovery is related to
t he nunber of internediate nodes that the signaling nmessages have to
travel. Since nodes are not necessarily adjacent in the case of LSP
(or LSP Segnent) recovery, signaling nmessage exchanges fromthe
reporting to the deciding/recovery entity may have to cross severa

i nternedi ate nodes. In particular, this applies to the notification
messages due to the nunber of hops separating the | ocation of a
failure occurrence fromits destination. This results in an
addi ti onal propagation and forwarding delay. Note that the former
delay may in certain circunstances be non-negligible; e.g., in a
copper out-of-band network, the delay is approxinmately 1 ns per
200km

Mor eover, the recovery nechanisns applicable to end-to-end LSPs and
to the segnents that may conpose an end-to-end LSP (i.e., edge-to-
edge recovery) can be exactly the sanme. However, one expects in the
|atter case, that the destination of the failure notification nessage
will be the ingress/egress of each of these segnents. Therefore,
usi ng the nechani sns described in Section 5.3.2, failure notification
nmessages can be exchanged first between terminating points of the LSP
segnment, and after expiration of the hold-off tine, between

term nating points of the end-to-end LSP

Not e: Several studies provide quantitative analysis of the relative
performance of LSP/span recovery techniques. [WANG for instance
provides an analysis grid for these techni ques showi ng that dynamic
LSP restoration (see Section 5.5.2) perforns well under medi um
networ k | oads, but suffers performance degradati ons at higher | oads
due to greater contention for recovery resources. LSP restoration
upon span failure, as defined in [ WANG, degrades at higher | oads
because paths around failed Iinks tend to increase the hop count of
the affected LSPs and thus consune additional network resources.

Al so, performance of LSP restoration can be enhanced by a failed
wor king LSP's source node that initiates a new recovery attenpt if an
initial attenpt fails. A single retry attenpt is sufficient to
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produce large increases in the restoration success rate and ability
to initiate successful LSP restoration attenpts, especially at high

| oads, while not adding significantly to the |long-term average
recovery time. Allowi ng additional attenpts produces only small
additional gains in performance. This suggests using additiona
(internedi ate) crankback signaling when using dynanmic LSP restoration
(described in Section 5.5.2 - case 2). Details on crankback
signaling are outside the scope of this docunent.

5.4. Difference between Recovery Type and Schene

[ RFC4427] defines the basic LSP/span recovery types. This section
descri bes the recovery schenes that can be built using these recovery
types. In brief, a recovery schene is defined as the conbi nation of
several ingress-egress node pairs supporting a given recovery type
(fromthe set of the recovery types they allow). Several exanples
are provided here to illustrate the difference between recovery types
such as 1:1 or MN, and recovery schenes such as (1:1)”n or (MN"n
(referred to as shared-nesh recovery).

1. (1:1)”n with recovery resource sharing

The exponent, n, indicates the nunber of times a 1:1 recovery type is
appl i ed between at nost n different ingress-egress node pairs. Here,
at nost n pairs of disjoint working and recovery LSPs/spans share a
common resource at nost n tinmes. Since the working LSPs/spans are
nmutual Iy disjoint, simultaneous requests for use of the shared
(comon) resource will only occur in case of simultaneous failures,
which are less likely to happen

For instance, in the comobn (1:1)"2 case, if the 2 recovery LSPs in
the group overlap the sane comon resource, then it can handle only
single failures; any nmultiple working LSP failures will cause at

| east one working LSP to be denied automatic recovery. Consider for

i nstance the follow ng topology with the working LSPs A-B-C and F-GH
and their respective recovery LSPs A-D-E-C and F-D-E-H that share a
comon D-E Iink resource

A----m--- B--------- C
\ /
\ /
D---mmemmmne- E
/ \
/ \
F----e--- G-------- H

Papadimtriou & Manni e I nf or mat i onal [ Page 19]



RFC 4428 GWLS Recovery Mechani sns March 2006

2. (MN”™n with recovery resource sharing

The (M N)*n schenme is docunented here for the sake of conpl eteness
only (i.e., it is not nandated that GWLS capabilities support this
schene). The exponent, n, indicates the nunber of tines an M N
recovery type is applied between at nost n different ingress-egress
node pairs. So the interpretation follows fromthe previous case,
except that here disjointness applies to the N working LSPs/spans and
to the Mrecovery LSPs/spans while sharing at nmost n tinmes M comon
resour ces

In both schenes, it results in a "group"” of sum{n=1}"N N{n} working
LSPs and a pool of shared recovery resources, not all of which are
available to any given working LSP. |In such conditions, defining a
metric that describes the anmount of overlap anong the recovery LSPs
woul d gi ve sone indication of the group’s ability to handle
simul t aneous failures of nultiple LSPs.

For instance, in the sinple (1:1)"n case, if n recovery LSPs in a
(1:1)~n group overlap, then the group can handle only single
failures; any simultaneous failure of nmultiple working LSPs will
cause at | east one working LSP to be denied automatic recovery. But
if one considers, for instance, a (2:2)"2 group in which there are
two pairs of overlapping recovery LSPs, then two LSPs (belonging to
the sane pair) can be sinultaneously recovered. The |atter case can
be illustrated by the followi ng topology with 2 pairs of working LSPs
A-B-C and F-G H and their respective recovery LSPs A-D E-C and
F-D-E-H that share two common D-E |ink resources.

A B C
\\ /1
\\ /1
D =========== E
/1 \\
/1 \\
F G= H

Moreover, in all these schenes, (working) path disjointness can be
enforced by exchanging information related to working LSPs during the
recovery LSP signaling. Specific issues related to the conbination
of shared (discrete) bandw dth and disjointness for recovery schenes
are described in Section 8.4.2.
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5.5. LSP Recovery Mechani sns
5.5.1. dassification

The recovery tinme and rati o of LSPs/spans depend on proper recovery
LSP provi sioning (neani ng pre-provisioning when perforned before
failure occurrence) and the |evel of overbooking of recovery
resources (i.e., over-provisioning). A proper balance of these two
operations will result in the desired LSP/span recovery tine and
rati o when single or multiple failures occur. Note also that these
operations are nostly performed during the network planning phases.

The different options for LSP (pre-)provisioning and overbooking are
classified belowto structure the analysis of the different recovery
nmechani sns.

1. Pre-Provisioning

Proper recovery LSP pre-provisioning will help to alleviate the
failure of the working LSPs (due to the failure of the resources that
carry these LSPs). As an exanple, one may conmpute and establish the
recovery LSP either end-to-end or segment-per-segnent, to protect a
working LSP frommultiple failure events affecting |ink(s), node(s)
and/ or SRLG(s). The recovery LSP pre-provisioning options are
classified as follows in the figure bel ow

(1) The recovery path can be either pre-conputed or conputed on-
demand.

(2) When the recovery path is pre-conputed, it can be either pre-
signal ed (inplying recovery resource reservation) or signaled
on- demand.

(3) When the recovery resources are pre-signaled, they can be either
pre-sel ected or selected on-demand.

Recovery LSP provisioni ng phases:
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(1) Path Conputation --> On-denand
|

I
--> Pre-Conmput ed

|
|
(2) Signaling --> On-denand
|

|
--> Pre-Signal ed
|
(3) Resource Selection --> On-denand
|
|

--> Pre-Sel ected

Note that these different options lead to different LSP/span recovery
times. The follow ng sections will consider the above-nentioned
pre-provisioning options when analyzing the different recovery
nmechani sns.

2. Overbooki ng

There are many nechani sns avail abl e that all ow the overbooking of the
recovery resources. This overbooking can be done per LSP (as in the
exanpl e nmentioned above), per link (such as span protection), or even
per dormain. In all these cases, the |level of overbooking, as shown
in the below figure, can be classified as dedi cated (such as 1+1 and
1: 1), shared (such as 1:N and MN), or unprotected (and thus
restorable, if enough recovery resources are avail able).

Over booki ng | evel s:

+----- Dedi cated (for instance: 1+1, 1:1, etc.)
|
+o-- - Shared (for instance: 1:N, MN, etc.)
Level of I
Overbooking ----- +-- - Unprotected (for instance: 0:1, 0:N)

Al so, when using shared recovery, one nmay support preenptible extra-
traffic; the recovery nechanismis then expected to all ow preenption
of this low priority traffic in case of recovery resource contention
during recovery operations. The follow ng sections will consider the
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above- nenti oned overbooki ng opti ons when anal yzing the different
recovery mechani sns.

5.5.2. LSP Restoration

The following tines are defined to provide a quantitative estination
about the tine performance of the different LSP restoration
nmechani sns (also referred to as LSP re-routing):

- Path Conputation Tinme: Tc

- Path Selection Tinme: Ts

- End-to-end LSP Resource Reservation Tine: Tr (a delta for resource
selection is al so considered, the corresponding total tine is then
referred to as Trs)

- End-to-end LSP Resource Activation Tine: Ta (a delta for
resource selection is also considered, the corresponding tota
time is then referred to as Tas)

The Path Selection Tine (Ts) is considered when a pool of recovery
LSP paths between a given pair of source/destination end-points is
pre-conputed, and after a failure occurrence one of these paths is
selected for the recovery of the LSP under failure condition.

Not e: failure nmanagenment operations such as failure detection
correlation, and notification are considered (for a given failure
event) as equally time-consunmng for all the mechani snms descri bed
bel ow

1. Wth Route Pre-conputation (or LSP re-provisioning)

An end-to-end restoration LSP is established after the failure(s)
occur (s) based on a pre-conputed path. As such, one can define this
as an "LSP re-provisioning" mechanism Here, one or nore (disjoint)
paths for the restoration LSP are conputed (and optionally pre-

sel ected) before a failure occurs.

No reservation or selection of resources is perforned along the
restoration path before failure occurrence. As a result, there is no
guarantee that a restoration LSP is avail able when a failure occurs.

The expected total restoration time T is thus equal to Ts + Trs or to
Trs when a dedicated conputation is perforned for each working LSP

2. Wthout Route Pre-conputation (or Full LSP re-routing)
An end-to-end restoration LSP is dynam cally established after the

failure(s) occur(s). After failure occurrence, one or nore
(disjoint) paths for the restoration LSP are dynanically conputed and
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one is selected. As such, one can define this as a conplete "LSP
re-routing" nechani sm

No reservation or selection of resources is perforned along the
restoration path before failure occurrence. As a result, there is no
guarantee that a restoration LSP is avail able when a failure occurs.

The expected total restoration tinme T is thus equal to Tc (+ Ts) +
Trs. Therefore, tine performance between these two approaches
differs by the tine required for route conputation Tc (and its
potential selection tinme, Ts).

5.5.3. Pre-Planned LSP Restoration

Pre-pl anned LSP restoration (also referred to as pre-planned LSP re-
routing) inplies that the restoration LSP is pre-signaled. This in
turn inplies the reservation of recovery resources along the
restoration path. Two cases can be defined based on whether the
recovery resources are pre-selected.

1. Wth resource reservation and w thout resource pre-selection

Before failure occurrence, an end-to-end restoration path is pre-
selected froma set of pre-conputed (disjoint) paths. The
restoration LSP is signaled along this pre-selected path to reserve
resources at each node, but these resources are not sel ected.

In this case, the resources reserved for each restoration LSP may be
dedi cated or shared between multiple restorati on LSPs whose wor ki ng
LSPs are not expected to fail sinultaneously. Local node policies
can be applied to define the degree to which these resources can be
shared across independent failures. Also, since a restoration schene
i s considered, resource sharing should not be limted to restoration
LSPs that start and end at the sanme ingress and egress nodes.

Theref ore, each node participating in this schene is expected to
recei ve sone feedback information on the sharing degree of the
recovery resource(s) that this schene invol ves

Upon failure detection/notification nessage reception, signaling is
initiated along the restoration path to select the resources, and to
performthe appropriate operation at each node crossed by the
restoration LSP (e.g., cross-connections). |If lower priority LSPs
were established using the restoration resources, they nust be
preenpted when the restoration LSP is activated.

Thus, the expected total restoration time T is equal to Tas (post-

failure activation), while operations perfornmed before failure
occurrence take Tc + Ts + Tr.
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2. Wth both resource reservation and resource pre-selection

Before failure occurrence, an end-to-end restoration path is pre-
selected froma set of pre-conputed (disjoint) paths. The
restoration LSP is signaled along this pre-selected path to reserve
AND sel ect resources at each node, but these resources are not
conmitted at the data plane level. So that the selection of the
recovery resources is conmitted at the control plane level only, no
cross-connections are perfornmed along the restoration path.

In this case, the resources reserved and sel ected for each
restoration LSP may be dedicated or even shared between multiple
restorati on LSPs whose associ ated working LSPs are not expected to
fail sinmultaneously. Local node policies can be applied to define
the degree to which these resources can be shared across independent
failures. Also, because a restoration schenme is considered, resource
sharing should not be limted to restoration LSPs that start and end
at the sane ingress and egress nodes. Therefore, each node
participating in this schene is expected to receive sone feedback

i nfornmati on on the sharing degree of the recovery resource(s) that
this schene invol ves.

Upon failure detection/notification nmessage reception, signaling is
initiated along the restoration path to activate the reserved and

sel ected resources, and to performthe appropriate operation at each
node crossed by the restoration LSP (e.g., cross-connections). |If
lower priority LSPs were established using the restoration resources,
they nmust be preenpted when the restoration LSP is activat ed.

Thus, the expected total restoration time T is equal to Ta (post-
failure activation), while operations perforned before failure
occurrence take Tc + Ts + Trs. Therefore, time perfornmance between
these two approaches differs only by the tinme required for resource
selection during the activation of the recovery LSP (i.e., Tas - Ta).

5.5.4. LSP Segnent Restoration

The above approaches can be applied on an edge-to-edge LSP basis
rather than end-to-end LSP basis (i.e., to reduce the gl obal recovery
time) by allowi ng the recovery of the individual LSP segnments
constituting the end-to-end LSP

Al so, by using the horizontal hierarchy approach described in Section
7.1, an end-to-end LSP can be recovered by nultiple recovery
nmechani snms applied on an LSP segnent basis (e.g., 1:1 edge-to-edge
LSP protection in a nmetro network, and M N edge-to-edge protection in
the core). These nechani sns are ideally independent and nmay even use
different failure localization and notification mechanisns.
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6.

6.

Rever si on

Reversion (a.k.a. nornalization) is defined as the nmechani small owi ng
switching of normal traffic fromthe recovery LSP/span to the working
LSP/ span previously under failure condition. Use of nornalization is
at the discretion of the recovery donmain policy. Nornmalization nmay

i mpact the normal traffic (a second hit) depending on the
normal i zati on mechani sm used.

If normalization is supported, then 1) the LSP/span nust be returned
to the working LSP/span when the failure condition clears and 2) the
capability to de-activate (turn-off) the use of reversion should be
provi ded. De-activation of reversion should not inpact the nornal
traffic, regardl ess of whether it is currently using the working or
recovery LSP/span.

Note: during the failure, the reuse of any non-failed resources
(e.g., LSP and/or spans) belonging to the working LSP/span i s under
the discretion of recovery domain policy.

1. Wiit-To-Restore (WR)

A specific nechanism (Wait-To-Restore) is used to prevent frequent
recovery switching operations due to an internmttent defect (e.g.
Bit Error Rate (BER) fluctuating around the SD t hreshol d).

First, an LSP/span under failure condition nmust becone fault-free,
e.g., a BER less than a certain recovery threshold. After the
recovered LSP/span (i.e., the previously working LSP/span) neets this
criterion, a fixed period of tinme shall el apse before normal traffic
uses the correspondi ng resources again. This duration called Wait-
To- Restore (WIR) period or tiner is generally on the order of a few
m nutes (for instance, 5 minutes) and shoul d be capabl e of being set.
The WIR timer may be either a fixed period, or provide for
increnmental ly | onger periods before retrying. An SF or SD condition
on the previously working LSP/span will override the WIR tiner val ue
(i.e., the WIR cancels and the WIR tinmer will restart).

6.2. Revertive Mde Qperation

In revertive node of operation, when the recovery LSP/span is no

| onger required, i.e., the failed working LSP/span is no |longer in SD
or SF condition, a local Wait-to-Restore (WIR) state will be
activated before switching the normal traffic back to the recovered
wor ki ng LSP/ span.

During the reversion operation, since this state beconmes the highest
in priority, signaling nust naintain the normal traffic on the
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recovery LSP/span fromthe previously failed working LSP/span
Moreover, during this WIR state, any null traffic or extra traffic
(if applicable) request is rejected.

However, deactivation (cancellation) of the wait-to-restore timer may
occur if there are higher priority request attenpts. That is, the
recovery LSP/span usage by the normal traffic may be preenpted if a
hi gher priority request for this recovery LSP/span is attenpted

6.3. O phans

When a reversion operation is requested, nornal traffic nust be
switched fromthe recovery to the recovered working LSP/span. A
particul ar situation occurs when the previously working LSP/span
cannot be recovered, so normal traffic cannot be swi tched back. In
that case, the LSP/span under failure condition (also referred to as
"orphan") mnust be cleared (i.e., renoved) fromthe pool of resources
all ocated for nornal traffic. Oherw se, potential de-
synchroni zati on between the control and transport plane resource
usage can appear. Depending on the signaling protocol capabilities
and behavior, different mechani sms are expected here.

Therefore, any reserved or allocated resources for the LSP/span under
failure condition nmust be unreserved/ de-allocated. Several ways can
be used for that purpose: wait for the clear-out tinme interval to

el apse, initiate a deletion fromthe ingress or the egress node, or
trigger the initiation of deletion froman entity (such as an EMS or
NVS) capabl e of reacting upon reception of an appropriate
notification nmessage.

7. Hierarchies

Recovery nechani sns are being nmade available at nultiple (if not all)
transport layers within so-called "IP/ MPLS-over-optical" networKks.
However, each |layer has certain recovery features, and one needs to
determ ne the exact inpact of the interaction between the recovery
mechani sns provi ded by these | ayers.

H erarchies are used to build scal able conplex systens. By hiding
the internal details, abstraction is used as a nmechanismto build

| arge networks or as a technique for enforcing technol ogy,
topol ogi cal, or administrative boundaries. The sane hierarchica
concept can be applied to control the network survivability. Network
survivability is the set of capabilities that allow a network to
restore affected traffic in the event of a failure. Network
survivability is defined further in [RFC4427]. |In general, it is
expected that the recovery action is taken by the recoverable

LSP/ span closest to the failure in order to avoid the multiplication
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7.

7.

1

2.

of recovery actions. Mreover, recovery hierarchies also can be
bound to control plane logical partitions (e.g., admnistrative or

t opol ogi cal boundaries). Each logical partition may apply different
recovery mechani sns.

In brief, it is comonly accepted that the | ower |ayers can provide
coarse but faster recovery while the higher |ayers can provide finer
but slower recovery. Mdreover, it is also desirable to avoid simlar
layers with functional overlaps in order to optinize network resource
utilization and processing overhead, since repeating the sane
capabilities at each |layer does not create any added val ue for the
network as a whole. 1In addition, even if a |ower |ayer recovery
mechani smis enabled, it does not prevent the additional provision of
a recovery mechani smat the upper layer. The inverse statenent does
not necessarily hold; that is, enabling an upper |ayer recovery
mechani sm may prevent the use of a |lower |ayer recovery mechani sm

In this context, this section anal yzes these hierarchical aspects

i ncludi ng the physical (passive) |ayer(s).

Hori zontal Hierarchy (Partitioning)

A horizontal hierarchy is defined when partitioning a single-Iayer
network (and its control plane) into several recovery domains.

Wthin a donain, the recovery scope may extend over a link (or span),
LSP segment, or even an end-to-end LSP. Mbreover, an adninistrative
domai n may consist of a single recovery domain or can be partitioned
into several smaller recovery domains. The operator can partition
the network into recovery domai ns based on physical network topol ogy,
control plane capabilities, or various traffic engineering
constraints.

An exanpl e often addressed in the literature is the metro-core-netro
application (sonetines extended to a nmetro-netro/core-core) within a
single transport |ayer (see Section 7.2). For such a case, an end-
to-end LSP is defined between the ingress and egress netro nodes,
while LSP segnents nmay be defined within the netro or core sub-
networks. Each of these topol ogical structures deternines a so-
called "recovery domai n" since each of the LSPs they carry can have
its own recovery type (or even schene). The support of multiple
recovery types and schenes within a sub-network is referred to as a
"nmul ti-recovery capable domain" or sinply "nulti-recovery domain"

Vertical Hierarchy (Layers)

It is very challenging to conbine the different recovery capabilities
avai |l abl e across the path (i.e., switching capable) and section

| ayers to ensure that certain network survivability objectives are
met for the network-supported services.
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As a first analysis step, one can draw the foll owi ng guidelines for
a vertical coordination of the recovery mechani smns:

- The lower the layer, the faster the notification and swi tching.

- The higher the layer, the finer the granularity of the recoverable
entity and therefore the granularity of the recovery resource.

Moreover, in the context of this analysis, a vertical hierarchy
consists of nultiple layered transport planes providing different:

- Discrete bandwidth granularities for non-packet LSPs such as OCh,
ODUWUKk, STS SPE/ HOVC, and VT_SPE/ LOVC LSPs and conti nuous bandw dth
granularities for packet LSPs.

- Potential recovery capabilities with different tenpora
granularities: ranging frommlliseconds to tens of seconds

Not e: based on the bandwi dth granularity, we can determ ne four

cl asses of vertical hierarchies: (1) packet over packet, (2) packet
over circuit, (3) circuit over packet, and (4) circuit over circuit.
Bel ow we briefly expand on (4) only. (2) is covered in [ RFC3386]. (1)
is extensively covered by the MPLS Wirking Group, and (3) by the PWE3
Wor ki ng G oup.

I n SONET/ SDH envi ronments, one typically considers the VI_SPE/ LOVC
and STS SPE/ HOVC as i ndependent |ayers (for exanple, VI_SPE/ LOVC LSP
uses the underlying STS SPE/HOVC LSPs as links). In OIN, the ODUk
path layers will lie on the OCh path layer, i.e., the ODUk LSPs use
the underlying OCh LSPs as OIWk |inks. Note here that |ower |ayer
LSPs may sinply be provisioned and not necessarily dynam cally
triggered or established (control driven approach). In this context,
an LSP at the path layer (i.e., established using GWLS signaling),
such as an optical channel LSP, appears at the OTWk layer as a link
controlled by a link nmanagenent protocol such as LM

The first key issue with nulti-layer recovery is that achieving

i ndi vidual or bulk LSP recovery will be as efficient as the
underlying link (local span) recovery. In such a case, the span can
be either protected or unprotected, but the LSP it carries nust be
(at least locally) recoverable. Therefore, the span recovery process
can be either independent when protected (or restorable), or
triggered by the upper LSP recovery process. The forner case

requi res coordination to achi eve subsequent LSP recovery. Therefore,
in order to achi eve robustness and fast convergence, multi-|ayer
recovery requires a fine-tuned coordination nmechani sm
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Moreover, in the absence of adequate recovery nechani sm coordi nation
(for instance, a pre-determi ned coordi nati on when using a hol d- of f
timer), a failure notification may propagate fromone |layer to the
next one within a recovery hierarchy. This can cause "collisions"
and trigger sinultaneous recovery actions that may lead to race
conditions and, in turn, reduce the optim zation of the resource
utilization and/or generate global instabilities in the network (see
[ MANCHESTER] ). Therefore, a consistent and efficient escalation
strategy is needed to coordinate recovery across several |ayers.

One can expect that the definition of the recovery nechani sns and
protocol (s) is technol ogy-i ndependent so that they can be
consistently inplenented at different layers; this would in turn
simplify their global coordination. Mreover, as nentioned in

[ RFC3386], some | ooser form of coordination and comuni cati on between
(vertical) layers such as a consistent hold-off timer configuration
(and setup through signaling during the working LSP establishnment)
can be considered, thereby allow ng the synchroni zati on between
recovery actions perforned across these |ayers.

7.2.1. Recovery Ganularity

In nost environnents, the design of the network and the vertica

di stribution of the LSP bandwi dth are such that the recovery
granularity is finer at higher layers. The OIN and SONET/ SDH | ayers
can recover only the whole section or the individual connections they
transports whereas the | P/ MPLS control plane can recover individua
packet LSPs or groups of packet LSPs independently of their
granularity. On the other side, the recovery granularity at the
sub-wavel ength I evel (i.e., SONET/SDH) can be provided only when the
networ k i ncludes devices switching at the sane granularity (and thus
not with optical channel level). Therefore, the network | ayer can
deliver control-plane-driven recovery nechani sns on a per-LSP basis
if and only if these LSPs have their correspondi ng sw tching

granul arity supported at the transport plane |evel

7.3. Escalation Strategies

There are two types of escalation strategies (see [ DEMEESTER]):
bott om up and t op- down.

The bottom up approach assunes that |ower |ayer recovery types and
schenes are nore expedi ent and faster than upper |ayer ones.
Therefore, we can inhibit or hold off higher [ayer recovery.

However, this assunption is not entirely true. Consider for instance
a SONET/ SDH based protection mechanism (with a protection sw tching
time of less than 50 ns) lying on top of an OTN restorati on nechani sm
(with a restoration tinme of less than 200 ns). Therefore, this
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assunption should be (at least) clarified as: the | ower |ayer
recovery mechanismis expected to be faster than the upper |evel one,
if the same type of recovery nechanismis used at each |ayer

Consequently, taking into account the recovery actions at the
different layers in a bottomup approach: if |ower |ayer recovery
mechani snms are provi ded and sequentially activated in conjunction

wi th higher |ayer ones, the |lower |ayers nust have an opportunity to
recover nornal traffic before the higher layers do. However, if

| ower layer recovery is slower than higher |ayer recovery, the |ower

| ayer nust either conmmunicate the failure-related information to the
hi gher layer(s) (and allow it to performrecovery), or use a hol d-off
timer in order to tenporarily set the higher l|ayer recovery action in
a "standby node". Note that the a priori information exchange

bet ween | ayers concerning their efficiency is not within the current
scope of this document. Nevertheless, the coordination functionality
bet ween | ayers nust be configurabl e and tunable.

For exanpl e, coordination between the optical and packet |ayer
control plane enables the optical layer to performthe failure
managenent operations (in particular, failure detection and
notification) while giving to the packet |ayer control plane the
authority to decide and performthe recovery actions. |f the packet
| ayer recovery action is unsuccessful, fallback at the optical |ayer
can be perfornmed subsequently.

The t op-down approach attenpts service recovery at the higher |ayers
before invoking | ower |ayer recovery. Higher |ayer recovery is
service selective, and permts "per-CoS" or "per-connection" re-
routing. Wth this approach, the nost inportant aspect is that the
upper layer should provide its own reliable and i ndependent failure
detection nechanismfromthe | ower |ayer

[ DEMEESTER] al so suggests recovery mechani sms incorporating a

coordi nated effort shared by two adjacent |layers with periodic status
updates. Mreover, sone of these recovery operations can be pre-
assigned (on a per-link basis) to a certain layer, e.g., a given link
will be recovered at the packet |ayer while another will be recovered
at the optical |ayer.

7.4. Disjointness

Havi ng i nk and node di verse working and recovery LSPs/spans does not
guarantee their conplete disjointness. Due to the common physica

| ayer topol ogy (passive), additional hierarchical concepts, such as
the Shared Ri sk Link Goup (SRLG, and nechanisns, such as SRLG

di verse path conputation, nust be devel oped to provide conplete

wor ki ng and recovery LSP/span di sjointness (see [IPO1M] and
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[ RFC4202]). Oherwise, a failure affecting the working LSP/span
woul d al so potentially affect the recovery LSP/span; one refers to
such an event as "conmon failure"

7.4.1. SRLG Di sjoi ntness

A Shared Risk Link Group (SRLG is defined as the set of links
sharing a conmon risk (such as a common physical resource such as a
fiber Iink or a fiber cable). For instance, a set of links L bel ongs

to the same SRLG s, if they are provisioned over the same fiber |ink
f.

The SRLG properties can be summari zed as fol |l ows:

1) Alink belongs to nore than one SRLGif and only if it crosses one
of the resources covered by each of them

2) Two links belonging to the sanme SRLG can belong individually to
(one or nore) other SRLGs.

3) The SRLG set S of an LSP is defined as the union of the individua
SRLG s of the individual |inks conposing this LSP

SRLG di sjointness is also applicable to LSPs:

The LSP SRLG di sj oi nt ness concept is based on the follow ng
postulate: an LSP (i.e., a sequence of |inks and nodes) covers an
SRLGif and only if it crosses one of the links or nodes bel ongi ng
to that SRLG

Therefore, the SRLG di sjointness for LSPs, can be defined as
follows: two LSPs are disjoint with respect to an SRLGs if and
only if they do not cover sinultaneously this SRLG s.

Whi |l st the SRLG disjointness for LSPs with respect to a set S of
SRLGs, is defined as follows: two LSPs are disjoint with respect
to a set of SRLGs S if and only if the set of SRLGs that are
common to both LSPs is disjoint fromset S

The inmpact on recovery is noticeable: SRLG disjointness is a
necessary (but not a sufficient) condition to ensure network
survivability. Wth respect to the physical network resources, a

wor ki ng-recovery LSP/span pair nust be SRLG disjoint in case of

dedi cated recovery type. On the other hand, in case of shared
recovery, a group of working LSP/spans nust be nutually SRLG disjoint
in order to allow for a (single and comon) shared recovery LSP that
is itself SRLG disjoint fromeach of the working LSPs/spans
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8.

Recovery Mechani sns Anal ysi s

In order to provide a structured anal ysis of the recovery nechani sns
detailed in the previous sections, the follow ng di nensi ons can be
consi der ed:

1. Fast convergence (performance): provide a nechani smthat
aggregates multiple failures (inplying fast failure detection and
correl ation nechani sns) and fast recovery deci sion independently
of the nunber of failures occurring in the optical network (al so
inmplying a fast failure notification).

2. Efficiency (scalability): mninize the switching tine required for
LSP/ span recovery independently of the nunber of LSPs/spans being
recovered (this inplies efficient failure correlation, fast
failure notification, and tinme-efficient recovery nechani sns).

3. Robustness (availability): mninze the LSP/span downti e
i ndependently of the underlying topology of the transport plane
(this inplies a highly responsive recovery nmechanisnj.

4. Resource optimzation (optimality): mnimze the resource
capacity, including LSPs/spans and nodes (sw tching capacity),
required for recovery purposes; this dinension can also be
referred to as optinmi zing the sharing degree of the recovery
resources

5. Cost optinization: provide a cost-effective recovery type/schene.

However, these dinensions are either outside the scope of this
docunent (such as cost optim zation and recovery path conputationa
aspects) or nutually conflicting. For instance, it is obvious that
providing a 1+1 LSP protection mininizes the LSP downtine (in case of
failure) while being non-scal able and consum ng recovery resource

wi t hout enabling any extra-traffic.

The follow ng sections anal yze the recovery phases and nechani sns
detailed in the previous sections with respect to the di nensions
descri bed above in order to assess the GWLS protocol suite
capabilities and applicability. 1In turn, this allows the evaluation
of the potential need for further GWPLS signaling and routing

ext ensi ons.
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8.1. Fast Convergence (Detection/Correlation and Hol d-of f Tine)

Fast convergence is related to the failure managenent operations. |t
refers to the time el apsed between failure detection/correlation and
hol d-of f time, the point at which the recovery switching actions are
initiated. This point has been detailed in Section 4.

8.2. Efficiency (Recovery Switching Tine)

In general, the nore pre-assignnent/pre-planning of the recovery

LSP/ span, the nore rapid the recovery is. Because protection inplies
pre-assi gnnent (and cross-connection) of the protection resources, in
general, protection recovers faster than restoration

Span restoration is likely to be slower than nost span protection
types; however this greatly depends on the efficiency of the span
restoration signaling. LSP restoration with pre-signaled and pre-

sel ected recovery resources is likely to be faster than fully dynamc
LSP restoration, especially because of the elimination of any
potential crankback during the recovery LSP establishnent.

I f one excludes the crankback issue, the difference between dynanic
and pre-planned restoration depends on the restoration path
conputation and selection tinme. Since conputational considerations
are outside the scope of this docunent, it is up to the vendor to
determi ne the average and maxi num path conputation tine in different
scenarios and to the operator to deci de whether or not dynamic
restoration is advant ageous over pre-planned schenes that depend on
the network environnent. This difference al so depends on the
flexibility provided by pre-planned restoration versus dynanic
restoration. Pre-planned restoration inplies a somewhat limted
nunber of failure scenarios (that can be due, for instance, to |oca
storage capacity limtation). Dynam c restoration enables on-denand
pat h conputation based on the information received through failure
notification nmessage, and as such, it is nore robust with respect to
the failure scenario scope.

Mor eover, LSP segnent restoration, in particular, dynamc restoration
(i.e., no path pre-conputation, so none of the recovery resource is
pre-reserved) will generally be faster than end-to-end LSP
restoration. However, local LSP restoration assunes that each LSP
segrment end- poi nt has enough conputational capacity to performthis
operation while end-to-end LSP restoration requires only that LSP
end- points provide this path conputation capability.

Recovery tinme objectives for SONET/ SDH protection switching (not

including tine to detect failure) are specified in [G 841] at 50 ns,
taking into account constraints on di stance, nunber of connections
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8.

3.

i nvol ved, and in the case of ring enhanced protection, nunber of
nodes in the ring. Recovery tine objectives for restoration
nmechani sms have been proposed through a separate effort [ RFC3386].

Robust ness

In general, the |ess pre-assignnent (protection)/pre-planning
(restoration) of the recovery LSP/span, the nore robust the recovery
type or schenme is to a variety of single failures, provided that
adequat e resources are avail able. Mreover, the pre-selection of the
recovery resources gives (in the case of nultiple failure scenarios)
less flexibility than no recovery resource pre-selection. For
instance, if failures occur that affect two LSPs sharing a common
link along their restoration paths, then only one of these LSPs can
be recovered. This occurs unless the restoration path of at |east
one of these LSPs is re-conputed, or the local resource assignnent is
nmodi fied on the fly.

In addition, recovery types and schenes with pre-planned recovery
resources (in particular, LSP/spans for protection and LSPs for
restoration purposes) will not be able to recover fromfailures that
simul t aneously affect both the working and recovery LSP/span. Thus,
the recovery resources should ideally be as disjoint as possible
(with respect to link, node, and SRLG fromthe working ones, so that
any single failure event will not affect both working and recovery
LSP/ span. In brief, working and recovery resources nust be fully
diverse in order to guarantee that a given failure will not affect

si mul t aneously the working and the recovery LSP/span. Also, the risk
of simultaneous failure of the working and the recovery LSPs can be
reduced. It is reduced by conputing a new recovery path whenever a
failure occurs along one of the recovery LSPs or by conputing a new
recovery path and provision the correspondi ng LSP whenever a failure
occurs along a working LSP/span. Both nethods enable the network to
mai ntai n the nunber of available recovery path constant.

The robustness of a recovery schene is also determ ned by the anobunt
of pre-reserved (i.e., signaled) recovery resources within a given
shared resource pool: as the sharing degree of recovery resources

i ncreases, the recovery schene becones | ess robust to nultiple

LSP/ span failure occurrences. Recovery schenes, in particular
restoration, with pre-signaled resource reservation (with or wthout
pre-sel ection) should be capable of reserving an adequate anount of
resource to ensure recovery fromany specific set of failure events,
such as any single SRLG failure, any two SRLG failures, etc.
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8.4. Resource Optim zation

It is conmonly adnmitted that sharing recovery resources provides
network resource optim zation. Therefore, froma resource
utilization perspective, protection schenes are often classified with
respect to their degree of sharing recovery resources with the
working entities. Mreover, non-permanent bridging protection types
al l ow (under normal conditions) for extra-traffic over the recovery
resour ces

Fromthis perspective, the following statenents are true

1) 1+1 LSP/ Span protection is the nobst resource-consumning protection
type because it does not allow for any extra traffic.

2) 1:1 LSP/span recovery requires dedi cated recovery LSP/span
allowing for extra traffic.

3) 1:N and M N LSP/span recovery require 1 (and M respectively)
recovery LSP/span (shared between the N working LSP/span) allow ng
for extra traffic.

obvi ously, 1+1 protection precludes, and 1:1 recovery does not all ow
for any recovery LSP/span sharing, whereas 1: N and M N recovery do
all ow sharing of 1 (M respectively) recovery LSP/spans between N
wor ki ng LSP/ spans. However, despite the fact that 1:1 LSP recovery
precludes the sharing of the recovery LSP, the recovery schenes that
can be built fromit (e.g., (1:1)”n, see Section 5.4) do all ow
sharing of its recovery resources. 1In addition, the flexibility in
the usage of shared recovery resources (in particular, shared |inks)
may be |limted because of network topology restrictions, e.g., fixed
ring topology for traditional enhanced protection schenes.

On the other hand, when using LSP restoration wth pre-signaled
resource reservation, the anmount of reserved restoration capacity is
determ ned by the | ocal bandwi dth reservation policies. |In LSP
restoration schenes with re-provisioning, a pool of spare resources
can be defined fromwhich all resources are selected after failure
occurrence for the purpose of restoration path conputation. The
degree to which restoration schenmes all ow sharing anongst multiple

i ndependent failures is then directly inferred fromthe size of the
resource pool. Moreover, in all restoration schenes, spare resources
can be used to carry preenptible traffic (thus over preenptible

LSP/ span) when the correspondi ng resources have not been comitted
for LSP/span recovery purposes.

Fromthis, it clearly follows that |ess recovery resources (i.e.
LSP/ spans and switching capacity) have to be allocated to a shared
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recovery resource pool if a greater sharing degree is allowed. Thus,
the network survivability level is deternined by the policy that
defines the anmount of shared recovery resources and by the nmaxi num
sharing degree allowed for these recovery resources.

8.4.1. Recovery Resource Sharing

Wien recovery resources are shared over several LSP/ Spans, the use of
t he Maxi mum Reservabl e Bandwi dt h, the Unreserved Bandwi dth, and the
Maxi mum LSP Bandwi dt h (see [ RFC4202]) provides the informati on needed
to obtain the optimzation of the network resources allocated for
shared recovery purposes.

The Maxi mum Reservabl e Bandwi dth is defined as the Maxi num Li nk
Bandwi dth but it nmay be greater in case of |ink over-subscription.

The Unreserved Bandwidth (at priority p) is defined as the bandw dth
not yet reserved on a given TE link (its initial value for each
priority p corresponds to the Maxi mum Reservabl e Bandwi dth). Last,
t he Maxi mum LSP Bandwi dth (at priority p) is defined as the snaller
of Unreserved Bandwi dth (at priority p) and Maxi mum Li nk Bandwi dt h.

Here, one generally considers a recovery resource sharing degree (or
ratio) to globally optinize the shared recovery resource usage. The
di stribution of the bandwidth utilization per TE link can be inferred
fromthe per-priority bandwi dth pre-allocation. By using the Maxi num
LSP Bandwi dth and the Maxi mum Reservabl e Bandwi dth, the anount of
(over-provisioned) resources that can be used for shared recovery
purposes is known fromthe | GP.

In order to analyze this behavior, we define the difference between

t he Maxi num Reservabl e Bandwidth (in the present case, this value is
greater than the Maxi mum Li nk Bandwi dth) and the Maxi mnum LSP

Bandwi dth per TE link i as the Maxi mum Shareabl e Bandw dth or
max_R[i]. Wthin this quantity, the anount of bandw dth currently

al l ocated for shared recovery per TElink i is defined as R[i]. Both
quantities are expressed in terns of discrete bandwi dth units (and
thus, the M ninmum LSP Bandwi dth is of one bandwi dth unit).

The know edge of this information available per TE Iink can be
exploited in order to optim ze the usage of the resources allocated
per TE link for shared recovery. |If one refers to r[i] as the actual
bandwi dth per TE link i (in terns of discrete bandwi dth units)
committed for shared recovery, then the follow ng quantity nust be
maxi ni zed over the potential TE Iink candi dates:

sum {i =1}"N [(R{i} - r{i})/(t{i} - b{i})]
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or equivalently: sum{i=1}"N[(R{i} - r{i})/r{i}]

with R{i} >= 1 and r{i} >= 1 (in terns of per conponent
bandwi dth unit)

In this formula, Nis the total nunber of |inks traversed by a given
LSP, t[i] the Maxi num Link Bandwi dth per TE link i, and b[i] the sum
per TE link i of the bandwidth conmitted for working LSPs and ot her
recovery LSPs (thus except "shared bandwi dth" LSPs). The quantity
[(R{i} - r{i})/r{i}] is defined as the Shared (Recovery) Bandwi dth
Ratio per TElink i. 1In addition, TE links for which R i] reaches
max_R[i] or for which r[i] = 0 are pruned during shared recovery path
conputation as well as TE links for which max Ri] = r[i] that can
simply not be shared.

More generally, one can draw the foll ow ng nmappi ng between the
avai |l abl e bandwi dth at the transport and control plane |evel:

R Max Reservabl e Bandw dt h

|R----- |

IEEEEE |

- ----- | max_R

----- |

———————— TE link Capacity - ------ | - Maximum TE Li nk Bandwi dth
----- [r ----- v
----- <------ b ------> - ---------- Maxi nrum LSP Bandwi dt h
---------- <--- M ni mum LSP Bandwi dt h
-------- 0 se-------- 0

Not e that the above approach does not require the flooding of any per
LSP information or any detailed distribution of the bandw dth

al | ocation per conponent |ink or individual ports or even any per-
priority shareable recovery bandwi dth information (using a dedicated
sub-TLV). The latter would provide the same capability as the

al ready defined Maxi mum LSP bandwi dth per-priority information. This
approach is referred to as a Partial (or Aggregated) Information
Routing as described in [ KODI ALAML] and [ KODI ALAM2]. They show t hat
the difference obtained with a Full (or Conplete) Information Routing
approach (where for the whole set of working and recovery LSPs, the
anount of bandwi dth units they use per-link is known at each node and
for each Iink) is clearly negligible. The Full Information Routing
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approach is detailed in [GIl]. Note also that both approaches rely
on the determninistic know edge (at different degrees) of the network
topol ogy and resource usage status.

Mor eover, extending the GWLS signaling capabilities can enhance the
Partial Information Routing approach. It is enhanced by all ow ng
wor ki ng- LSP-rel ated information and, in particular, its path
(including link and node identifiers) to be exchanged with the
recovery LSP request. This enables nore efficient adnission contro
at upstream nodes of shared recovery resources, and in particular,
links (see Section 8.4.3).

8.4.2. Recovery Resource Sharing and SRLG Recovery

Resource shareability can also be maxinmzed with respect to the
nunber of tinmes each SRLGis protected by a recovery resource (in
particular, a shared TE |link) and nmet hods can be considered for
avoi di ng contention of the shared recovery resources in case of
single SRLG failure. These nethods enable the sharing of recovery
resources between two (or nore) recovery LSPs, if their respective
working LSPs are nmutually disjoint with respect to |ink, node, and
SRLGs. Then, a single failure does not sinultaneously disrupt
several (or at |east two) working LSPs.

For instance, [BOU LLET] shows that the Partial |nformation Routing
approach can be extended to cover recovery resource shareability with
respect to SRLG recoverability (i.e., the nunber of tines each SRLG
is recoverable). By flooding this aggregated information per TE
link, path conputation and sel ection of SRLG diverse recovery LSPs
can be optim zed with respect to the sharing of recovery resource
reserved on each TE link. This yields a performance difference of

I ess than 5% which is negligible conpared to the correspondi ng Ful

I nformation Fl oodi ng approach (see [GLI]).

For this purpose, additional extensions to [RFC4202] in support of
pat h conputation for shared nesh recovery have been often considered
inthe literature. TE link attributes would include, anong ot hers,
the current nunber of recovery LSPs sharing the recovery resources
reserved on the TE link, and the current nunber of SRLGs recoverable
by this amount of (shared) recovery resources reserved on the TE
link. The latter is equivalent to the current nunber of SRLGs that
will be recovered by the recovery LSPs sharing the recovery resource
reserved on the TE link. Then, if explicit SRLG recoverability is
considered, a TElink attribute would be added that includes the
explicit list of SRLGs (recoverable by the shared recovery resource
reserved on the TE link) and their respective shareable recovery
bandwi dths. The latter information is equivalent to the shareable
recovery bandwi dth per SRLG (or per group of SRLGs), which inplies
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that the anount of shareabl e bandwi dth and the nunber of |isted SRLGs
wi || decrease over tine.

Conmpared to the case of recovery resource sharing only (regardl ess of
SRLG recoverability, as described in Section 8.4.1), these additiona
TE link attributes would potentially deliver better path conputation
and selection (at a distinct ingress node) for shared nmesh recovery
pur poses. However, due to the lack of evidence of better efficiency
and due to the conplexity that such extensions would generate, they
are not further considered in the scope of the present analysis. For
i nstance, a per-SRLG group m ni mum maxi num shareabl e recovery

bandwi dth is restricted by the Iength that the correspondi ng (sub-)
TLV may take and thus the nunber of SRLGs that it can include.
Therefore, the correspondi ng paraneter should not be translated into
GWPLS routing (or even signaling) protocol extensions in the form of
TE |i nk sub-TLVW.

8.4.3. Recovery Resource Sharing, SRLG Disjointness and Adni ssion
Contro

Admi ssion control is a strict requirenent to be fulfilled by nodes
gi ving access to shared links. This can be illustrated using the
foll owi ng network topol ogy:

A ------ C ====== D
| | |
| | |
| B |
| | |
| | |
------- E------ F

Node A creates a working LSP to D (A-C-D), B creates sinultaneously a
working LSP to D (B-CG-D) and a recovery LSP (B-E-F-D) to the same
destination. Then, A decides to create a recovery LSP to D (A-E-F-
D), but since the C-D span carries both working LSPs, node E should
ei ther assign a dedicated resource for this recovery LSP or reject
this request if the CD span has already reached its naxi mumrecovery
bandwi dth sharing ratio. In the latter case, CD span failure would
i nply that one of the working LSP woul d not be recoverable.

Consequently, node E nust have the required information to perform
adm ssion control for the recovery LSP requests it processes
(implying for instance, that the path followed by the working LSP is
carried with the corresponding recovery LSP request). |f node E can
guarantee that the working LSPs (A-C-D and B-C-D) are SRLG di sj oi nt
over the C-D span, it may securely accept the incomng recovery LSP
request and assign to the recovery LSPs (A-E-F-D and B-E-F-D) the
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same resources on the link E-F. This nmay occur if the link E-F has
not yet reached its maxi mumrecovery bandwi dth sharing ratio. In
this exanpl e, one assunes that the node failure probability is
negligible conmpared to the link failure probability.

To achieve this, the path followed by the working LSP is transported
with the recovery LSP request and exam ned at each upstream node of
potentially shareable |links. Adnission control is performed using
the interface identifiers (included in the path) to retrieve in the
TE Dat aBase the list of SRLG I Ds associated to each of the working
LSP links. |If the working LSPs (A-C-D and B-C-D) have one or nore
link or SRLGID in common (in this exanple, one or nore SRLGid in
common over the span C-D), node E should not assign the sane resource
over link E-F to the recovery LSPs (A-E-F-D and B-E-F-D). O herw se,
one of these working LSPs would not be recoverable if C D span
failure occurred.

There are sone issues related to this nethod; the major one is the
nunber of SRLG IDs that a single link can cover (nore than 100, in
conpl ex environnments). Moreover, when using link bundles, this
approach may generate the rejection of sone recovery LSP requests.
This occurs when the SRLG sub-TLV corresponding to a |ink bundle

i ncludes the union of the SRLGid list of all the conmponent I|inks
bel onging to this bundle (see [ RFC4202] and [ RFC4201]).

In order to overcone this specific issue, an additional nmechani sm nmay
consi st of querying the nodes where the informati on would be
available (in this case, node E would query C). The main drawback of
this method is that (in addition to the dedicated nechanisn(s) it
requires) it may beconme conpl ex when several common nodes are
traversed by the working LSPs. Therefore, when using |ink bundles,
solving this issue is closely related to the sequence of the recovery
operations. Per-conponent flooding of SRLG identifiers would deeply
i npact the scalability of the link state routing protocol

Therefore, one may rely on the usage of an on-line accessible network
nmanagenment system
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9. Summary and Concl usi ons

The
sche

Pat h
Set u

2a.

3a.

3b.

followi ng table sumarizes the different recovery types and
mes anal yzed t hroughout this docunent.

| | faster recovery |
| | less flexible |
| 1| l|ess robust |
| | nmost resource-consuning

I |

p ............................................................
| | relatively fast recovery | Does not apply
| | relatively flexible |
| 2| relatively robust |
| | resource consunption |
| | depends on sharing degree
| | relatively fast recovery | less faster (conputation)
| | nmore flexible | nmost flexible
| 3| relatively robust | nost robust
| | less resource-consuning | least resource-consuni ng
| | depends on sharing degree
Recovery LSP setup (before failure occurrence) with resource

reservation (i.e., signaling) and selection is referred to as LSP
protection.

Recovery LSP setup (before failure occurrence) with resource
reservation (i.e., signaling) and with resource pre-selection is
referred to as pre-planned LSP re-routing with resource pre-
selection. This inplies only recovery LSP activation after
failure occurrence.

Recovery LSP setup (before failure occurrence) with resource
reservation (i.e., signaling) and w thout resource selection is
referred to as pre-planned LSP re-routing wthout resource pre-
selection. This inplies recovery LSP activation and resource
(i.e., label) selection after failure occurrence.

Recovery LSP setup after failure occurrence is referred to as to
as LSP re-routing, which is full when recovery LSP path
conputation occurs after failure occurrence.
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10.

11.

Thus, the term pre-planned refers to recovery LSP path pre-
conmputation, signaling (reservation), and a priori resource selection
(optional), but not cross-connection. Also, the shared-mesh recovery
schene can be viewed as a particular case of 2a) and 3a), using the
addi tional constraint described in Section 8.4.3.

The i npl enentation of these recovery nechanisns requires only

consi dering extensions to GWLS signaling protocols (i.e., [RFC3471]
and [ RFC3473]). These GWLS signaling extensions should nainly focus
in delivering (1) recovery LSP pre-provisioning for the cases la, 2a,
and 3a, (2) LSP failure notification, (3) recovery LSP sw tching
action(s), and (4) reversion nechani sns.

Moreover, the present analysis (see Section 8) shows that no GWLS
routi ng extensions are expected to efficiently inplenent any of these
recovery types and schenes.

Security Considerations

Thi s docunent does not introduce any additional security issue or
imply any specific security consideration from|[RFC3945] to the
current RSVP-TE GWPLS signaling, routing protocols (OSPF-TE, IS 1S
TE) or network nmanagenent protocols.

However, the authorization of requests for resources by GWLS-capable
nodes shoul d deterni ne whether a given party, presumably already

aut henticated, has a right to access the requested resources. This
determination is typically a matter of local policy control, for
exanple, by setting limts on the total bandw dth nade available to
sonme party in the presence of resource contention. Such policies my
becone quite conplex as the nunber of users, types of resources, and
sophi stication of authorization rules increases. This is
particularly the case for recovery schenes that assunme pre-pl anned
sharing of recovery resources, or contention for resources in case of
dynam c re-routing.

Therefore, control elenents should match the requests agai nst the

| ocal authorization policy. These control elenents must be capabl e
of maki ng deci si ons based on the identity of the requester, as
verified cryptographically and/or topologically.
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