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Abstract
A nobi |l e node and a correspondent node may preconfigure data useful
for preconputing a Bi nding Managenent Key that can subsequently be

used for authorizing Binding Updates.
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1. Introduction

This specification introduces an alternative, |owlatency security
mechani sm for protecting signaling related to the route optim zation
in Mobile IPv6. The default mechanismspecified in [1] uses a
periodic return routability test to verify both the "right" of the
nmobi |l e node to use a specific hone address, as well as the validity
of the claimed care-of address. That nechani smrequires no
configuration and no trusted entities beyond the nobile node’ s home
agent.
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The mechani sm specified in this docunent, however, requires the
configuration of a shared secret between nmobile node and its
correspondent node. As a result, nessages relating to the
routability tests can be onitted, leading to significantly smaller
latency. In addition, the right to use a specific hone address is
ensured in a stronger manner than in [1]. On the other hand, the
applicability of this nechanisns is linted due to the need for
preconfiguration. This nmechanismis also linted to use only in
scenari os where nobil e nodes can be trusted not to nisbehave, as the
validity of the claimed care-of addresses is not verified.

The keywords "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [2]. O her
term nology is used as already defined in [1].

2. Applicability Statement

This mechanismis useful in scenarios where the follow ng conditions
are all net:

- Mobil e node and correspondent node are administered within the
sane domai n.

- The correspondent node has good reason to trust the actions of
the nmobile node. |In particular, the correspondent node needs to
be certain that the nobile node will not launch flooding attacks
against a third party as described in [5].

- The configuration effort related to this nechanismis acceptable.
Users MJST be able to generate/select a sufficiently good val ue
for Ken (see [3])

- There is a desire to take advantage of higher efficiency or
greater assurance with regards to the correctness of the hone
address offered via this nmechani sm

- This mechanismis used only for authenticating Binding Update
nmessages (and not, e.g., data), so the total volune of traffic is
| ow (see RFC 4107 [4], and the discussion in section 4).

Thi s mechani smcan al so be useful in software devel opnent, testing,
and di agnostics related to nobility signaling.

General Iy speaking, the required level of trust that the
correspondent node needs for enabling a preconputable Kbomwith a
nmobil e node is nore often found within relatively small, closed
groups of users who are personally famliar with each other, or who
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have sone external basis for establishing trustworthy interactions.
A typical exanple scenario where this mechanismis applicable is
within a corporation, or between specific users. Application in the
general Internet is typically not possible due to the effort that is
required to manual ly configure the correspondent nodes. Application
at a public network operator is typically not possible due to

requi renents placed on the trustworthiness of nobile nodes.

3. Preconputing a Binding Managenent Key (Kbm

A nobil e node and a correspondent node may preconfigure data usefu
for creating a Binding Managenent Key (Kbm), which can then be used
for authorizing bindi ng nanagenent nessages, especially Binding
Updat e and Bi ndi ng Acknowl edgenent nessages. This data is as
fol | ows:

- A shared key (Kcn) used to generate keygen tokens, at |east 20
octets long

- A nonce for use when generating the care-of keygen token
- A nonce for use when generating the honme keygen token

The keygen tokens MJUST be generated from Kcn and the nonces as
specified in Mbile IPv6 [1] return routability. Likew se, the

bi ndi ng managenment key Kbm nust subsequently be generated fromthe
keygen tokens in the sane way as specified in Mobile IPv6 [1]. The
preconfigured data is associated to the nobile node’s hone address.
Kcn MUST be generated with sufficient randomess (see RFC 4086 [3]).

Repl ay protection for Binding Update nessages using Kbm conputed from
the preconfigured data depends upon the val ue of the Sequence Nunber
field in the Binding Update. |If the correspondent node does not

mai ntain i nformati on about the recently used values of that field,
then there may be an opportunity for a malicious node to replay old
Bi ndi ng Update nessages and fool the correspondent node into routing
toward an old care-of address. For this reason, a correspondent node
that uses a preconputable Kbm al so MUST keep track of the nobst recent
val ue of the Sequence Nunmber field of Binding Update nessages using

t he preconput abl e Kbm val ue (for exanple, by comitting it to stable
st orage).
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When a Binding Update is to be authenticated using such a
preconput abl e bi ndi ng key (Kbm, the Binding Authorization Data
subopti on MJST be present. The Nonce Indices option SHOULD NOT be
present. If it is present, the nonce indices supplied SHOULD be

i gnored and are not included as part of the calculation for the

aut hentication data, which is to be perfornmed exactly as specified in

[1].
4. Security Considerations

A correspondent node and a nobile node may use a preconputabl e

bi ndi ng managenent key (Kbn) to nanage the authentication

requi renents for binding cache nanagenent nessages. Such keys nust
be handl ed carefully to avoid inadvertent exposure to the threats
outlined in [5]. Many requirenents listed in this document are

i ntended to ensure the safety of the manual configuration. In
particul ar, Kcn MJST be generated with sufficient randommess (see RFC
4086 [3]), as noted in Section 3.

Manual |y configured keys MJUST be used in confornance with RFC 4107
[4]. Used according to the applicability statenment, and with the
other security measures mandated in this specification, the keys wll
satisfy the properties in that docunent. |In order to ensure
protection against dictionary attacks, the configured security
information is intended to be used ONLY for authenticating Binding
Updat e nessages.

A nobil e node MIUST use a different value for Kcn for each node in its
Bi ndi ng Update List, and a correspondent node MJST ensure that every
nobi | e node uses a different value of Kecn. This ensures that the
sender of a Binding Update can al ways be uniquely determined. This
is necessary, as this authorization nethod does not provide any
guarantee that the given care-of address is legitimte. For the same
reason, this method SHOULD only be applied between nodes that are
under the sane administration. The return routability procedure is
RECOMVENDED for all general use and MJST be the default, unless the
user explicitly overrides this by entering the aforenentioned
preconfigured data for a particul ar peer

Replay protection for the Binding Authorization Data option

aut henti cati on mechanismis provided by the Sequence Nunber field of
the Binding Update. This nethod of providing replay protection fails
when t he Bi ndi ng Updat e sequence nunbers cycle through the 16 bit
counter (i.e., not nore than 65,536 distinct uses of Kbn), or if the
sequence numbers are not protected against reboots. If the nobile
node were to send a fresh Binding Update to its correspondent node
every hour, 24 hours a day, every day of the year, this would require
changi ng keys every 7 years. Even if the nobile node were to do so
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6.

1

every mnute, this would provide protection for over a nonth. G ven
typical nobility patterns, there is little danger of replay problens;
nodes for which problenms mght arise are expected to use nethods

ot her than manual configuration for Kcn and the associ ated nonces.
When t he Sequence Nunber field rolls over, the parties SHOULD
configure a new value for Kcn, so that new Kbmvalues will be

conput ed.

If a correspondent node does NOT keep track of the sequence nunber

for Binding Update nessages froma particul ar nobil e node, then the
correspondent node could be fooled into accepting an old val ue for
the nobile node’'s care-of address. |In the unlikely event that this
address was reallocated to another |1 Pv6 node in the nmeantine, that

| Pv6 node woul d then be vulnerable to unwanted traffic enmanating from
t he correspondent node.

Not e that where a node has been configured to use the nechani sm
specified in this docunent with a particular peer, it SHOULD NOT
attenpt to use another mechanism even if the peer requests this or
clains not to support the nmechanismin this docunent. This is
necessary in order to prevent bidding down attacks.

There is no upper bound on the lifetine defined for the preconputable
Kbom As noted, the key is very likely to be quite secure over the
lifetinme of the security association and useful ness of applications
bet ween a nobil e node and correspondent node that fit the terns
specified in section 2.
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