Net wor k Wor ki ng Group J. Polk

Request for Comments: 4495 S. Dhesi kan
Updat es: 2205 Ci sco Systens
Cat egory: Standards Track May 2006

A Resource Reservation Protocol (RSVP) Extension for the
Reduction of Bandw dth of a Reservation Fl ow

Status of This Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet conmunity, and requests discussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zation state
and status of this protocol. Distribution of this neno is unlimted.

Copyright Notice
Copyright (C The Internet Society (2006).

Abstr act
Thi s docunent proposes an extension to the Resource Reservation
Protocol (RSVPv1l) to reduce the guaranteed bandw dth allocated to an
exi sting reservation. This nmechanismcan be used to affect

i ndi vi dual reservations, aggregate reservations, or other fornms of
RSVP tunnels. This specification is an extension of RFC 2205.
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1. Introduction

Thi s docunent proposes an extension to the Resource Reservation
Protocol (RSVP) [1] to allow an existing reservation to be reduced in
al l ocated bandwidth in lieu of tearing that reservati on down when
sonme of that reservation’s bandwi dth is needed for other purposes.
Several exanples exist in which this mechanismnay be utilized.

The bandwidth allotted to an individual reservation may be reduced
due to a variety of reasons such as preenption, etc. |In such cases,
when the entire bandwi dth allocated to a reservation is not required,
the reservation need not be torn dowmn. The solution described in
this docunent allows endpoints to negotiate a new (|l ower) bandw dth
that falls at or below the specified new bandwi dth maxi mum al | ocat ed
by the network. Using a voice session as an exanple, this indication
in RSVP could | ead endpoints, using another protocol such as Session
Initiation Protocol (SIP) [9], to signal for a | ower-bandw dth codec
and retain the reservation.

Wth RSVP aggregation [2], two aggregate flows with differing
priority levels may traverse the sane router interface. |If that
router interface reaches bandw dth capacity and is then asked to
establish a new reservation or increase an existing reservation, the
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router has to nmake a choice: deny the new request (because al
resources have been utilized) or preenpt an existing lower-priority
reservation to nake roomfor the new or expanded reservation

If the flow being preenpted is an aggregate of nany individual flows,
this has greater consequences. Wiile [2] clearly does not terninate
all the individual flows if an aggregate is torn down, this event

wi Il cause packets to be discarded during aggregate reservation
reestablishnent. This docunent describes a nethod where only the

m ni mum required bandwidth is taken away fromthe |l ower-priority
aggregated reservation and the entire reservation is not preenpted.
This has the advantage that only sone of the m crofl ows naking up the
aggregate are affected. Wthout this extension, all individual flows
are affected and the deaggregator will have to attenpt the
reservation request with a reduced bandw dt h.

RSVP tunnels utilizing IPsec [8] also require an indication that the
reservation nust be reduced to a certain amount (or less). RSVP
aggregation with I Psec tunnels is being defined in [11], which should
be able to take advantage of the nechanismcreated here in this

speci fication.

Not e that when this docunent refers to a router interface being
"full" or "at capacity", this does not inply that all of the
bandwi dt h has been used, but rather that all of the bandw dth

avail abl e for reservation(s) via RSVP under the applicable policy has
been used. Policies for real-tinme traffic routinely reserve capacity
for routing and inelastic applications, and rmay di stinguish between
voi ce, video, and other real-tinme applications.

Explicit Congestion Notification (ECN) [10] is an indication that the
transm tting endpoint nmust reduce its transnmission. It does not
provide sufficient indication to tell the endpoint by how nmuch the
reduction should be. Hence the application nay have to attenpt
multiple times before it is able to drop its bandwidth utilization
bel ow the available Iimt. Therefore, while we consider ECN to be
very useful for elastic applications, it is not sufficient for the
purpose of inelastic application where an indication of bandw dth
availability is useful for codec sel ection

Section 2 discusses the individual reservation flow problem while
Section 3 discusses the aggregate reservation flow probl em space.
Section 4 lists the requirenents for this extension. Section 5
details the protocol changes necessary in RSVP to create a
reservation reduction indication. And finally, the appendi x provides
a wal k-t hrough exanpl e of how this extension nodifies RSVP
functionality in an aggregate scenario.
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Thi s docunent updates RFC 2205 [1], as this mechanismaffects the
behaviors of the ResvErr and ResvTear indications defined in that
docunent .

1.1. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [4].

2. I ndi vi dual Reservati on Reduction Scenari o

Figure 1 is a network topology that is used to describe the benefit
of bandwi dth reduction in an individual reservation

Fomm e e e o - + Fomm e e e o - +
| [Int 1 | [Int 7 | |

Fl ow 1===> | - | [------ + | Flow 1===>
| R1 | | nt 2 | :::::::::::>| Int 8 | R2 |
| | ] | |

Flow 2:::> | +eo-- - |------ + | Flow 2:::>
| [Int 3 | [Int 9 | |
o m e e + o m e e +

Figure 1. Sinple Reservation Flows
Legend/ Rul es:

- Flow 1 priority = 300

- Flow 2 priority = 100

- Both flows are shown in the sanme direction (left to
right). Corresponding flows in the reverse direction are
not shown for diagramsinplicity

RSVP is a reservation establishnent protocol in one direction only.
This split-path philosophy is because the routed path fromone device
to the other in one direction nmight not be the routed path for

communi cati ng between the sanme two endpoints in the reverse
direction. End-systens nust request 2 one-way reservations if that
is what is needed for a particular application (like voice calls).

Pl ease refer to [1] for the details on how this functions. This
exanpl e only describes the reservation scenario in one direction for
simplicity’ s sake

Figure 1 depicts 2 routers (RL and R2) initially with only one flow
(Flow 1). The flows are forwarded fromRlL to R2 via Int 2. For this
exanple, let us say that Flow 1 and Flow 2 each require 80 units of
bandwi dth (such as for the codec G 711 with no silence suppression).
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Let us also say that the RSVP bandwidth linit for Int 2 of RLis 100
units.

As described in [3], a priority indication is established for each
flow In fact, there are two priority indications:

1) one to establish the reservation, and
2) one to defend the reservation.

In this exanple, Flow 1 and Flow 2 have an ’'establishing’ and a
"defending’ priority of 300 and 100, respectively. Flow 2 will have
a higher establishing priority than Flow 1 has for its defending
priority. This neans that when Flow 2 is signaled, and if no

bandwi dth is available at the interface, Flow 1 will have to
relinquish bandwi dth in favor of the higher-priority request of Flow
2. The priorities assigned to a reservation are always end-to-end,
and not altered by any routers in transit.

Wthout the benefit of this specification, Flow 1 will be preenpted.
This specification nakes it possible for the ResvErr nessage to
indicate that 20 units are still available for a reservation to
remain up (the interface’s 100 units maxi num mnus Flow 2's 80
units). The reservation initiating node (router or end-systenm for
Flow 1 has the opportunity to renegotiate (via call signaling) for
acceptabl e paraneters within the existing and avail abl e bandw dth for
the flow (for exanple, it may decide to change to using a codec such
as G 729)

The problens avoided with the partial failure of the flow are:

- Reduced packet |oss, which results as Flow 1 attenpts to
reestablish the reservation for a | ower bandw dt h.

- Inefficiency caused by nultiple attenpts until Flow 1 is able to
request bandwi dth equal to or lower than what is available. |If
Flow 1 is established with much I ess than what is available then it
|l eads to inefficient use of avail able bandw dth.
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3. RSVP Aggregation Overview

The followi ng network overview is to help visualize the concerns that
this specification addresses in RSVP aggregates. Figure 2 consists
of 10 routers (the boxes) and 11 flows (1, 2, 3, 4, 5, 9, A B, C D
and E). Initially, there will be 5 flows per aggregate (Flow 9 will
be introduced to cause the problemwe are addressing in this
docunent), with 2 aggregates (X and Y); Flows 1 through 5 in
aggregate X and Flows A through E in aggregate Y. These 2 aggregates
will cross one router interface utilizing all available capacity (in
this exanple).

RSVP aggregation (per [2]) is no different froman individua
reservation with respect to being unidirectional
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Aggregator of X Deaggregator of X
| |
Y Y
[ + [ + [ + [ +
Fl ow 1-->| | | | | | | |-->Flow 1
Fl ow 2- - >| | | | | | | | -->Fl ow 2
Fl ow 3-- > | ==>| | | | ==>| | -->Flow 3
Fl ow 4- - >| | ~ | | | | ~ | | -->Fl ow 4
Fl ow 5-->| | |1 | | | |1 | -->Flow 5
Fl ow 9 | RL | | | R | | RB | | | R4 | Fl ow 9
Hom - - + | A+ + Hom - - + | A+ +
| | |
Aggregate X-->|| Aggregate X || <--Aggregate X
R L T | +
| [Int 7 | | [Int 1 | |
| oo v |------ + |
| R10 |[Int 8 |===========>|Int 2 | Rl1 |
| | [ o> | |
| oo | . |- + |
| [Int 9 | | [Int 3 | |
S + | S +
.. | ..
Aggregate Y--->.. Aggregate Y ..<---Aggregate Y
Hom oo + I Hom oo + Hom oo + I Hom oo +
Fl ow A-->| [ ] | | | [ ] | | -->Fl ow A
Fl ow B- - >| | V| | | | V| | -->Fl ow B
Fl ow G ->| | ::>] | | | ::>] | -->Flow C
Fl ow D - >| | | | | | | | -->Flow D
Flow E-->] R5 | | R6 | | R7 | | R8 |-->Flow E
Hom oo + Hom oo + Hom oo + Hom oo +
AN AN
| |
Aggregator of Y Deaggregator of Y

Figure 2. Generic RSVP Aggregate Topol ogy
Legend/ Rul es:

- Aggregate X priority

- Aggregate Y priority

- Al boxes are routers

- Both aggregates are shown in the same direction (left to
right). Corresponding aggregates in the reverse direction
are not shown for diagramsinplicity.

= 100
= 200
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The path for aggregate X is:

Rl => R2 => R10 => R11 => R3 => R4
where aggregate X starts in Rl, and deaggregates in R4.
Flows 1, 2, 3, 4, 5, and 9 conmunicate through aggregate A
The path for aggregate Y is:

RS ::>R6 ::> R0 ::>Rl1 ::> R7 ::> R8
where aggregate Y starts in R5, and deaggregates in R8.
Flows A, B, C, D, and E conmuni cate through aggregate B

Bot h aggregates share one | eg or physical |ink: between R10 and R11,
thus they share one outbound interface: Int 8 of RLO, where
contention of resources may exist. That |ink has an RSVP capacity of
800 kbps. RSVP signaling (nessages) is outside the 800 kbps in this
exanple, as is any session signaling protocol |ike SIP

3.1. RSVP Aggregation Reduction Scenario

Fi gure 2 shows an established aggregated reservation (aggregate X)
between the routers Rl and R4. This aggregated reservation consists
of 5 mcroflows (Flows 1, 2, 3, 4, and 5). For the sake of this

di scussion, let us assume that each flow represents a voice call and
requires 80 kb (such as for the codec G 711 with no sil ence
suppression). Aggregate X request is for 400 kbps (80 kbps * 5
flows). The priority of the aggregate is derived fromthe individua
nmcroflows that it is made up of. In the sinple case, all flows of a
single priority are bundled as a single aggregate (another priority

| evel would be in another aggregate, even if traversing the sane path
through the network). There may be other ways in which the priority
of the aggregate is derived, but for this discussion it is sufficient
to note that each aggregate contains a priority (both hold and
defending priority). The neans of deriving the priority is out of
scope for this discussion

Aggregate Y, in Figure 2, consists of Flows A, B, C, D, and E and
requires 400 kbps (80 kbps * 5 flows), and starts at R5 and ends R8.
This means there are two aggregates occupying all 800 kbps of the
RSVP capacity.

When Flow 9 is added into aggregate X, this will occupy 80 kbps nore

than Int 8 on R10 has avail abl e (880k offered | oad vs. 800k capacity)
[1] and [2] create a behavior in RSVP to deny the entire aggregate Y
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and all its individual flows because aggregate X has a hi gher
priority. This situation is where this docunent focuses its

requi renents and calls for a solution. There should be sonme nmeans to
signal to all affected routers of aggregate Y that only 80 kbps is
needed to accommodat e another (higher priority) aggregate. A
solution that acconplishes this reduction instead of a failure could:

- reduce significant packet loss of all flows within aggregate Y

During the re-reservation request period of time no packets wll
traverse the aggregate until it is reestablished.

- reduces the chances that the reestablishment of the aggregate
will reserve an inefficient anpbunt of bandwi dth, causing the
likely preenption of nore individual flows at the aggregator
than woul d be necessary had the aggregator had nore information
(that RSVP does not provide at this tine)

During reestablishnent of the aggregation in Figure 2 (wthout any
nodi fication to RSVP), R8 woul d guess at how much bandwi dth to ask
for in the new RESV nessage. It could request too much bandwi dth
and have to wait for the error that not that rmuch bandw dth was
available; it could request too little bandwi dt h and have t hat
aggregation accepted, but this would nmean that nore individual flows
woul d need to be preenpted outside the aggregate than were necessary,
leading to inefficiencies in the opposite direction

4. Requirenents for Reservation Reduction

The following are the requirenents to reduce the bandwi dth of a
reservation. This applies to both individual and aggregate
reservations:

Req#1 - MUST have the ability to differentiate one reservation from
another. 1In the case of aggregates, it MJIST distinguish one
aggregate from ot her fl ows.

Req#2 - MUST have the ability to indicate within an RSVP error
nmessage (generated at the router with the congested
interface) that a specific reservation (individual or
aggregate) is to be reduced in bandw dt h.

Req#3 - MUST have the ability to indicate within the sane error

message the new maxi mum anount of bandwi dth that is avail able
to be utilized within the existing reservation, but no nore.
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Req#4 - MUST NOT produce a case in which retransnmitted reduction
i ndi cations further reduce the bandwi dth of a reservation
Any additional reduction in bandwi dth for a specified
reservati on MJIST be signaled in a new nessage.

RSVP nessages are unreliable and can get lost. This specification
shoul d not conpound any error in the network. |f a reduction nessage
were | ost, another one needs to be sent. |If the receiver ends up
receiving two copies to reduce the bandwi dth of a reservation by sone
anmount, it is likely the router will reduce the bandwi dth by tw ce
the amount that was actually called for. This will be in error.

5. RSVP Bandw dt h Reduction Sol ution

Wien a reservation is partially failed, a ResvErr (Reservation Error)
message i s generated just as it is done currently with preenptions.
The ERROR _SPEC obj ect and the PREEMPTI ON_PRI object are included as
well. Very few additions/changes are needed to the ResvErr nessage
to support partial preenptions. A new error subcode is required and
is defined in Section 5.1. The ERROR SPEC object contained in the
ResvErr nessage indicates the flowspec that is reserved. The

bandwi dth indication in this fl owspec SHOULD be | ess than the
original reservation request. This is defined in Section 5. 2.

A comment about RESV nessages that do not use reliable transport:
Thi s docunent RECOMMENDS t hat ResvErr messages be nade reliable by
i mpl ementing nmechani sms in [6].

The current behavior in RSVP requires a ResvTear nessage to be
transmitted upstream when the ResvErr nmessage is transnmitted
downstream (per [1]). This ResvTear nessage term nates the
reservation in all routers upstreamof the router where the failure
occurred. This docunent requires that the ResvTear is only generated
when the reservation is to be conpletely renoved. |n cases where the
reservation is only to be reduced, routers conpliant with this
specification require that the ResvTear nessage MJST NOT be sent.

The appendi x has been witten to wal k through the overall solution to

the problens presented in Sections 2 and 3. There is nmention of this
ResvTear transm ssion behavior in the appendi x.
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5.1. Partial Preenption Error Code

The ResvErr nessage generated due to preenption includes the
ERROR_SPEC obj ect as well as the PREEMPTI ON_ PRI object. The fornmat
of ERROR SPEC objects is defined in [1]. The error code listed in
t he ERROR SPEC object for preenption [5] currently is as follows:

Errcode = 2 (Policy Control Failure) and
Err SubCode = 5 ( ERR_PREEMPT)

The following error code is suggested in the ERROR _SPEC object for
partial preenption:

Errcode = 2 (Policy Control Failure) and
Err SubCode = 102 ( ERR_PARTI AL_PREEMPT)

There is also an error code in the PREEMPTI ON- PRI object. This error
code takes a value of 1 to indicate that the adnmitted fl ow was
preenpted [3]. The sanme error value of 1 may be used for the partial
preenption case as well.

5.2. FError Flow Descriptor

The error flow descriptor is defined in [1] and [7]. |In the case of
partial failure, the flowspec contained in the error flow descriptor
i ndi cates the highest average and peak rates that the preenpting
system can accept in the next RESV nessage. The deaggregator nust
reduce its reservation to a nunmber less than or equal to that,

whet her by changi ng codecs, dropping reservations, or some other
nmechani sm

5.3. Individual Reservation Fl ow Reduction

When a router requires part of the bandwi dth that has been all ocated
to a reservation be used for another flow, the router engages in the
partial reduction of bandwi dth as described in this docunent. The
router sends a ResvErr downstreamto indicate the partial error with
the error code and subcode as described in section 5.1. The fl owspec
contained in the ResvErr nessage will be used to indicate the

bandwi dth that is currently allocated.

The requesting endpoint that receives the ResvErr can then negotiate
with the transnitting endpoint to | ower the bandw dth requirenment (by
sel ecting anot her | ower bandw dth codec, for exanple). After the
negoti ati ons, both endpoints will issue the RSVP PATH and RESV
message with the new, |owered bandw dth.

Pol k & Dhesi kan St andards Track [ Page 11]



RFC 4495 RSVP Bandw dt h Reducti on May 2006

5.4. Aggregation Reduction of |ndividual Flows

When a partial failure occurs in an aggregation scenario, the
deaggregator receives the ResvErr nessage with the reduction
indication froma router in the path of the aggregate. It then
deci des whet her one or nore individual flows fromthe aggregate are
to be affected by this ResvErr nmessage. The follow ng choices are
possi bl e:

o |If that (deaggregator) router determi nes that one or nore
i ndividual flow(s) are to partially failed, then it sends a
ResvErr nessage with a reduced bandw dth indication to those
i ndividual flow(s). This is as per the descriptions in the
previous section (5.3).

o |If that (deaggregator) router determ nes that one individual flow
is to be preenpted to satisfy the aggregate ResvErr, it determ nes
which flowis affected. That router transnmits a new ResvErr
message downstream per [3]. That sane router transmits a ResvTear
message upstream This ResvTear nessage of an individual flow
does not tear down the aggregate. Only the individual flowis
af f ect ed.

o |If that (deaggregator) router deternines that nultiple individua
flows are to be preenpted to satisfy the aggregate ResvErr, it
chooses which flows are affected. That router transnits a new
ResvErr nessage downstream as per [3] to each individual flow
The router also transmts ResvTear nessages upstream for the sane
i ndi vidual flows. These ResvTear nmessages of an individual flow
do not tear down the aggregate. Only the individual flows are
af f ect ed.

In all cases, the deaggregator |owers the bandw dth requested in the
Aggregate Resv nessage to reflect the change

Whi ch particular flow or series of flows within an aggregate are
pi cked by the deaggregator for bandw dth reduction or preenption is
out side the scope of this docunent.

5.5.  RSVP Fl ow Reduction Involving | Psec Tunnels

RFC 2207 (per [8]) specifies how RSVP reservations function in | Psec
data flows. The nodes initiating the IPsec flow can be an end-system
like a conmputer, or it can router between two end-systens, or it can
be an in-line bulk encryption device i medi ately adjacent to a router
interface; [11] directly addresses this later scenario.
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The met hods of identification of an | Psec with reservation flow are
different fromnon-encrypted flows, but how the reduction nechani sm
specified within this docunent functions is not.

An I Psec with reservation flowis, for all intents and purposes,
considered an individual flowwith regard to how to reduce the

bandwi dth of the flow (Qbviously, an IPsec with reservation flow can
be a series of individual flows or disjointed best-effort packets

bet ween two systens. But to this specification, this tunnel is an

i ndi vi dual RSVP reservation

Anywhere within this specification that nentions an individua
reservation flow, the sanme rules of bandw dth reduction and
preenption MJST apply.

5.6. Reduction of Miultiple Flows at Once

As a cautionary note, bandw dth SHOULD NOT be reduced across nultiple
reservations at the same tine, in reaction to the same reduction
event. A router not knowi ng the inpact of reservation bandw dth
reduction on nore than one flow nmay cause nore wi despread ill effects
than is necessary.

This says nothing to a policy where preenption should or should not
occur across multiple flows.

6. Backwards Conpatibility
Backwards conpatibility with this extension will result in RSVP
operating as it does without this extension, and no worse. The two
routers involved in this extension are the router that had the
congested interface and the furthest downstream router that
determines what to do with the reduction indication

In the case of the router that experiences congestion or otherw se
needs to reduce the bandw dth of an existing reservation

- If that router supports this extension

#1 - it generates the ResvErr nessage with the error code
i ndi cating the reduction in bandw dth.

#2 - it does not generate the ResvTear nessage.

- If that router does not support this extension, it generates both
ResvErr and ResvTear nessages according to [1].
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In the case of the router at the extrene downstream of a reservation
that receives the ResvErr nessage with the reduction indication

- If that router does support this extension

#1 - it processes this error nessage and applies whatever |oca
policy it is configured to do to determ ne how to reduce the
bandwi dth of this designated flow

- If the router does not support this extension

#1 - it processes the ResvErr nessage according to [1] and al
extensions it is able to understand, but not this extension
fromthis docunent.

Thus, this extension does not cause ill effects within RSVP if one or
nmore routers support this extension, and one or nore routers do not
support this extension.

7. Security Considerations

Thi s docunent does not |essen the overall security of RSVP or of
reservation flows through an aggregate.

If this specification is inplenented poorly - which is never
i ntended, but is a consideration - the follow ng issues may ari se:

1) If the ResvTear nessages are transmitted initially (at the same
time as the ResvErr nmessages indicating a reduction in bandw dth
is necessary), all upstreamrouters will tear down the entire
reservation. This will free up the total amount of bandw dth of
this reservation inadvertently. This may cause the re-
est abl i shnent of an otherw se good reservation to fail. This has
the nost severe affects on an aggregate that has many indivi dua
flows that woul d have renai ned operati onal

2) Just as RSVP has the vulnerability of premature ternination of
valid reservations by rogue flows w thout authentication [12, 13],
this mechanismw |l have the sanme vulnerability. Usage of RSVP
aut henti cati on mechani sms i s encour aged.
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8.

10.

10.

| ANA Consi der ati ons

The | ANA has assigned the following fromRFC 4495 (i.e., this
docunent):

The following error code has been defined in the ERROR SPEC obj ect
for partial reservation failure under "Errcode = 2 (Policy Control
Failure)":

Er r SubCode = 102 (ERR_PARTI AL_PREEMPT)
The behavior of this ErrSubCode is defined in this docunent.
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Appendi x A. WAl ki ng through the Sol ution

Here is a concise explanation of roughly how RSVP behaves with the
solution to the problens presented in Sections 2 and 3 of this
docunent. There is no normative text in this appendi x.

Here is a duplicate of Figure 2 fromsection 3 of the docunent body
(to bring it closer to the detail ed description of the solution).

Aggregat or of X Deaggregat or of X
| |
\Y \Y
Fommm - + - + Fommm - + - +
Fl ow 1-->| | | | | | | | -->Flow 1
Fl ow 2- - >| | | | | | | | -->Flow 2
Fl ow 3-->| | ==>| | | | ==>| | -->Flow 3
Fl ow 4- - >| [ ~ | | | [ ~ | | -->Flow 4
Fl ow 5- - >| [ ] | | [ ] |-->Flow 5
Flow9--> RL | | | R2 | | RB | | | R4 |-->Flow 9
S + | - + S + | - +
| | |
Aggregate X--->|| Aggregate X || <--Aggregate X
I | I
RS + | RS +
| [Int 7 | | [Int 1 | |
| o | v |------ + |
| RLO |[Int 8 |===========>|Int 2 | R11 |
| | ] | |
| oo I BN + |
| [Int 9 | | [Int 3 | |
S + | S +
.. | ..
Aggregate Y--->.. Aggregate Y ..<---Aggregate Y
| - - |
Hom - - + | A+ + Hom - - + | A+ +
Fl ow A-->| [ ] | | [ ] | -->Fl ow A
Fl ow B- - >| | V| | | | V| | -->Fl ow B
Fl ow G - >| [ > | | [ > |-->Flow C
Fl ow D - >| | | | | | | | -->Flow D
Flow E-->] R5 | | R6 | | R7 | | R8 |-->Flow E
+-- - - + +-- - - + +-- - - + +-- - - +
N N
|
Aggregator of Y Deaggregator of Y

Duplicate of Figure 2. Generic RSVP Aggregate Topol ogy
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Looking at Figure 2, aggregate X (with five 80 kbps flows) traverses:
Rl ==> R2 ==> R10 ==> R11 ==> R3 ==> R4

And aggregate Y (with five 80 kbps flows) traverses
R5 ::>R6 ::>R10 ::>R11 ::> R/ ::> R8

Bot h aggregates are 400 kbps. This totals 800 kbps at Int 7 in R10,
whi ch is the maxi num bandwi dth that RSVP has access to at this
interface. Signaling nmessages still traverse the interface wthout
problem Aggregate X is at a higher relative priority than aggregate
Y. Local policy in this exanple is for higher relative priority
flows to preenpt lower-priority flows during tines of congestion

The follow ng points describe the flow when aggregate A is increased
to include Flow 9.

0o Wien Flow 9 (at 80 kbps) is added to aggregate X, RL will initiate
the PATH nessage towards the destination endpoint of the flow.
Thi s hop-by-hop nmessage will take it through R2, R10, Rl11, R3, and
R4, which is the aggregate X path (that was built per [2] fromthe
aggregate’s initial setup) to the endpoint node.

0 In response, R4 will generate the RESV (reservation) nessage
(defined behavior per [1]). This RESV fromthe deaggregator
i ndi cates an increase bandwi dth sufficient to accommpdate the
existing 5 flows (1, 2, 3, 4, and 5) and the new flow (9), as
stated in [2].

0 As nentioned before, in this exanple, Int 8 in RIO can only
acconmodat e 800 kbps, and aggregates X and Y have each al ready
est abl i shed 400 kbps flows conprised of five 80 kbps individua
flows. Therefore, R10 (the interface that detects a congestion
event in this exanple) must make a decision about this new
congestion generating condition in regard to the RESV nessage
received at Int 8.

0 Local policy inthis scenario is to preenpt lower-priority
reservations to place higher-priority reservations. This would
normal |y cause all of aggregate Y to be preenpted just to
acconmodat e aggregate X s request for an additional 80 kbps.

o This docunent defines how aggregate Y is not conpletely preenpted,
but reduced in bandwi dth by 80 kbps. This is contained in the
ResvErr nessage that R10 generates (downstream) towards R11l, R7,
and R8. See section 5 for the details of the error nessage.
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o Nornmal operation of RSVP is to have the router that generates a
ResvErr nessage downstreamto al so generate a ResvTear nessage
upstream (in the opposite direction, i.e., towards R5). The
ResvTear nmessage terminates an individual flow or aggregate fl ow
This docunent calls for that nessage not to be sent on any parti al
failure of reservation.

0 R8 is the deaggregator of aggregate Y. The deaggregator controls
all the paraneters of an aggregate reservation. This will be the
node that reduces the necessary bandw dth of the aggregate as a
response to the reception of an ResvErr nessage (from R10)

i ndi cating such an action is called for. 1In this exanple,
bandwi dt h reduction is acconplished by preenpting an individua
flow within the aggregate (perhaps picking on Flow D for

i ndi vi dual preenption by generating a ResvErr downstream on that
i ndi vi dual fl ow).

0 At the sane tine, a ResvTear nessage is transnmitted upstream on
that individual flow (Flow D) by R8. This will not affect the
aggregate directly, but is an indication to the routers (and the
source end-systen) which individual flowis to be preenpted.

0 Once R8 preenpts whichever individual flow (or 'bandw dth’ at the
aggregate ingress), it transmts a new RESV nessage for that
aggregate (Y), not for a new aggregate. This RESV fromthe
deaggregator indicates a decrease in bandwidth sufficient to
accommodate the remaining 4 flows (A B, C and E), which is now
320 kbps (in this exanple).

0 This RESV nessage travels the entire path of the reservation
resetting all routers to this new aggregate bandwi dth value. This
shoul d be what is necessary to prevent a ResvTear nessage from
bei ng generated by R10 towards R6 and R5.

R5 will not know through this RESV nmessage which individual flow was

preenpted. If in this exanple, R8 was given nore bandwidth to keep
it might have transnmitted a bandw dth reduction ResvErr indication
towards the end-systemof Flow D. |In that case, a voice signaling

protocol (such as SIP) could have attenpted a renegotiation of that
i ndividual flowto a reduced bandw dth (say, but changing the voice
codec fromG 711 to G 729). This could have saved Flow D from
preenption.
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