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Abst r act

This meno di scusses the strategy for address assignnent of the
existing 32-bit |IPv4 address space with a view toward conserving the
address space and linmting the growh rate of global routing state.
Thi s docunment obsoletes the original C assless Inter-domain Routing
(CIDR) spec in RFC 1519, with changes made both to clarify the
concepts it introduced and, after nore than twelve years, to update
the Internet community on the results of deploying the technol ogy
descri bed.
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1

I ntroduction

This meno di scusses the strategy for address assignnent of the
existing 32-bit |1 Pv4 address space with a view toward conserving the
address space and limting the growh rate of global routing state.
Thi s docunent obsol etes the original CIDR spec [ RFC1519], with
changes nmade both to clarify the concepts it introduced and, after
nmore than twelve years, to update the Internet conmunity on the
results of deploying the technol ogy descri bed.

H story and Probl em Descri ption

What is now known as the Internet started as a research project in
the 1970s to design and develop a set of protocols that could be used
with many different network technol ogies to provide a seanl ess, end-
to-end facility for interconnecting a diverse set of end systens.
When it was determ ned how the 32-bit address space woul d be used,
certain assunptions were nade about the nunber of organizations to be
connected, the nunber of end systens per organization, and tota
number of end systens on the network. The end result was the

est abli shnent (see [RFC791]) of three classes of networks: Cass A
(rmost significant address bits '00'), with 128 possi bl e networks each
and 16777216 end systens (mnus special bit values reserved for

net wor k/ br oadcast addresses); Cass B (MSB '10'), with 16384 possible
net wor ks each with 65536 end systens (less reserved val ues); and
Cass C (MsB '110'), and 2097152 possi bl e netwrks each and 254 end
systens (256 bit conbinations ninus the reserved all-zeros and all-
ones patterns). The set of addresses with MSB '111' was reserved for
future use; parts of this were eventually defined (M5B ’1110’) for
use with IPv4 multicast and parts are still reserved as of the
witing of this docunent.

In the late 1980s, the expansion and conmercialization of the forner
research network resulted in the connection of many new organi zati ons
to the rapidly growing Internet, and each new organi zati on required
an address assignnent according to the O ass A/ B/ C addressing plan.
As demand for new network nunbers (particularly in the O ass B space)
t ook what appeared to be an exponential growh rate, sone nenbers of
the operations and engi neering community started to have concerns
over the long-termscaling properties of the class A/ B/ C system and
began thi nki ng about how to nodify network nunber assignnent policy
and routing protocols to accommpdate the growth. |In Novenber, 1991
the Internet Engineering Task Force (I ETF) created the ROAD (Routing
and Addressing) group to exanine the situation. This group nmet in
January 1992 and identified three major problens:
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3.

1. Exhaustion of the Cass B network address space. One fundanental
cause of this problemis the lack of a network class of a size
that is appropriate for md-sized organization. Cass C with a
maxi mum of 254 host addresses, is too small, whereas C ass B
which allows up to 65534 host addresses, is too |large for nost
organi zations but was the best fit available for use with
subnetti ng.

2. Gowth of routing tables in Internet routers beyond the ability
of current software, hardware, and people to effectively manage

3. Eventual exhaustion of the 32-bit |IPv4 address space.

It was clear that then-current rates of Internet growth would
cause the first two problens to becone critical sometine between
1993 and 1995. Work already in progress on topol ogi ca

assi gnnent of addressing for Connectionless Network Service
(CLNS), which was presented to the community at the Boul der |ETF
i n Decenber of 1990, led to thoughts on how to re-structure the
32-bit 1 Pv4 address space to increase its lifespan. Wrk in the
ROAD group followed and eventually resulted in the publication of
[ RFC1338], and later, [RFC1519].

The desi gn and depl oynent of CIDR was intended to solve these
probl ens by providing a nechanismto slow the growth of globa
routing tables and to reduce the rate of consunption of |Pv4
address space. It did not and does not attenpt to solve the
third problem which is of a nore long-termnature; instead, it
endeavors to ease enough of the short- to md-termdifficulties
to allowthe Internet to continue to function efficiently while
progress is made on a |longer-term sol ution.

More historical background on this effort and on the ROAD group
may be found in [RFC1380] and at [LWRD].

O assl ess Addressing as a Solution

The solution that the community created was to deprecate the C ass
A/ B/ C network address assignment systemin favor of using

"cl assl ess", hierarchical blocks of I P addresses (referred to as
prefixes). The assignnment of prefixes is intended to roughly foll ow
the underlying Internet topology so that aggregation can be used to
facilitate scaling of the global routing system One inplication of
this strategy is that prefix assignment and aggregation is generally
done accordi ng to provider-subscriber relationships, since that is
how the Internet topol ogy is determn ned.

Ful l er & Li Best Current Practice [ Page 4]



RFC 4632 Cl DR Address Strategy August 2006

When originally proposed in [RFC1338] and [ RFC1519], this addressing
plan was intended to be a relatively short-termresponse, |asting
approximately three to five years, during which a nore permanent
addressing and routing architecture would be desi gned and

i npl emented. As can be inferred fromthe dates on the origina
docunents, CIDR has far outlasted its anticipated |ifespan and has
becone the nmid-termsolution to the problens described above.

Note that in the follow ng text we describe the current policies and
procedures that have been put in place to inplement the allocation
architecture discussed here. This description is not intended to be
interpreted as direction to | ANA

Coupl ed wi th address nmanagenent strategies inplenented by the

Regi onal Internet Registries (see [NROQ for details), the depl oynent
of CIDR-style addressing has also reduced the rate at which | Pv4
address space has been consuned, thus providing short- to nmediumterm
relief to problem #3, described above.

Note that, as defined, this plan neither requires nor assumes the
re-assi gnment of those parts of the Iegacy "Class C' space that are
not anenable to aggregation (sonetimes called "the swanp"). Doing so
woul d sonewhat reduce routing table sizes (current estimate is that
"the swanp" contains approxi mately 15,000 entries), though at a
significant renunbering cost. Sinilarly, there is no hard

requi renent that any end site renunber when changing transit service
provider, but end sites are encouraged do so to elinminate the need
for explicit advertisenent of their prefixes into the global routing
system

3.1. Basic Concept and Prefix Notation

In the sinplest sense, the change from d ass A/ B/ C network numbers to
classless prefixes is to nake explicit which bits in a 32-bit |Pv4d
address are interpreted as the network number (or prefix) associated
with a site and which are the used to nunber individual end systens
within the site. In CIDR notation, a prefix is shown as a 4-octet
quantity, just like a traditional |Pv4 address or network nunber,
followed by the "/" (slash) character, followed by a deci nal val ue
between 0 and 32 that describes the nunber of significant bits.
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For exanple, the legacy "Oass B" network 172.16.0.0, with an inplied
networ k mask of 255.255.0.0, is defined as the prefix 172.16.0.0/ 16,
the "/16" indicating that the mask to extract the network portion of
the prefix is a 32-bit value where the nost significant 16 bits are
ones and the least significant 16 bits are zeros. Simlarly, the

| egacy "Class C' network nunber 192.168.99.0 is defined as the prefix
192.168.99.0/24; the nost significant 24 bits are ones and the |east
significant 8 bits are zeros.

Using cl assless prefixes with explicit prefix lengths allows nuch
nmore flexi ble matching of address space bl ocks according to actua
need. Were fornerly only three network sizes were avail abl e,
prefixes may be defined to describe any power of two-sized bl ock of
bet ween one and 2732 end system addresses. |In practice, the
unal | ocat ed pool of addresses is adnministered by the I|nternet

Assi gned Nunbers Authority ([IANA]). The I ANA nakes allocations from
this pool to Regional Internet Registries, as required. These

al l ocations are made in contiguous bit-aligned bl ocks of 2724
addresses (a.k.a. /8 prefixes). The Regional Internet Registries
(RIRs), in turn, allocate or assign snaller address blocks to Loca
Internet Registries (LIRs) or Internet Service Providers (ISPs).
These entities may nake direct use of the assignnment (as would
commonly be the case for an ISP) or may nake further sub-allocations
of addresses to their custoners. These RI R address assignnents vary
according to the needs of each ISP or LIR  For exanple, a large ISP
nm ght be allocated an address bl ock of 2717 addresses (a /15 prefix),
whereas a smaller ISP may be allocated an address bl ock of 2711
addresses (a /21 prefix).

Note that the terns "allocate" and "assign" have specific neaning in
the Internet address registry system "allocate" refers to the

del egation of a block of address space to an organization that is
expected to perform further sub-del egations, and "assign" is used for
sites that directly use (i.e., nunber individual hosts) the bl ock of
addr esses recei ved.

The follow ng table provides a convenient shortcut to all the CIDR
prefix sizes, showi ng the nunber of addresses possible in each prefix
and the nunber of prefixes of that size that may be nunbered in the
32-bit |1 Pv4 address space:
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"host route"

"p2p link"

| egacy "Class C'

| egacy "Cl ass B"

| egacy "C ass A"

"default route"

Point-to-point links are

based on the prefix length, shifted into

the nost significant bits of the octet and converted into decinma
form the least significant bits of the octet are zero.

Ful l er & Li

Best Current Practice

[ Page 7]



RFC 4632 Cl DR Address Strategy August 2006

In practice, prefixes of length shorter than 8 have not been

al l ocated or assigned to date, although routes to such short prefixes
may exist in routing tables if or when aggressive aggregation is
performed. As of the witing of this docunment, no such routes are
seen in the global routing system but operator error and other
events have caused sone of them (i.e., 128.0.0.0/1 and 192.0.0.0/2)
to be observed in sone networks at sone tines in the past.

4. Address Assignment and Routing Aggregation

Cl assl ess addressing and routing was initially developed primarily to
i mprove the scaling properties of routing on the gl obal Internet.
Because the scaling of routing is very tightly coupled to the way
that addresses are used, deploynent of CIDR had inplications for the
way in which addresses were assigned.

4.1. Aggregation Efficiency and Linitations

The only commonly understood nethod for reducing routing state on a
packet -swi tched network is through aggregation of information. For
CIDR to succeed in reducing the size and growmh rate of the globa
routing system the | Pv4 address assignnent process needed to be
changed to make possible the aggregation of routing information al ong
topological lines. Since, in general, the topology of the network is
deternmi ned by the service providers who have built it, topologically
significant address assignnments are necessarily service-provider

ori ent ed.

Aggregation is sinple for an end site that is connected to one
service provider: it uses address space assigned by its service

provi der, and that address space is a snmall piece of a |larger block
allocated to the service provider. No explicit route is needed for
the end site; the service provider advertises a single aggregate
route for the larger block. This advertisement provides reachability
and routeability for all the custonmers nunbered in the bl ock.

There are two, nore conplex, situations that reduce the effectiveness
of aggregation:

0 An organization that is nulti-honed. Because a nulti-honed
organi zati on nust be advertised into the systemby each of its
service providers, it is often not feasible to aggregate its
routing information into the address space of any one of those
providers. Note that the organization still nmay receive its
address assignnent out of a service provider’s address space
(whi ch has ot her advantages), but that a route to the
organi zation's prefix is, in the nost general case, explicitly
advertised by all of its service providers. For this reason, the
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gl obal routing cost for a nulti-honed organization is generally
the sane as it was prior to the adoption of CIDR. A nore detail ed
consi deration of multi-honing practices can be found in [ RFC4116].

0 An organization that changes service provider but does not
renunber. This has the effect of "punching a hole" in one of the
original service provider’'s aggregated route advertisenments. ClIDR
handl es this situation by requiring that the newer service
provider to advertise a specific advertisenment for the re-honed
organi zation; this advertisenment is preferred over provider
aggregates because it is a longer match. To maintain efficiency
of aggregation, it is recommended that an organi zati on that
changes service providers plan eventually to migrate its network
into a an prefix assigned fromits new provider’s address space.
To this end, it is recomended that mechanisnms to facilitate such
m gration, such as dynanic host address assignnent that uses
[ RFC2131]), be depl oyed wherever possible, and that additiona
protocol work be done to devel op i nproved technol ogy for
r enunberi ng.

Not e that sonme aggregation efficiency gain can still be had for

mul ti-homed sites (and, in general, for any site conposed of
multiple, logical 1Pv4d networks); by allocating a contiguous power-
of -two bl ock address space to the site (as opposed to nultiple,

i ndependent prefixes), the site’'s routing infornmation may be
aggregated into a single prefix. Al so, since the routing cost
associated with assigning a nulti-honmed site out of a service

provi der’s address space is no greater than the old nethod of
sequential nunber assignment by a central authority, it nakes sense
to assign all end-site address space out of blocks allocated to
service providers.

It is also worthwhile to nmention that since aggregation may occur at
multiple levels in the system it may still be possible to aggregate
t hese anomal ous routes at higher |evels of whatever hierarchy may be
present. For exanple, if a siteis nulti-honed to two relatively
smal | providers that both obtain connectivity and address space from
the sane | arge provider, then aggregation by the |large provider of
routes fromthe smaller networks will include all routes to the
multi-homed site. The feasibility of this sort of second-I|eve
aggregati on depends on whet her topol ogical hierarchy exists anbong a
site, its directly-connected providers, and other providers to which
they are connected; it may be practical in sone regions of the gl oba
Internet but not in others.
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Note: In the discussion and exanples that follow, prefix notation is
used to represent routing destinations. This is used for
illustration only and does not require that routing protocols use
this representation in their updates.

4.2. Distributed Assignnent of Address Space

In the early days of the Internet, |Pv4 address space assignnent was
performed by the central Network Information Center (NNC). O ass

A/ B/ C network nunbers were assigned in essentially arbitrary order,
roughly according to the size of the organi zations that requested
them Al assignnents were recorded centrally, and no attenpt was
made to assign network nunbers in a nanner that would allow routing
aggregati on.

When CI DR was originally deployed, the central assignnent authority
continued to exist but changed its procedures to assign |arge bl ocks
of "Class C' network nunbers to each service provider. Each service
provider, in turn, assigned bitnask-oriented subsets of the

provi der’s address space to each custoner. This worked reasonably
well, as long as the nunber of service providers was relatively smal
and rel atively constant, but it did not scale well, as the nunber of
service providers grew at a rapid rate.

As the Internet started to expand rapidly in the 1990s, it becane
clear that a single, centralized address assignnment authority was
problematic. This function began being de-centralized when address
space assignnent for European Internet sites was delegated in bit-

al i gned bl ocks of 16777216 addresses (what CIDR would | ater define as
a/8) tothe RIPE NCC ([RIPE]), effectively making it the first of
the RIRs. Since then, address assignnent has been fornally
distributed as a hierarchical function with | ANA, the RIRs, and the
service providers. Renoving the bottleneck of a single organization
havi ng responsibility for the global Internet address space greatly
i nproved the efficiency and response tinme for new assi gnments.

Hi erarchical del egation of addresses in this manner inplies that
sites with addresses assigned out of a given service provider are,
for routing purposes, part of that service provider and will be
routed via its infrastructure. This inplies that routing information
about nulti-honed organi zations (i.e., organizations connected to
nore than one network service provider) will still need to be known
by higher levels in the hierarchy.

A historical perspective on these issues is described in [RFC1518].
Addi tional discussion may also be found in [ RFC3221].
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5.

5.

Routing | npl enentati on Consi derati ons

Wth the change from classful network nunbers to classless prefixes,
it is not possible to infer the network mask fromthe initial bit
pattern of an | Pv4 address. This has inplications for how routing
information is stored and propagated. Network nmasks or prefix

| engths must be explicitly carried in routing protocols. Interior
routing protocols, such as OSPF [ RFC2328], Internediate Systemto
Internediate System (1S 1S) [RFCL195], RIPv2 [ RFC2453], and G sco
Enhanced Interior Gateway Routing Protocol (EIGRP), and the BGP4
exterior routing protocol [RFC4271], all support this functionality,
havi ng been devel oped or nodified as part of the depl oynent of

cl assl ess inter-donmain routing during the 1990s.

O der interior routing protocols, such as R P [ RFC1058], HELLO, and
Cisco Interior Gateway Routing Protocol (ICGRP), and ol der exterior
routing protocols, such as Exterior Gateway Protocol (EGP) [RFCI904],
do not support explicit carriage of prefix |ength/ mask and thus
cannot be effectively used on the Internet other than in very linited
stub configurations. Although their use may be appropriate in sinple
| egacy end-site configurations, they are considered obsol ete and
shoul d NOT be used in transit networks connected to the gl oba

I nternet.

Simlarly, routing and forwarding tables in |layer-3 network equi pnent
nmust be organi zed to store both prefix and prefix |length or mask.

Equi prent that organizes its routing/forwarding information according
to |l egacy O ass A/ B/ C network/subnet conventions cannot be expected
to work correctly on networks connected to the global Internet; use
of such equi pnent is not recommended. Fortunately, very little such
equi pnent is in use today.

1. Rules for Route Adverti senent

1. Forwarding in the Internet is done on a |ongest-match basis.
This inplies that destinations that are nulti-honed relative to a
routi ng donai n nust always be explicitly announced into that
routing donain (i.e., they cannot be sunmarized). |[|f a network
is multi-homed, all of its paths into a routing domain that is
"hi gher" in the hierarchy of networks nust be known to the
"hi gher" network).

2. A router that generates an aggregate route for nultiple, nore-
specific routes nust discard packets that match the aggregate
route, but not any of the nore-specific routes. In other words,
the "next hop" for the aggregate route should be the nul
destination. This is necessary to prevent forwarding | oops when
sone addresses covered by the aggregate are not reachable.

Ful l er & Li Best Current Practice [ Page 11]



RFC 4632 Cl DR Address Strategy August 2006

Note that during failures, partial routing of traffic to a site that
takes its address space fromone service provider but that is
actually reachable only through another (i.e., the case of a site

t hat has changed service providers) may occur because such traffic
will be forwarded al ong the path adverti sed by the aggregated route.
Rule #2 will prevent packet msdelivery by causing such traffic to be
di scarded by the advertiser of the aggregated route, but the output
of "traceroute" and other similar tools will suggest that a problem
exi sts within that network rather than in the network that is no

| onger advertising the nore-specific prefix. This may be confusing
to those trying to diagnose connectivity problens; see the exanple in
Section 6.2 for details. A solution to this perceived "problent is
beyond the scope of this docunent; it lies with better education of

t he user/operator comunity, not in routing technol ogy.

An inplenentation follow ng these rules should also be generalized,
so that an arbitrary network number and mask are accepted for al
routing destinations. The only outstanding constraint is that the
mask nust be left contiguous. Note that the degenerate route to
prefix 0.0.0.0/0 is used as a default route and MJUST be accepted by
all inplenentations. Further, to protect against accidenta
advertisenents of this route via the inter-domain protocol, this
route should only be advertised to another routing domain when a
router is explicitly configured to do so, never as a non-configured,
"default" option.

5.2. How the Rul es Wirk

Rul e #1 guarantees that the forwarding al gorithmused is consistent
across routing protocols and inplenentations. Milti-homed networks
are always explicitly advertised by every service provider through
which they are routed, even if they are a specific subset of one
service provider’s aggregate (if they are not, they clearly nust be
explicitly advertised). 1t may seemas if the "primary" service
provi der could advertise the multi-honmed site inplicitly as part of
its aggregate, but |ongest-match forwardi ng causes this not to work.
More details are provided in [ RFC4116].

Rul e #2 guarantees that no routing | oops formdue to aggregation
Consider a site that has been assigned 192. 168.64/19 by its "parent"
provi der, which has 192.168.0.0/16. The "parent” network w ||
advertise 192.168.0.0/16 to the "child" network. If the "child"
network were to |l ose internal connectivity to 192.168. 65.0/24 (which
is part of its aggregate), traffic fromthe "parent” to the to the
"child" destined for 192.168.65.1 will follow the "child s"
advertised route. When that traffic gets to the "child", however,
the child *nust not* follow the route 192.168.0.0/16 back up to the
"parent", since that would result in a forwarding |loop. Rule #2 says
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that the "child" may not follow a | ess-specific route for a
destination that matches one of its own aggregated routes (typically,
this is inplemented by installing a "discard" or "null" route for al
aggregated prefixes that one network advertises to another). Note
that handling of the "default” route (0.0.0.0/0) is a special case of
this rule; a network nust not follow the default to destinations that
are part of one of its aggregated adverti senents.

5.3. A Note on Prefix Filter Formats

Systens that process route announcenents mnust be able to verify that
informati on that they receive is acceptable according to policy
rules. Inplenentations that filter route advertisenments nust allow
masks or prefix lengths in filter elenments. Thus, filter elenents
that formerly were specified as

accept 172.16.0.0
accept 172.25.120.0.0
accept 172.31.0.0
deny 10.2.0.0

accept 10.0.0.0

now | ook sonething like this:

accept 172.16.0.0/16
accept 172.25.0.0/16
accept 172.31.0.0/16
deny 10.2.0.0/16
accept 10.0.0.0/8

This is nerely nmaking explicit the network nmask that was inplied by
the Cass A/B/C classification of network nunmbers. It is also usefu
to enhance filtering capability to allow the nmatch of a prefix and
all nore-specific prefixes with the sane bit pattern; fortunately,
this functionality has been inplenmented by nost vendors of equi prent
used on the Internet.

5.4. Responsibility for and Configuration of Aggregation

Under normal circunstances, a routing domain (or "Autonomous Systeni)
that has been allocated or assigned a set of prefixes has sole
responsibility for aggregation of those prefixes. |In the usual case,
the AS will install configuration in one or nore of its routers to
generate aggregate routes based on nore-specific routes known to its
internal routing system These aggregate routes are advertised into
the gl obal routing systemby the border routers for the routing
domain. The nore-specific internal routes that overlap with the
aggregate routes should not be advertised globally. In sone cases,
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an AS may wi sh to del egate aggregation responsibility to another AS
(for exanple, a customer may wish for its service provider to
generate aggregated routing information on its behalf); in such
cases, aggregation is perfornmed by a router in the second AS
according to the routes that it receives fromthe first, conbined
with configured policy information describing how those routes should
be aggregat ed.

Note that one provider may choose to perform aggregation on the
routes it receives fromanother without explicit agreenent; this is
terned "proxy aggregation”. This can be a useful tool for reducing
the amount of routing state that an AS nust carry and propagate to
its custonmers and nei ghbors. However, proxy aggregation can al so
create uni ntended consequences in traffic engineering. Consider what
happens if both AS 2 and 3 receive routes fromAS 1 but AS 2 perforns
proxy aggregation while AS 3 does not. Oher ASes that receive
transit routing information fromboth AS 2 and AS 3 will see an

i nconsistent view of the routing information originated by AS 1.

This may cause an unexpected shift of traffic toward AS 1 through AS
3 for AS 3's custoners and any others receiving transit routes from
AS 3. Because proxy aggregation can cause unantici pated consequences
for parts of the Internet that have no relationship with either the
source of the aggregated routes or the party providing aggregation

it should be used with extrene caution.

Configuration of the routes to be conbined into aggregates is an

i mpl enentation of routing policy and requires sonme nanually

mai ntai ned information. As an addition to the information that nust
be maintained for a set of routeable prefixes, aggregation
configuration is typically just a line or two defining the range of
the block of IPv4 addresses to be aggregated. A site performing its
own aggregation is doing so for address blocks that it has been
assigned; a site perform ng aggregati on on behal f of another knows
this informati on because of an agreenent to del egate aggregation
Assum ng that the best common practice for network administrators is
to exchange lists of prefixes to accept from each other
configuration of aggregation infornmation does not introduce
significant additional administrative overhead.
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The generation of an aggregate route is usually specified either
statically or in response to learning an active dynanmic route for a
prefix contained within the aggregate route. |If such dynanic
aggregate route adverti senent is done, care should be taken that
routes are not excessively added or withdrawn (known as "route
flapping"). |In general, a dynam c aggregate route advertisenent is
added when at | east one conponent of the aggregate becones reachable
and it is withdrawn only when all conponents become unreachabl e.
Properly configured, aggregated routes are nore stable than non-
aggregated routes and thus inprove global routing stability.

| npl enent ati on note: Aggregation of the "Class D' (multicast) address
space i s beyond the scope of this docunent.

5.5. Route Propagation and Routing Protocol Considerations

6.

6.

Prior to the original deploynment of CIDR comon practice was to
propagate routes |learned via exterior routing protocols (i.e., EGP or
BGP) through a site’'s interior routing protocol (typically, OSPF,
IS-1S, or RIP). This was done to ensure that consistent and correct
exit points were chosen for traffic to be sent to a destination

| earned through those protocols. Four evolutionary effects -- the
advent of CIDR, explosive growh of global routing state, w despread
adoption of BGP4, and a requirenent to propagate full path

i nformati on -- have conbined to deprecate that practice. To ensure
proper path propagation and prevent inter-AS routing inconsistency
(BGP4' s | oop detection/prevention nmechanismrequires full path
propagation), transit networks nust use internal BGP (i BGP) for
carrying routes learned fromother providers both within and through
their networks.

Exanpl e of New Address Assignnents and Routing
1. Address Del egation

Consi der the bl ock of 524288 (2719) addresses, beginning with
10.24.0.0 and ending with 10.31.255.255, allocated to a single
network provider, "PA". This is equivalent in size to a block of
2048 |l egacy "C ass C' network nunbers (or /24s). A classless route
to this block woul d be described as 10.24.0.0 with a nask of
255.248.0.0 and the prefix 10.24.0.0/13.

Assunme that this service provider connects six sites in the follow ng
order (significant because it denonstrates how tenporary "hol es" may
formin the service provider’s address space):
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o "Cl", requiring fewer than 2048 addresses (/21 or 8 x /24)

o "C2", requiring fewer than 4096 addresses (/20 or 16 x /24)

o "C3", requiring fewer than 1024 addresses (/22 or 4 x /24)

o "C4", requiring fewer than 1024 addresses (/22 or 4 x [24)

o "GC5", requiring fewer than 512 addresses (/23 or 2 x [24)

o "C6", requiring fewer than 512 addresses (/23 or 2 x [/24)

In all cases, the nunber of |Pv4 addresses "required" by each site is
assumed to allow for significant growmh. The service provider

del egates its address space as follows:

o Cl. assign 10.24.0 through 10.24.7. This block of networks is
described by the route 10.24.0.0/21 (mask 255.255.248.0).

0o C2. Assign 10.24.16 through 10.24.31. This block is described by
the route 10.24.16.0/20 (nmask 255.255.240.0).

o C3. Assign 10.24.8 through 10.24.11. This block is described by
the route 10.24.8.0/22 (mask 255.255.252.0).

0 C4. Assign 10.24.12 through 10.24.15. This block is described by
the route 10.24.12.0/22 (mask 255.255.252.0).

o C5. Assign 10.24.32 and 10.24.33. This block is described by the
route 10.24.32.0/23 (mask 255.255.254.0).

0 ©C6. Assign 10.24.34 and 10.24.35. This block is described by the
route 10.24.34.0/23 (mask 255.255.254.0).

These six sites should be represented as six prefixes of varying size
within the provider’s IGP. If, for sone reason, the provider uses an
obsolete I GP that doesn't support classless routing or variabl e-

| engt h subnets, then explicit routes for all /24s will have to be
carried.

To make this exanple nore realistic, assune that C4 and C5 are nulti-

honed through sone other service provider, "PB'. Further assune the
exi stence of a site, "Cr", that was originally connected to "RB" but
that has noved to "PA". For this reason, it has a bl ock of network

nunmbers that are assigned out PB' s block of (the next) 2048 x /24.

o C7. Assign 10.32.0 through 10.32.15. This block is described by
the route 10.32.0.0/20 (mask 255.255.240.0).
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For the nulti-honed sites, assune that C4 is advertised as prinmary
via "RA" and secondary via "RB"; and that C5 is primary via "RB" and
secondary via "RA'". |In addition, assune that "RA" and "RB" are both
connected to the same transit service provider, "BB".

Graphically, this topology |ooks sonething like this:
10.24.0.0 -- 10.24.7.0__ ~10.32.0.0 - 10.32.15.0
Cl: 10.24.0.0/21 \ / C7: 10.32.0.0/20

10.24.16.0 - 10.24.31.0_ | |

|
C2: 10.24.16.0/20 \ | 10.24.12.0 - 10.24.15.0__ |
\| | / C4: 10.24.12.0/20 \

| |/ \| |

10.24.8.0 - 10.24.11.0___/| PA |\ | PB

C3: 10.24.8.0/22 | | \_10.24.32.0 - 10.24.33.0__|
| | C5: 10.24.32.0/23 |

| | | |
10.24.34.0 - 10.24.35.0__/| | |
C6: 10.24.34.0/23 | | |

Fo-- -4 Fo-- -4

routi ng adverti senents:

10. 24. 12. 0/ 22 (C4)
10.32.0.0/20 (C7)
10. 24. 0.0/ 13 (PA)

10.24.12.0/ 22 (C4)
10. 24. 32.0/ 23 (C5)
10.32.0.0/ 13 (PB)

2
2

6.2. Routing Advertisenments

To followrule #1, PAwill need to advertise the block of addresses
that it was given and C7. Since C4 is nulti-honed and prinary
through PA, it nust also be advertised. C5 is nulti-honed and

primary through PB. |In principle (and in the exanple above), it need
not be advertised, since |longest match by PB will automatically
select PB as primary and the adverti senent of PA' s aggregate will be
used as a secondary. In actual practice, C5 will normally be

advertised via both providers.
Advertisenents from"PA" to "BB" will be
10.24.12.0/ 22 primary (advertises C4)

10.32.0.0/20 primary (advertises C7)
10.24.0.0/ 13 prinmary (advertises remmi nder of PA)
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For PB, the advertisenents nust also include C4 and C5, as well as
its block of addresses.

Advertisenents from"PB" to "BB'" will be

10. 24.12.0/ 22 secondary (advertises C4)
10. 24.32.0/ 23 primary (advertises C5)
10.32.0.0/ 13 primary (advertises renmi nder of RB)

To illustrate the problem diagnosis issue nentioned in Section 5.1,
consi der what happens if PA | oses connectivity to C7 (the site that
is assigned out of PB's space). In a stateful protocol, PA wll
announce to BB that 10.32.0.0/20 has becone unreachable. Now, when
BB flushes this information out of its routing table, any future
traffic sent through it for this destination will be forwarded to PB
(where it will be dropped according to Rule #2) by virtue of PB' s

| ess-specific match, 10.32.0.0/13. Although this does not cause an
operational problem (C7 is unreachable in any case), it does create
sonme extra traffic across "BB" (and may al so prove confusing to
sonmeone trying to debug the outage with "traceroute"). A nechanism
to cache such unreachable state might be nice, but it is beyond the
scope of this document.

7. Domain Nane Service Consi derations

One aspect of Internet services that was notably affected by the nove
to CIDR was the mechani smused for address-to-nanme translation: the
I N- ADDR. ARPA zone of the domain system Because this zone is

del egated on octet boundaries only, the nove to an address assi gnment
pl an that uses bitnask-oriented addressing caused sonme increase in
work for those who naintain parts of the | N-ADDR ARPA zone.

A description of techniques to populate the | N ADDR ARPA zone when
and used address that bl ocks that do not align to octet boundaries is
described in [ RFC2317].

8. Transition to a Long-Term Sol ution

CI DR was designed to be a short-termsolution to the probl ens of

routing state and address depletion on the IPv4 Internet. It does
not change the fundanental Internet routing or addressing
architectures. It is not expected to affect any plans for transition

to a nore long-termsolution except, perhaps, by delaying the urgency
of devel opi ng such a solution
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9.

Anal ysis of CIDR s Effect on dobal Routing State

Wien CIDR was first proposed in the early 1990s, the original authors
made sone observations about the growth rate of global routing state
and offered projections on how Cl DR depl oynent woul d, hopefully,
reduce what appeared to be exponential growmh to a nore sustainable
rate. Since that depl oynent, an ongoing effort, called "The CI DR
Report" [CRPT], has attenpted to quantify and track that growth rate.
What follows is a brief summary of the CIDR report as of March 2005,
with an attenpt to explain the various patterns and changes of growth
rate that have occurred since neasurenments of the size of globa
routing state began in 1988.

Wien the graph of "Active BGP Table Entries" [CBGP] is exam ned,
there appear to be several different growh trends with distinct
inflection points reflecting changes in policy and practice. The
trends and events that are believed to have caused them were as
fol | ows:

1. Exponential growh at the far left of the graph. This represents
the period of early expansion and comercialization of the former
research network, fromthe late 1980s through approxi mately 1994.
The major driver for this growh was a | ack of aggregation
capability for transit providers, and the w despread use of
|l egacy Cass C allocations for end sites. Each tine a new site
was connected to the global Internet, one or nore new routing
entries were generated.

2. Acceleration of the exponential trend in late 1993 and early 1994
as CI DR "supernet" blocks were first assigned by the NIC and
routed as separate | egacy class-C networks by service provider

3. A sharp drop in 1994 as BGP4 depl oynment by providers all owed
aggregation of the "supernet" blocks. Note that the periods of
| argest declines in the nunber of routing table entries typically
correspond to the weeks follow ng each neeting of the I ETF Cl DR
Depl oynment Wor ki ng Group.

4. Roughly linear growth fromnid-1994 to early 1999 as Cl DR-based
address assignnents were nade and aggregated routes added
t hr oughout the networKk.

5. A new period of exponential growth again fromearly 1999 unti
2001 as the "high-tech bubble" fueled both rapid expansion of the
Internet, as well as a large increase in nore-specific route
advertisenents for nulti-hom ng and traffic engi neering.
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10.

6. Flattening of growh through 2001 caused by a conbi nation of the
"dot-com bust", which caused many organi zati ons to cease
operations, and the "CIDR police" [CPOL] work ainmed at inproving
aggregation efficiency.

7. Roughly linear growth through 2002 and 2003. This nost likely
represents a resunption of the "normal" growth rate observed
before the "bubble", as well as an end to the "CI DR Police"
effort.

8. A nore recent trend of exponential growth beginning in 2004. The
best expl anati on would seemto be an inprovenent of the globa
econony driving increased expansion of the Internet and the
conti nued absence of the "CIDR Police" effort, which previously
served as an educational tool for new providers to inprove
aggregation efficiency. There have al so been sone cases where
service providers have deliberately de-aggregated prefixes in an
attenpt to mitigate security problens caused by conflicting route
advertisenents (see Section 12). Although this behavior may
sol ve the short-term probl ens seen by such providers, it is
fundamental | y non-scal able and quite detrinental to the conmmunity
as a whole. |In addition, there appear to be many providers
advertising both their allocated prefixes and all the /24
conponents thereof, probably due to a | ack of consistent current
i nformati on about recomended routing configuration

Concl usi ons and Reconmendati ons

In 1992, when CIDR was first devel oped, there were serious problens
facing the continued growh of the Internet. Gowh in routing state
complexity and the rapid increase in consunption of address space
made it appear that one or both problenms would preclude continued
growth of the Internet within a few short years.

Depl oyment of CIDR, in conbination with BGP4’s support for carrying
classless prefix routes, alleviated the short-termcrisis. It was
only through a concerted effort by both the equi pmrent manufacturers
and the provider comunity that this was achi eved. The threat (and,
perhaps in sonme cases, actual inplenmentation of) charging networks
for advertising prefixes may have offered an additional incentive to
share the address space, and thus the associated costs of advertising
routes to service providers.

The 1 Pv4 routing systemarchitecture carries topology information
based on aggregate address adverti senents and a collection of nore-
specific advertisements that are associated with traffic engi neering,
mul ti-hom ng, and local configuration. As of March 2005, the base
aggregate address load in the routing system has sone 75,000 entri es.
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11.

Approxi mately 85,000 additional entries are nore specific entries of
this base "root" collection. There is reason to believe that nmany of
these additional entries exist to solve problens of regional or even
| ocal scope and should not need to be globally propagated.

An obvious question to ask is whether CIDR can continue to be a

vi abl e approach to keeping global routing state growh and address

space depletion at sustainable rates. Recent neasurenents indicate
t hat exponential growh has resuned, but further analysis suggests

that this trend can be mtigated by a nore active effort to educate
service providers as to efficient aggregation strategi es and proper
equi pnent configuration. Looking farther forward, there is a clear
need for better nulti-honing technol ogy that does not require gl oba
routing state for each site and for nmethods of perforning traffic

| oad bal ancing that do not require adding even nore state. Wthout
such devel opnents and in the absence of nmjor architectural change,
aggregation is the only tool available for nmaking routing scale in

the gl obal Internet.

Status Updates to Cl DR Docunents

This meno renders obsol ete and requests re-classification as Historic
the followi ng RFCs describing Cl DR usage and depl oyment:

0 RFC 1467: Status of CIDR Deploynent in the Internet

This Informational RFC described the status of ClIDR depl oynent in
1993. As of 2005, CIDR has been thoroughly deployed, so this
status note only provides a historical data point.

0 RFC 1481: | AB Recommendation for an Internediate Strategy to
Address the |ssue of Scaling

This very short Informational RFC described the | AB' s endorsenent
of the use of CIDR to address scaling issues. Because the goal of
RFC 1481 has been achieved, it is now only of historical value.

0 RFC 1482: Aggregation Support in the NSFNET Policy-Based Routing
Dat abase

This Informational RFC describes plans for support of route
aggregation, as specified by CIDR, on the NSFNET. Because the
NSFNET has | ong since ceased to exist and Cl DR has been

ubi qui tously depl oyed, RFC 1482 now only has historical relevance.

0 RFC 1517: Applicability Statenment for the Inplenmentation of
Ol assl ess Inter-Domain Routing (Cl DR
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This Standards Track RFC descri bed where CI DR was expected to be
required and where it was expected to be (strongly) recomended.
Wth the full deployment of CIDR on the Internet, situations where
CIDR is not required are of only historical interest.

0 RFC 1518: An Architecture for I P Address Allocation with Cl DR

This Standards Track RFC di scussed routing and address aggregation
consi derations at sone length. Sonme of these issues are

sumari zed in this docunment in section Section 3.1. Because
address assignnent policies and procedures now reside mainly with
the RIRs, it is not appropriate to try to docunment those practices
in a Standards Track RFC. |In addition, [RFC3221] al so descri bes
many of the sanme issues from point of view of the routing system

0 RFC 1520: Exchangi ng Routing Information Across Provider
Boundaries in the CIDR Environnent

This Informational RFC described transition scenarios where Cl DR
was not fully supported for exchanging route information between
providers. Wth the full deploynent of CIDR on the Internet, such
scenarios are no |l onger operationally rel evant.

0 RFC 1817: CIDR and d assful Routing

This Informational RFC described the inplications of CI DR

depl oynent in 1995; it notes that formerly-classful addresses were
to be allocated using Cl DR nechani sns and descri bes the use of a
default route for non-CIDR-aware sites. Wth the full depl oynent
of CIDR on the Internet, such scenarios are no |onger
operationally rel evant.

0 RFC 1878: Variable Length Subnet Table For |Pv4

This Informational RFC provided a table of pre-cal cul ated subnet
masks and address counts for each subnet size. Wth the

i ncorporation of a simlar table into this docunent (see Section
3.1), it is no longer necessary to docunment it in a separate RFC

0 RFC 2036: pservations on the use of Conmponents of the Cass A
Address Space within the Internet

This Informational RFC described several operational issues
associated with the allocation of classless prefixes from

previ ousl y-cl assful address space. Wth the full deploynment of
CIDR on the Internet and nore than half a dozen years of

experi ence maki ng cl assl ess prefix allocations out of historical
"Cl ass A" address space, this RFC now has only historical value.
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12.

Security Considerations

The introduction of routing protocols that support classless prefixes
and a nove to a forwardi ng nodel that nandates that nore-specific
(longest-match) routes be preferred when they overlap with routes to
| ess-specific prefixes introduces at | east two security concerns:

1

Traffic can be hijacked by advertising a prefix for a given
destination that is nore specific than the aggregate that is
normal |y advertised for that destination. For exanple, assume
that a popul ar end systemw th the address 192.168.17.100 is
connected to a service provider that advertises 192.168. 16. 0/ 20.
A nalicious network operator interested in intercepting traffic
for this site night advertise, or at |east attenpt to advertise,
192.168.17.0/24 into the global routing system Because this
prefix is nore specific than the "normal" prefix, traffic will be
diverted away fromthe legitimte end systemand to the network
owned by the nalicious operator. Prior to the advent of CIDR, it
was possible to induce traffic fromsone parts of the network to
follow a fal se adverti senent that exactly matched a particul ar
net wor k nunber; CIDR makes this probl em somewhat worse, since

| ongest-match routing generally causes all traffic to prefer
nore-specific routes over |less-specific routes. The remedy for
the Cl DR-based attack, though, is the sane as for a pre-Cl DR
based attack: establishnent of trust relationships between

provi ders, coupled with and strong route policy filters at

provi der borders. Unfortunately, the inplenentation of such
filters is difficult in the highly de-centralized Internet. As a
wor karound, many providers do inplenment generic filters that set
upper bounds, derived from R R guidelines for the sizes of bl ocks
that they allocate, on the I engths of prefixes that are accepted
fromother providers. Note that "spanmmers" have been observed
using this sort of attack to hijack address space tenporarily in
order to hide the origin of the traffic ("spam email nessages)
that they generate.

Deni al - of -servi ce attacks can be | aunched agai nst nany parts of
the Internet infrastructure by advertising a | arge nunber of
routes into the system Such an attack is intended to cause
router failures by overflowing routing and forwarding tables. A
good exanpl e of a non-nalicious incident that caused this sort of
failure was the infanous "AS 7007" event [7007], where a router

m s-configuration by an operator caused a huge nunber of invalid
routes to be propagated through the gl obal routing system

Again, this sort of attack is not really newwith Cl DR, using

|l egacy Cass A/B/Croutes, it was possible to advertise a maxi num
of 16843008 uni que network nunbers into the global routing
system a nunber that is sufficient to cause problens for even
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the nost nodern routing equi pnent nmade in 2005. Wat is
different is that the noderate conplexity of correctly
configuring routers in the presence of CIDR tends to make
accidental "attacks" of this sort nore likely. Measures to
prevent this sort of attack are nuch the sanme as those described
above for the hijacking, with the addition that best common
practice is also to configure a reasonabl e maxi mum nunber of
prefixes that a border router will accept fromits nei ghbors.

Note that this is not intended to be an exhaustive anal ysis of the
sorts of attacks that ClDR nakes easier; a nore conprehensive

anal ysis of security vulnerabilities in the global routing systemis
beyond the scope of this docunent.
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