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Abstract
This docunent provides a franmework for Layer 2 Provider Provisioned
Virtual Private Networks (L2VPNs). This framework is intended to aid

i n standardi zi ng protocols and nechani sns to support interoperable
L2VPNs.
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1. Introduction

1.1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

1.2. bjectives and Scope of the Docunent

This docunent provides a framework for Layer 2 Provider Provisioned
Virtual Private Networks (L2VPNs). This framework is intended to aid
i n standardi zi ng protocols and nechani sns to support interoperable
L2VPNs.

The term "provider provisioned VPNs" refers to Virtual Private
Net wor ks (VPNs) for which the Service Provider (SP) participates in
managenent and provisioning of the VPN

Requirements for L2VPNs can be found in [ RFC4665].

Thi s docunent provides reference nodels for L2VPNs and di scusses the
functional conponents of L2VPNs. Specifically, this includes

di scussion of the technical issues that are inportant in the design
of standards and nechani sns for L2VPNs, including those standards and
mechani sms needed for interworking and security.

Thi s docunent di scusses a nunber of different technical approaches to
L2VPNs. It tries to show how the different approaches are rel ated,
and to clarify the issues that may | ead one to sel ect one approach

i nstead of another. However, this docunent does not attenpt to

sel ect any particul ar approach.

1.3. Layer 2 Virtual Private Networks
There are two fundanental ly different kinds of Layer 2 VPN service
that a service provider could offer to a customer: Virtual Private

Wre Service (VPW5) and Virtual Private LAN Service (VPLS). There is
al so the possibility of an IP-only LAN-1i ke Service (IPLS)
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A VPWS is a VPN service that supplies an L2 point-to-point service.
As this is a point-to-point service, there are very few scaling
issues with the service as such. Scaling issues mght arise fromthe
nunber of end-points that can be supported on a particul ar PE

A VPLS is an L2 service that enul ates LAN service across a Wde Area
Network (WAN). Wth regard to the anount of state infornmation that
must be kept at the edges in order to support the forwarding
function, it has the scaling characteristics of a LAN. Oher scaling
i ssues mght arise fromthe nunmber of end-points that can be
supported on a particular PE. (See Section 3.4.4.)

Note that VPLS uses a service that does not have native nulticast
capability to emulate a service that does have native nulticast
capability. As a result, there will be scalability issues with
regard to the handling of multicast traffic in VPLS.

A VPLS service nmay al so i npose | onger del ays and provide | ess
reliable transport than would a native LAN service. The standard LAN
control protocols may not have been designed for such an environnent
and nay experience scaling problens when run in that environment.

1.4. Term nol ogy

The list of the technical terns used when discussing L2VPNs may be
found in the conpani on docunent [RFC4026].
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2. Model s
2.1. Reference Mdel for VPWs

The VPWS reference nodel is shown in Figure 1

At t achnent PSN At t achnent
Circuits t unnel Circuits
+
+----- + pseudo +----- +
I I wire I I
| CE1 |--+ +--| CE2
| I R G CEEEEE S B |
+-- o - + |- P e LT T Sy +
| VPWB\ - - - | - - - - - [----- | / VPWE|
| PE1 | :::l :::::l :::::l PE2 |
AR R |-~ AN
Nt ST N I BN BT EEEER TR
| I e S e TR EE S B |
| CE3 |--+ +--| CE4
I I I I
+omm + +omm +
Figure 1

2.1.1. Entities in the VPWs Reference Mbde

The P, PE (VPW5-PE), and CE devices and the PSN tunnel are defined in
[ RFC4026]. The attachment circuit and pseudowire are discussed in
Section 3. The PE does a sinple napping between the PWand
attachnent circuit based on |local information; i.e., the PW
denul ti pl exor and i ncomi ng/ out goi ng | ogical/physical port.
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2.2. Reference Mdel for VPLS

The foll owi ng di agram shows a VPLS reference nodel where PE devices
that are VPLS-capable provide a logical interconnect such that CE
devices belonging to a specific VPLS appear to be on a single bridged
Et hernet. A VPLS can contain a single VLAN or nultiple tagged VLANs.

The VPLS reference nodel is shown in Figures 2 and 3.

+----- + +----- +
+ CE1l +--+ +---] CE2 |
- - + | | - - +
VPLS A | +----+ et | VPLS A
| | VPLS | VPLS| |
+--| PE |--Routed---| PE |-+
+----+ Backbone +----+
/. | N Y AN
+----- + . | . \ I\ \ +----- +
+ CE +--+ . | . +--\ Access \----| CE |
Fo-o - + . +--- -+ . | Network | +o-o - +
VPLS B ..., | VPLS]........ \ / VPLS B
| PE | A
+----+ |
| |
| |
L + |
| CE3 | +-- Emul ated LAN
+--- - - +
VPLS A
Figure 2
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[----- Rout ed Backbone-----
| (P Routers) | PSN Tunnel s,
Emul at ed LAN | | Pseudowi res

I ..
Enul at ed LAN

| | | | |
| | I'nterface | VPLS-PEs | | Interface
| | | <---> | | |
| o R REERREREEE | | o R REERREREEE |
| | Bri dge | | | Bri dge |
| ] EREREEEEE B | o] EERREREEE |- ]
ERIEESEEREE EEREEEEE -1 R EEEEEE EEREEEEE |-~
| | | | | |
| | Access | | | Access
| | Networks| | | Networks|
| | | | | |
| | | | | |
CE devi ces CE devi ces
Figure 3

From Figure 3, we see that in VPLS, a CE device attaches, possibly

t hrough an access network, to a "bridge" nodule of a VPLS-PE. Wthin
the VPLS-PE, the bridge nodul e attaches, through an "Enul ated LAN
Interface", to an Enulated LAN. For each VPLS, there is an Emul ated
LAN i nstance. Figure 3 shows sone internal structure to the Enul ated
LAN: it consists of "VPLS Forwarder" nodul es connected by

pseudow res, where the pseudowires may be traveling through PSN
tunnel s over a routed backbone.

A "VPLS instance" consists of a set of VPLS Forwarders (no nore than
one per PE) connected by pseudow res.

The functionality that the bridge nodul e nmust support depends on the
service that is being offered by the SP to its custoners, as well as
on various details of the SPPs network. At a nmininmum the bridge
nodul e nust be able to | earn MAC addresses, and to "age themout", in
the standard manner. However, if the PE devices have backdoor
connections with each other via a Layer 2 network, they may need to
be full | EEE bridges ([|EEE8021D]), running a spanning tree with each
other. Specification of the precise functionality that the bridge
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2.

2.

nmodul es nmust have in particular circunstances is, however, out of
scope of the current docunent.

This framework specifies that each "bridge nodul e" have a single
"Emul ated LAN interface". It does not specify the nunmber of bridge
nodul es that a VPLS-PE nay contain, nor does it specify the nunber of
VPLS instances that nmay attach to a bridge nodul e over a single

"Enul ated LAN interface"

Thus the framework is conpatible with at |least the follow ng three
nodel s:

- Model 1

A VPLS-PE contains a single bridge nodule and supports a single
VPLS instance. The VPLS instance is an Emulated LAN, if that
Emul at ed LAN contai ns VLANs, 802.1Q [| EEE8021Q taggi ng nmust be
used to indicate which packets are in which VLANs.

- Model 2

A VPLS-PE contains a single bridge nodul e, but supports multiple
VPLS instances. Each VPLS instance is thought of as a VLAN (in
effect, an "Enul ated VLAN'), and the set of VPLS instances are
treated as a set of VLANs on a common LAN. Since each VLAN uses
a separate set of PW, there is no need for 802.1Q taggi ng.

- Model 3

A VPLS-PE contains an arbitrary nunber of bridge nodul es, each
of which attaches to a single VPLS instance.

There nmay be other nodels as well, sone of which are

conbi nations of the 3 npdels above. Different nodels may have
di fferent characteristics, and different scopes of
applicability.

Each VPLS sol ution should specify the nodel or nodels that it is
supporting. Each solution should also specify the necessary
bridge functionality that its bridge nmodul es nmust support.

This framework does not specify the way in which bridge contro
protocol s are used on the Emul ated LANs.

1. Entities in the VPLS Reference Mde

The PE (VPLS-PE) and CE devices are defined in [ RFC4026] .
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2.3. Reference Model for Distributed VPLS-PE or VPW5- PE
VPLS- PE/ VPW5- PE

Functionality

+----+ L -4 +----t . Service

| CE|--.--|UPE----|NPE-.---. Provider
R N oot . Backbone

2.3.1. Entities in the Distributed PE Ref erence Mdels

A VPLS-PE or a VPWS-PE functionality may be distributed to nore than
one device. The device closer to the custoner/user is called the
User-facing PE (U PE), and the device closer to the core network is
cal l ed Network-facing PE (N PE)

For further discussion, see Section 3.4.3.
The terms "U-PE' and "N-PE" are defined in [ RFC4026].
2.4. VPW5-PE and VPLS- PE

The VPWS-PE and VPLS-PE are functionally very sinilar, in that they
both use forwarders to nap attachnent circuits to pseudowires. The
only difference is that while the forwarder in a VPW5s- PE does a one-
t o- one mappi ng between the attachnment circuit and pseudowi re, the
forwarder in a VPLS-PE is a Virtual Switching Instance (VSI) that
maps nultiple attachnent circuits to nultiple pseudowires (for
further discussion, see Section 3).

3. Functional Conponents of L2 VPN

This section specifies a functional nodel for L2VPN, which allows one
to break an L2VPN architecture down into its functional conponents.
This exhibits the roles played by the various protocols and

mechani sms, and thus makes it easier to understand the differences
and simlarities between various proposed L2VPN architectures.

Section 3.1 contains an overview of sone different types of L2VPNs.
In Section 3.2, functional conponents that are comon to the
different types are discussed. Then, there is a section for each of
the L2VPN service types being considered. The latter sections

di scuss functional conmponents, which may be specific to particul ar
L2VPN types, and type-specific features of the generic conponents.
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3.1. Types of L2VPN

The types of L2VPN are distinguished by the characteristics of the
service that they offer to the customers of the Service Provider
(SP).

3.1.1. Virtual Private Wre Service (VPW5)

In a VPW5, each CE device is presented with a set of point-to-point
virtual circuits.

The other end of each virtual circuit is another CE device. Franes
transmitted by a CE on such a virtual circuit are received by the CE
device at the other end-point of the virtual circuit. Forwarding
fromone CE device to another is not affected by the content of the
frane, but is fully determned by the virtual circuit on which the
frane is transnmitted. The PE thus acts as a virtual circuit switch

This type of L2VPN has |ong been avail abl e over ATM and Frame Rel ay
backbones. Providing this type of L2VPN over MPLS and/or |P
backbones is the current topic.

Requirements for this type of L2VPN are specified in [ RFC4665].
3.1.2. Virtual Private LAN Service (VPLS)

In a VPLS, each CE device has one or nore LAN interfaces that lead to
a "virtual backbone".

Two CEs are connected to the sane virtual backbone if and only if
they are nenbers of the sane VPLS instance (i.e., sanme VPN). Wen a
CE transnmits a frane, the PE that receives it exam nes the MAC
Destination Address field in order to deternmine howto forward the
frane. Thus, the PE functions as a bridge. As Figure 3 indicates,
if a set of PEs support a conmon VPLS instance, then there is an
Enul at ed LAN, corresponding to that VPLS instance, to which each of
those PE bridges attaches (via an enulated interface). Fromthe
perspective of a CE device, the virtual backbone is the set of PE
bridges and the Enul ated LAN on which they reside. Thus to a CE
device, the LAN that attaches it to the PE is extended transparently
over the routed MPLS and/or | P backbone.

The PE bridge function treats the Enulated LAN as it would any other
LAN to which it has an interface. Forwarding decisions are nade in
the manner that is normal for bridges, which is based on MAC Source
Addr ess | earni ng.
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VPLS is like VPWs in that forwarding is done w thout any
consi deration of the Layer3 header. VPLS is unlike VPWS in that:

- VPLS allows the PE to use addressing information in a frane’s L2
header to determ ne howto forward the frane; and

- VPLS allows a single CE/ PE connection to be used for
transmitting franes to multiple renmote CEs; in this particular
respect, VPLS resenbles L3VPN nore than VPWS

Requirements for this type of L2VPN are specified in [ RFC4665].
3.1.3. |IP-Only LAN-Li ke Service (IPLS)
An IPLS is very like a VPLS, except that:

- it is assuned that the CE devices are hosts or routers, not
swi tches; and

- it is assuned that the service will only carry |IP packets and
supporting packets such as ICWP and ARP (in the case of |Pv4) or
Nei ghbor Di scovery (in the case of |1Pv6); Layer 2 packets that
do not contain IP are not supported.

Wiile this service is a functional subset of the VPLS service, it is
consi dered separately because it nmay be possible to provide it using
di fferent nechanisns, which may allow it to run on certain hardware
pl atforns that cannot support the full VPLS functionality.

3.2. Ceneric L2VPN Transport Functional Conponents

Al L2VPN types nmust transport "franmes" across the core network
connecting the PEs. In all L2VPN types, a PE (PEl) receives a frane
froma CE (CEl), and then transports the frame to a PE (PE2), which
then transports the frame to a CE (CE2). |In this section, we discuss
the functional conponents that are necessary to transport L2 franes
in any type of L2VPN service

3.2.1. Attachnment Circuits

In any type of L2VPN, a CE device attaches to a PE device via sone
sort of circuit or virtual circuit. W wll call this an "Attachnent
Crcuit" (AC. W use this termvery generally; an Attachnent
Circuit may be a Franme Relay DLCI, an ATM VPI/VClI, an Ethernet port,
a VLAN, a PPP connection on a physical interface, a PPP session from
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an L2TP tunnel, an MPLS LSP, etc. The CE device may be a router, a
switch, a host, or just about anything, which the custonmer needs
hooked up to the VPN. An AC carries a frame between CE and PE, or
Vi ce versa

Procedures for setting up and nmintaining the ACs are out of scope of
this architecture.

These procedures are generally specified as part of the specification
of the particular Attachment Circuit technol ogy.

Any given frame will traverse an AC froma CE to a PE, and then on
another AC froma PE to a CE

We refer to the forner AC as the frame's "ingress AC' and to the
latter AC as the frane’s "egress AC'. Note that this notion of
"ingress AC' and "egress AC' is relative to a specific frame and
denotes nothing nore than the frame’s direction of travel while it is
on that AC

3.2.2. Pseudow res

A "Pseudowire" (PW is a relation between two PE devices. Wereas an
AC is used to carry a frame fromCE to PE, a PWis used to carry a
frane between two PEs. W use the term "pseudowire" in the sense of
[ RFC3985] .

Setting up and maintaining the PW is the job of the PEs. State
information for a particular PWis maintained at the two PEs that are
its endpoints, but not at other PEs, and not in the backbone routers
(P routers).

Pseudowi res may be point-to-point, multipoint-to-point, or point-to-

multipoint. In this framework, point-to-point PW are always
consi dered bidirectional; multipoint-to-point and point-to-nultipoint
PW are always considered unidirectional. Miltipoint-to-point PW

can be used only when the PE receiving a frane does not need to
infer, fromthe PWon which the frame was received, the identity of
the frame’s ingress AC. Point-to-multipoint PW nmay be useful when
frames need to be nulticast.

Procedures for setting up and nmintaining point-to-nultipoint PW are
not considered in this version of this framework.

Any given frane travels first on its ingress AC, then on a PW and
then on its egress AC
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Mul ticast franes nmay be replicated by a PE, so of course the
information carried in nulticast franes may travel on nore than one
PWand nore than one egress AC

Thus with respect to a given frane, a PWnay be said to associate a
nunber of ACs. |If these ACs are of the sane technology (e.g., both
ATM both Ethernet, both Frane Relay), the PWis said to provide
"honmogeneous transport"; otherwise it is said to provide

"het er ogeneous transport”. Heterogeneous transport requires that
some sort of interworking function be applied. There are at |east
three different approaches to interworking:

1. One of the CEs nmay performthe interworking locally. For
exanple, if CEl attaches to PEL1L via ATM but CE2 attaches to
PE2 via Ethernet, then CE1l may decide to send/receive
Et hernet frames over ATM using the RFC 2684, "LLC
Encapsul ation for Bridged Protocols”. In such a case, PEl
woul d need to know that it is to term nate the ATM VC
locally, and only to send/receive Ethernet franes over the
PW

2. One of the PEs may performthe interworking. For exanple, if
CEl attaches to PEl1 via ATM but CE2 attaches to PE2 via
Frame Relay, PE1 nmay provide the "ATM FR Service
I nterworking" function. This would be transparent to the
CEs, and the PWwould carry only Frame Relay franes.

3. IPLS could be used. 1In this case, the "franmes" carried by
the PWare | P datagrans, and the two PEs need to cooperate in
order to spoof various L2-specific procedures used by IP (see
Section 3.5).

I f heterogeneous PW are used, the setup protocol nust ensure that
each endpoint knows the MIU of the rempte AC. |If the two ACs do not
have the same MIU, one of the follow ng three procedures nust be
carried out:

- The PWis not allowed to conme up.

- The endpoint at the ACwith the larger MIU nust reduce the AC s
MU so that it is the sane as the MU of the renpte AC

- The two endpoints nust agree to use a specified
fragmentation/reassenbly procedure.
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3.2.3. Forwarders

In all types of L2VPN, a PE (say, PEl) receives a frame over an AC
and forwards it over a PWto another PE (say, PE2). PE2 then
forwards the frame out on another AC

The case in which PE1 and PE2 are the sane device is an inportant
case to handle correctly, in order to provide the L2VPN service
properly. However, as this case does not require any protocol, we do
not address it further in this docunent.

When PE1 receives a frane on a particular AC, it nust deternine the
PWon which the frame nust be forwarded. In general, this is done by
consi deri ng:

- the incom ng AC;
- possibly the contents of the frane’s Layer2 header; and

- possibly sonme forwarding information that nmay be statically or
dynani cal | y mai nt ai ned

If dynamic or static forwarding information is considered, the
information is specific to a particular L2VPN instance (i.e., to a
particul ar VPN)

Similarly, when PE2 receives a frane on a particular PW it nust
determ ne the AC on which the frame nust be forwarded. This is done
by consi deri ng:

- the inconmi ng PW
- possibly the contents of the franme’s Layer2 header; and

- possibly sonme forwarding information that may be statically or
dynani cal | y nmai nt ai ned

If dynamic or static forwarding information is considered, the
information is specific to a particular L2VPN instance (i.e., to a
particul ar VPN)

The procedures used to nake the forwardi ng decision are known as a
"forwarder". W nay think of a PWas being "bound", at each of its
endpoints, to a forwarder. The forwarder in turn "binds" the PW to
ACs. Different types of L2VPN have different types of forwarders.
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For instance, a forwarder nmay bind a single ACto a single PW
ignoring all frame contents and using no other forwarding

information. O a forwarder may bind an ACto a set of PW and ACs,
nmovi ng individual frames fromAC to PW froma PWto an AC or from AC
to AC by conparing information fromthe frame’s Layer2 header to
information in a forwardi ng database. This is discussed in nore
detail below, as we consider the different L2VPN types.

3.2.4. Tunnels

A PWis carried in a "tunnel” fromPEl to PE2. W assune that an
arbitrary nunber of PW may be carried in a single tunnel; the only
requirenent is that the PW all terminate at PE2.

We do not even require that all the PW in the tunnel originate at
PE1; the tunnels may be nultipoint-to-point tunnels. Nor do we
require that all PW between the sanme pair of PEs travel in the sane
tunnel. Al we require is that when a frane traveling through such a
tunnel arrives at PE2, PE2 will be able to associate it with a
particul ar PW

(Whil e one can imagi ne tunneling techniques that only allow one PW
per tunnel, they have evident scalability problenms, and we do not
consider themfurther.)

A variety of different tunneling technol ogies nmay be used for the
PE-PE tunnels. Al that is really required is that the tunneling
technol ogi es all ow the proper denultiplexing of the contai ned PW.
The tunnels m ght be MPLS LSPs, L2TP tunnels, |Psec tunnels, MPLS-
in-1P tunnels, etc. Generally the tunneling technology will require
the use of an encapsulation that contains a denultiplexor field,
where the demultiplexor field is used to identify a particular PW
Procedures for setting up and naintaining the tunnels are not within
the scope of this framework. (But see Section 3.2.6, "Pseudow re
Signaling".)

If there are nultiple tunnels fromPEL to PE2, it nay be desirable to
assign a particular PE1-PE2 PWto a particular tunnel based on sone
particul ar characteristics of the PWand/or the tunnel. For exanple,
perhaps different tunnels are associated with different QS
characteristics, and different PW require different QoS. Procedures
for specifying howto assign PW to tunnels are out of scope of the
current franmework

Though point-to-point PW are bidirectional, the tunnels in which
they travel need not be either bidirectional or point-to-point. For
exanple, a point-to-point PWnay travel within a unidirectiona

nmul ti poi nt-to-point MPLS LSP
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3.2.5. Encapsul ation

As L2VPN packets are carried in pseudow res, standard pseudow re
encapsul ati on formats and techni ques (as specified by the | ETF s PWE3
W5) shoul d be used wherever applicable.

Cenerally the PWencapsul ations will thensel ves be encapsul at ed
within a tunnel encapsul ation, as determ ned by the specification of
t he tunneling protocol

It may be necessary to define additional PWencapsul ations to cover
areas that are of inportance for L2VPN, but that nmay not be within
the scope of PWE3. Heterogeneous transport nmay be an instance of
this.

3.2.6. Pseudowire Signaling

Procedures for setting up and nmintaining the PW thensel ves are
within the scope of this framework. This includes procedures for
di stributing demultiplexor field values, even though the
denul ti pl exor field, strictly speaking, belongs to the tunneling
protocol and not to the PW

The signaling for a point-to-point pseudowi re nust performthe
foll owi ng functions:

- Distribution of the demrultipl exor

Since many PW may be carried in a single tunnel, the tunneling
protocol nust assign a denultiplexor value to each PW These
demul ti pl exors nmust be unique with respect to a given tunne
(or, with sone tunneling technol ogi es, unique at the egress PE)
Generally, the PE that is the egress of the tunnel will select
the denul tipl exor values and will distribute themto the PE(S)
which is (are) the ingress(es) of the tunnel. This is the
essential part of the PWsetup procedure.

Note that, as is usually the case in tunneling architectures,
the denultiplexor field belongs to the tunneling protocol, not
to the protocol being tunneled. For this reason, the PWsetup
protocol s may be extensions of the control protocols for setting
up the tunnels.

- Selection of the Forwarder at the renote PE
The signaling protocol nust contain enough information to enable

the renote PE to select the proper forwarder to which the PWis
to be bound. W can call this information the "Renote Forwarder
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Selector”. The information that is required will depend on the
type of L2VPN being provided and on the provisioning nodel being
used (see Sections 3.3.1 and 3.4.2). The Renote Forwarder

Sel ector may uniquely identify a particular Forwarder, or it may

identify an attribute of Forwarders. |In the latter case, it
woul d sel ect whi chever Forwarder has been provisioned with that
attribute.

- Supporting pseudow re enul ati ons.

To the extent that a particular PWnust enul ate the signaling of
a particular Layer2 technol ogy, the PWsignaling nmust provide
t he necessary functions.

- Distribution of state changes.

Changes in the state of an AC nay need to be reflected in
changes to the state of the PWto which the AC is bound, and
vice versa. The specification as to which changes need to be
reflected in what way woul d generally be within the province of
the PVE3 WG

- Establishing pseudowi re characteristics.

To the extent that one or nore characteristics of a PWnust be
known to and/or agreed upon by both endpoints, the signaling
must allow for the necessary interaction

As specified above, signaling for point-to-point PW nust pass enough
information to allow a renote PE to properly bind a PWto a
Forwarder, and to associate a particular demultiplexor value with
that PW Once the two PEs have done the proper PW Forwarder

bi ndi ngs, and have agreed on the denul tipl exor values, the PWnay be
considered set up. If it is necessary to negotiate further
characteristics or parameters of a particular PW or to pass status
information for a particular PW the PWnay be identified by the
demul ti pl exor val ue.

Si gnal i ng procedures for point-to-point pseudow res are nbpst comonly
poi nt-to-point procedures that are executed by the two PWendpoints.
There are, however, proposals to use point-to-mnultipoint signaling
for setting up point-to-point pseudowires, so this is included in the
framework. When PWs are thenselves point-to-nultipoint, it is also
possi ble to use either point-to-point signaling or point-to-
mul ti point signaling to set themup. This is discussed in the

remai nder of this section.
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3.2.6.1. Point-to-Point Signaling

There are several ways to do the necessary point-to-point signaling.
Anong them are

- LDP

LDP [ RFC3036] extensions can be defined for pseudow re
signaling. This form of signaling can be used for pseudow res
that are to be carried in MPLS "tunnel s", or in MPLS-in-
sonet hi ng- el se tunnel s.

- L2TP
L2TP [ RFC2661] can be used for pseudow re signaling, resulting
in pseudowires that are carried as "sessions" within L2TP

tunnels. Pseudow re-specific extensions to L2TP nmay al so be
needed.

O her nethods may be possible as well.

It is possible to have one control connection between a pair of PEs,
which is used to control many PW.

The use of point-to-point signaling for setting up point-to-point PW
is straightforward. Miltipoint-to-point PW can also be set up by
poi nt-to-point signaling, as the renote PEs do not necessarily need
to know whether the PW are multipoint-to-point or point-to-point.
In sone signaling procedures, the same demnultipl exor value may be
assigned to all the renote PEs.

3.2.6.2. Point-to-Miltipoint Signaling
Consi der the follow ng conditions:

- It is necessary to set up a set of PWs, all of which have the
sane characteristics

- It is not necessary to use the PWsignaling protocol to pass PW
state changes.

- For each PWin the set, the sane val ue of the Renbte Forwarder
Sel ector can be used.

Call these the "Environnental Conditions"

Suppose al so that there is some nechani sm by which, given a range of
demul ti pl exor val ues, each of a set of PEs can nmeke a uni que and
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deterministic selection of a single value fromw thin that range.
Call this the "Denultiplexor Condition". Alternatively, suppose that
one is trying to set up a nultipoint-to-point PWrather than to set
up a point-to-point PW Call this the "Miltipoint Condition"

| f:
- The Environmental Conditions hold; and
- Either
* the Denultiplexor Condition holds, or
* the Miltipoint Condition holds,

then for a given set of PW that terminate at egress PEl, the
informati on that PE1 needs to send to the ingress PE(s) of each
pseudowire in the set is exactly the same. Al the ingress PE(S)
recei ve the same Forwarder Selector value. They all receive the sane
set of PWparaneters (if any). And either they all receive the sane
denul ti pl exor value (if the PWis nultipoint-to-point) or they al
recei ve a range of demultipl exor values from which each can choose a
uni que derul ti pl exor value for itself.

Rat her than connect to each ingress PE and replicate the sane
information, it may nake sense either to multicast the information,
or to send the information once to a "reflector”, which will then
take responsibility for distributing the information to the other
PEs.

W refer to this sort of technique as "point-to-nultipoint"
signaling. 1t would, for exanple, be possible to use BGP [ RFCL771]
to do the signaling, with PEs that are BGP peers not of each other
but of one or nore BGP route reflectors [RFC2796].

3.2.6.3. Inter-AS Considerations
Pseudowires may need to run froma PE in one Service Provider’'s
network to a PE in another Service Provider’s network. This has the
followi ng inplications:
- The signaling protocol that sets up the PW nust be able to
cross network boundaries. O course, all |P-based protocols
have this capability.

- The two PEs at the PWendpoints nust be addressabl e and routable
from each ot her.
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3.

2

- The signaling protocol needs to all ow each PWendpoint to
aut henticate the other. To make use of the authentication
capability, there would also need to be sonme nmethod of key
distribution that is acceptable to both admi ni strations.

.7. Service Quality

Service Quality refers to the ability for the network to deliver a
Service level Specification (SLS) for service attributes such as
protection, security, and Quality of Service (QS). The service
quality provided depends on the subscriber’s requirements and can be
characterized by a nunber of performance netrics

The necessary Service Quality must be provided on the ACs, as well as
on the PW. Mechanisns for providing Service Quality on the PW may
be PWspecific or tunnel-specific; in the latter case, the assignnent
of a PWto a tunnel may depend on the Service Quality.

3.2.7.1. Quality of Service (QS)

QoS describes the queuing behavior applied to a particular "flow', in
order to achieve particul ar goals of precedence, throughput, delay,
jitter, etc.

Based on the custoner Service Level Agreement (SLA), traffic froma
custonmer can be prioritized, policed, and shaped for QS

requi renents. The queuing and forwarding policies can preserve the
packet order and QoS paraneters of custonmer traffic. The class of
services can be mapped frominformation in the customer franmes, or it
can be independent of the franme content.

QS functions can be listed as foll ows:

- Custonmer Traffic Prioritization: L2VPN services could be best
effort or QoS guaranteed. Traffic fromone customer m ght need
to be prioritized over others when sharing sane network
resources. This requires capabilities within the L2VPN sol ution
to classify and mark priority to QoS guaranteed custoner
traffic.

- Proper queuing behavior would be needed at the egress AC, and
possi bly within the backbone network as well. |f queuing
behavi or nust be controlled within the backbone network, the
control might be based on CoS information in the MPLS or IP
header, or it might be achieved by nesting particular tunnels
within particular traffic engineering tunnels.
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- Policing: This ensures that a user of L2VPN services uses
network resources within the linmts of the agreed SLA.  Any
excess L2VPN traffic can be rejected or handled differently
based on provider policy.

- Policing would generally be applied at the ingress AC.

- Shapi ng: Under sone cases, the random nature of L2VPN traffic
nmght lead to sub-optinmal utilization of network resources.
Thr ough queui ng and forwardi ng mechani snms, the traffic can be
shaped wi thout altering the packet order

- Shaping woul d generally be applied at the ingress AC
3.2.7.2. Resiliency

Resiliency describes the ability of the L2VPN infrastructure to
protect a flow fromnetwork outage, so that service renains avail abl e
in the presence of failures.

L2VPN, like any other service, is subject to failures such as link
trunk, and node failures, both in the SP's core network
infrastructure and on the ACs.

It is desirable that the failure be detected "i nedi ately" and that
protection nmechanisns allow fast restoration tinmes to nake L2VPN
service al nost transparent to these failures to the extent possible,
based on the level of resiliency. Restoration should take place
before the CEs can react to the failure. Essential aspects of
providing resiliency are:

- Link/Node failure detection: Mechanisnms within the L2VPN service
should allow for link or node failures that inpact the service,
and that should be detected i mediately.

- Resiliency policy: The way in which a detected failure is
handl ed wi || depend on the restoration policy of the SLA
associated with the L2VPN service specification. It may need to
be handl ed i mediately, or it may need to be handled only if no
other critical failure needs protection resources, or it may be
completely ignored if it is within the bounds of the "acceptable
downtine" allowed by the L2VPN service

- Restoration Mechani sns: The L2VPN sol utions could all ow for

physi cal |evel protection, |ogical |evel protection, or both.
For exanpl e, by connecting custoners over redundant and
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physically separate ACs to different provider custoner-facing
devi ces, one AC can be mmintained as active, and the other could
be marked as a backup; upon the failure detection across the
primary AC, the backup could becone active.

To a great extent, resiliency is a matter of having appropriate
failure and recovery nechanisns in the network core, including

"ordi nary" adaptive routing as well as "fast reroute" capabilities.
The ability to support redundant ACs between CEs and PEs al so plays a
rol e.

3.2.8. Managenent

An L2VPN sol ution can provide mechani sms to manage and nonitor

di fferent L2VPN conponents. From a Service Level Agreenent (SLA)
perspective, L2VPN solutions could allow nonitoring of L2VPN service
characteristics and offer mechani sns used by Service Providers to
report such nonitored statistical data. Troubl e-shooting and
verification of operational and nai ntenance activities of L2VPN
services are essential requirenents for Service Providers.

3.3. VPWS

A VPWS is an L2VPN service in which each forwarder binds exactly one
AC to exactly one PW Franmes received on the AC are transnmitted on
the PW frames received on the PWare transnitted on the AC. The
content of a frame’'s Layer2 header plays no role in the forwarding
deci sion, except insofar as the Layer2 header contents are used to
associate the frane with a particular AC (e.g., the DLCl field of a
Frame Relay frane identifies the AC).

A particul ar conbination of <AC, PW AC> forms a "virtual circuit"
bet ween two CE devi ces.

A particular VPN (VPW5 instance) nmay be thought of as a collection of
such virtual circuits, or as an "overlay" of PW on the MPLS or IP
backbone. This creates an overlay topology that is in effect the
"virtual backbone" of a particular VPN

Whet her two virtual circuits are said to belong to the same VPN or
not is an adm nistrative matter based on the agreenents between the
SPs and their custoners. This may inpact the provisioning nodel
(discussed below). It nay also affect how particular PW are
assigned to tunnels, the way QS is assigned to particular ACs and
PWs, etc.

Not e that VPWS makes use of point-to-point PW exclusively.
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3.3.1. Provisioning and Auto-Di scovery
Provisioning a VPW5s is a matter of:
1. Provisioning the ACs;

2. Providing the PEs with the necessary information to enable
themto set up PW between ACs to result in the desired
overl ay topol ogy; and

3. Configuring the PW with any necessary characteristics.
3.3.1.1. Attachnment Circuit Provisioning

In many cases, the ACs nust be individually provisioned on the PE
and/or CE. This will certainly be the case if the CE/ PE attachnent
technology is a switched network, such as ATMor FR, and the VCs are
PVCs rather than SVCs. It is also the case whenever the individua
Attachnent Circuits need to be given specific paraneters (e.g., QS
paraneters, guaranteed bandw dth paraneters) that differ fromcircuit
to circuit.

There are al so cases in which ACs mi ght not have to be individually
provi sioned. For exanple, if an ACis just an MPLS LSP running
between a CE and a PE, it could be set up as the RESULT of setting up
a PWrather than having to be provisioned BEFORE the PWcan be set

up. The sane may apply whenever the ACis a Switched Virtual Circuit
of any sort, though in this case, various policy controls m ght need
to be provisioned; e.g., limting the nunber of ACs that can be set
up between a given CE and a given PE.

| ssues such as whether the Attachment Circuits need to be

i ndi vidually provisioned or not, whether they are Switched VCs or
Per manent VCs, and what sorts of policy controls may be applied are
i npl enent ati on and depl oynent issues and are considered to be out of
scope of this franework.

3.3.1.2. PWProvisioning for Arbitrary Overlay Topol ogi es

In order to support arbitrary overlay topologies, it is necessary to
all ow the provisioning of individual PW. In this nodel, when a PW
is provisioned on a PE device, it is locally bound to a specific AC
It is also provisioned with information that identifies a specific AC
at a renote PE
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There are basically two variations of this provisioning nodel:
- Two-si ded provisioning

Wth two-sided provisioning, each PE that is at the end of a PW
is provisioned with the follow ng infornation

* |dentifier of the Local ACto which the PWis to be bound
* PWtype and paraneters

* | P address of the renote PE (i.e., the PE that is to be at
the renote end of the PW

* |dentifier that is neaningful to the renote PE, and that can
be passed in the PWsignaling protocol to enable the renote
PE to bind the PWto the proper AC. This can be an

identifier of the PWor an identifier of the renote AC If
a PWidentifier is used, it nmust be unique at each of the
two PEs. If an ACidentifier is used, it need only be

uni que at the renmote PE.

This identifier is then used as the Renpte Forwarder Sel ector
when signaling is done (see 3.2.6.1).

- Singl e-sided provisioning

Wth single-sided provisioning, a PE at one end of a PWis
provisioned with the follow ng information

* |dentifier of the Local AC to which the PWis to be bound
* PWtype and paraneters
* @ obally unique identifier of renote AC

This identifier is then used as the Forwarder Sel ector when
signaling is done (see section 3.2.6.1).

In this provisioning nodel, the IP address of the renote PE is
not provisioned. Rather, the assunption is that an auto-

di scovery schene will be used to map the globally unique
identifier to the IP address of the renote PE, along with an
identifier (perhaps unique only at the latter PE) for an AC at
that PE. The PWsignaling protocol can then nake a connection
to the remote PE, passing the ACidentifier, so that the renote
PE binds the PWto the proper AC
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This schenme requires provisioning of the PWat only one PE, but
it does not elimnate the need (if there is a need) to provision
the ACs at both PEs.

These provisioning nodels fit well with the use of point-to-point
signaling. Wen each PWis individually provisioned, as the
conditions necessary for the use of point-to-multipoint signaling do
not hol d.

3.3.1.3. Colored Pools PW Provisioning Mdel

Suppose that at each PE, sets of ACs are gathered together into
"pool s", and that each such pool is assigned a "color". (For
exanpl e, a pool might contain all and only the ACs fromthis PEto a
particular CE.) Now suppose that we inpose the follow ng rule:
whenever PEl and PE2 have a pool of the sane color, there will be a
PW bet ween PE1 and PE2 that is bound at PEl to an arbitrarily chosen
AC fromthat pool, and at PE2 to an arbitrarily chosen AC fromthat
pool. (We do not rule out the case where a single PE has nultiple
pool s of a given color.)

For exanple, each pool in a particular PE night represent a
particul ar CE device, for which the ACs in the pool are the ACs
connecting that CE to that PE. The color might be a VPN-id.
Application of this provisioning nodel would then lead to a full CE-
to-CE nmesh within the VPN, where every CE in the VPN has a virtua
circuit to every other CE within the VPN

More specifically, to provision VPW according to this nodel, one
provi sions a set of pools and configures each pool with the foll ow ng
i nformation:

- The set of ACs that belong to the pool (with no AC belonging to
nore t han one pool)

- The col or

- A pool identifier that is unique at |least relative to the col or.
An aut o-di scovery procedure is then used to map each color into
a list of ordered pairs <IP address of PE, pool id>  The
occurrence of a pair <X, Y>on this list nmeans that the PE at IP

address X has a pool with pool id Y, which is of the specified
col or.
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This information can be used to support several different
signaling techniques. One possible technique proceeds as
fol | ows:

- APE finds that it has a pool of color C

- Using auto-discovery, it obtains the set of ordered pairs <X Y>
for color C

- For each such pair <X Y>, it:
* renpoves an AC fromthe pool;
* binds the ACto a particular PW and

* signals PE X via point-to-point signaling that the PWis to be
bound to an AC from pool Y.

Anot her possible signaling technique is the follow ng:

- APE finds that it has a pool of color C, containing n ACs.

It binds each ACto a PW creating a set of PW. This set of
PW is then organized into a sequence. (For instance, each PW
may be associated with a dermultiplexor field value, and the PW
may then be sequenced according to the nunerical value of their
respective demul tipl exors.)

- Using auto-discovery, it obtains the list of PE routers that
have one or nore pools of color C

- It signals each such PE router, specifying the sequence Q of
PWs.

- If PE X receives such a signal and PE X has a pool Y of the
specified color, it:

* renmoves an AC fromthe pool; and

* binds the ACto the PWthat is the "Yth" PWin the sequence Q
This presunes, of course, that the pool identifiers are or can be
uni quely mapped into small ordi nal nunbers; assigning the pool

identifiers in this way becomes a requirenment of the provisioning
system
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Note that since this technique signals the sanme information to al
the renote PEs, it can be supported via point-to-mnultipoint
si gnal i ng.

Thi s provisioning nodel can be applied as long as the foll ow ng
condi tions hol d:

- There is no need to provision different characteristics for the
di fferent PWs;

- It makes no difference which pairs of ACs are bound together by
PWs, as long as both ACs in the pair cone fromlike-col ored
pool s; and

- It is possible to construct the desired overlay topol ogy sinply
by assigning colors to the pools. (This is certainly sinple if
a full mesh is desired, or if a hub and spoke configuration is
desired; creating arbitrary topologies is less sinple, and is
per haps not al ways possible.)

3.3.2. Requirenments on Auto-Di scovery Procedures

Some of the requirenents for auto-discovery procedures can be deduced
fromthe above

To support the single-sided provisioning nodel, auto-discovery nust
be able to map a globally unique identifier (of a PWor of an
Attachnent Circuit) to an | P address of a PE

To support the col ored pools provisioning nodel, auto-discovery nust
enable a PE to deternine the set of other PEs that contain pools of
t he sane col or.

These requirenments enabl e the auto-di scovery schene to provide the
i nformati on, which the PEs need to set up the PWs.

There are additional requirenents on the auto-di scovery procedures
t hat cannot sinply be deduced fromthe provisioning nodel:

- Particular signaling schenes may require additional information
before they can proceed and hence may i npose additiona
requi renents on the auto-di scovery procedures.

- A given Service Provider may support several different types of

signaling procedures, and thus the PEs may need to learn, via
aut o-di scovery, which signaling procedures to use.
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- Changes in the configuration of a PE should be reflected by the
aut o-di scovery procedures, within a tinely nanner, and w thout
the need to explicitly reconfigure any other PE

- The auto-configuration procedures nmust work across service
provi der boundaries. This rules out, e.g., use of schenes that
pi ggyback t he auto-di scovery information on the backbone's | GP

3.3.3. Heterogeneous Pseudow res

Under certain circunstances, it may be desirable to have a PWthat
binds two ACs that use different technologies (e.g., one is ATM one
is Ethernet). There are a nunber of different ways, depending on the
AC types, in which this can be done. For exanple:

- If one ACis ATMand one is FR, then standard ATM FR Net wor k
Interworking can be used. 1In this case, the PWm ght be
signaled for ATM where the Interworking function occurs between
the PWand the FR AC

- A common encapsul ation can be used on both ACs, if for exanple,
one AC is Ethernet and one is FR, an "Ethernet over FR'
encapsul ati on can be used on the latter. |In this case, the PW
could be signaled for Ethernet, with processing of the Ethernet
over FR encapsulation local to the PE with the FR AC

- If it is known that the two ACs attach to I P routers or hosts
and carry only IP traffic, then one could use a PWthat carries
the I P packets, and the respective Layer2 encapsul ati ons woul d
be local matters for the two PEs. However, if one of the ACs is
a LAN and one is a point-to-point link, care would have to be
taken to ensure that procedures such as ARP and I nverse ARP are
properly handl ed; this might require sone signaling, and sone
proxy functions. Further, if the CEs use a routing algorithm
that has different procedures for LAN interfaces than those for
poi nt-to-point interfaces, additional nechanisns may be required
to ensure proper interworking.
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3.4. VPLS Enul ated LANs
A VPLS is an L2VPN service in which:
- the ACs attach CE devices to PE bridge nodul es; and

- each PE bridge nodule is attached via an "enul ated LAN
interface" to an "enul ated LAN'

This is shown in Figure 3.

In this section, we exam ne the functional deconposition of the VPLS
Enul ated LAN. An Emulated LAN' s ACs are the "enul ated LAN
interfaces" attaching PE bridge nodules to the "VPLS Forwarder"
nmodul es (see Figure 3). The payload on the ACs consists of ethernet
frames, with or w thout VLAN headers.

A given VPLS Forwarder in a given PE will have multiple ACs only if
there are multiple bridge nodules in that PE that attach to that
Forwarder. This scenario is included in the Franework, though

di scussion of its utility is out of scope.

The set of VPLS Forwarders within a single VPLS are connected via
PW. Two VPLS Forwarders will have a PWbetween themonly if those
two Forwarders are part of the sane VPLS. (There nay be a further
restriction that two VPLS Forwarders have a PWbetween themonly if
those two Forwarders belong to the sane VLAN in the sane VPN.) A
particul ar set of interconnected VPLS Forwarders is what constitutes
a VPLS Enul ated LAN.

On a real LAN, any frane transnitted by one entity is received by al
the others. A VPLS Enul ated LAN, however, behaves sonewhat
differently. When a VPLS Forwarder receives a unicast frane over one
of its Emulated LAN interfaces, the Forwarder does not necessarily
send the frane to all the other Forwarders on that Enulated LAN. A
uni cast franme needs to be sent to only one other Forwarder in order
to be properly delivered to its destination MAC address. If the
transmitting Forwarder knows which other Forwarder needs to receive a
particular unicast frame, it will send the frame to just that one
Forwarder. This forwarding optimzation is an inportant part of any
attenpt to provide a VPLS service over a wide-area or netropolitan
area network.

In effect, then, each Forwarder behaves as a "Virtual Switch

I nstance" (VSI), maintaining a forwarding table that maps MAC
addresses to PW. The VSI is populated in nuch the sanme way that a
standard bridge populates its forwarding table. The VPLS Forwarders
do MAC Source Address (SA) learning on franes received on PW from
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ot her Forwarders and nust also do the related set of procedures, such
as aging out address entries. Frames wth unknown DAs or nulticast
DAs nust be "broadcast" by one Forwarder to all the others (on the
same enul ated LAN). There are, however, a few inportant differences
bet ween the VPLS Forwarder VSI and the standard bridge forwarding
function:

- A VPLS Forwarder never learns the MAC SAs of franes that it
receives on its ACs; it only learns the MAC SAs of franes that
are received on PW from ot her VPLS Forwarders; and

- The VPLS Forwarders of a particular enulated LAN do not
participate in a spanning tree protocol with each other. A
"split horizon" technique is used to prevent forwarding | oops.

These points are discussed further in the next section

Note that the PE bridge nodules that are on a given Enul ated LAN may
or may not run a spanning tree protocol with each other over the
Enmul at ed LAN;, whether they do so or not is outside the scope of the
VPLS specifications. The PE bridge nodules will do MAC address

| earning on the ACs. The PE bridge nodul es al so do MAC address

| earning on the Enul ated LAN interfaces, but do not do MAC address

| earning on the PWs, as the PW are "hidden" behind the Enul ated LAN
interface. Conceptually, the PE bridge nodule’'s forwardi ng table and
the VPLS Forwarder’s VSI are distinct entities. (OF course,
particul ar inplenentations m ght conbine these into a single table,
but that is beyond the scope of this docunent.)

A further issue arises if the PE bridges run bridge control protocols
with each other over the Enmulated LAN. Bridge control protocols are
generally designed to run in over a real LAN and may presune, for
their proper functioning, certain characteristics of the LAN, such as
|l ow | atency and sequential delivery. |If the Enulated LAN does not
provi de these characteristics, the control protocols may not perform
as expected unl ess special nechanisns are provided for carrying the
control franes.

It should be noted that changes in the spanning tree (if any) of a
customer network, or in the spanning tree (if any) of the PE bridges,
may cause certain MAC addresses to change their location fromone PE
to another. These changes nay not be visible to the VPLS Forwarders,
whi ch neans that those MAC addresses ni ght beconme unreachabl e unti
they are aged out of the first PEs VSI. |If this is not acceptable,
sone mechani sm for comuni cati ng such changes to the VPLS Forwarders
nmust be provi ded.
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3.4.1. VPLS Overlay Topol ogi es and Forwar di ng

Wthin a single VPLS, the VPLS Forwarders are interconnected by PWs.
The set of PW thus fornms an "overlay topol ogy".

The VPLS Forwarder VSIs are popul ated by neans of MAC address
learning. That is, the VSI keeps track of which MAC SAs have been
recei ved over which PW. The presunption, of course, is that if a
particul ar MAC address appears as the SA of a frane received over a
particular PW then franes that carry that MAC address in the DA
field should be sent to the VSI that is at the renote end of the PW
In order for this presunption to be true, there nust be a uni que VS
at the renote end of the PW which neans that VSIs cannot be

i nterconnected by neans of mnultipoint-to-point PW. The PW are
necessarily either point-to-point or, possibly, point-to-mnultipoint.

MAC | earning over a point-to-point PWis done via the standard

techni ques as specified by | EEE, where the PWis treated by the VPLS
Forwarder as a "bridge port". O course, if a MAC address is |earned
froma point-to-multipoint PW the VSI nust indicate that packets to
that address are to be sent over a point-to-point PWthat |eads to
the root of that point-to-multipoint PW

The VSI forwardi ng deci sions nust be coordinated so that |oop-free
forwardi ng over the overlay topology is ensured.

There are several possible types of overlay topol ogies:
- Full mesh

In a full nesh, every VSI in a given VPLS has exactly one
poi nt-to-point PWto every other VSI in that same VPLS.

In this topology, |loop free forwarding of frames is ensured by
the following rule: if a VSI receives a frame, over a PW from
another VSI, it MJST NOT forward that frame over ANY other PWto
any other VSI. This ensures that once a frame traverses the
Enul ated LAN, it nust be sent off the Enul ated LAN

If a VSI receives, on one of its Enulated LAN interfaces, a
uni cast frame with a known DA, the frane is sent on exactly one
poi nt-to-poi nt PW

If a VSI receives, on one of its Enulated LAN interfaces, a
mul ticast frame or a unicast frame with an unknown DA, it sends
a copy of the frane to each other VSI in the same Enul ated LAN.
This can be done by replicating the frame and sending a copy
over each point-to-point PW Alternatively, the full nmesh of
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poi nt-to-point PW nmay be augnented with point-to-nultipoint

PWs, where each VSI in a VPLS is the transnitter on a single
point-to-multipoint PW and the receivers on that PWare all the
other VSIs in that VPLS.

- Tree structured

In a tree structured topol ogy, every VSI in a particular VPLS is
provisioned to be at a particular level in the tree. A given
VSl has at npbst one pseudowire |leading to a higher level. The
root of the tree is considered the highest |evel

In this topology, loop free forwarding of frames is ensured by
the following rule: if a frame is received over a pseudow re
froma higher level, it nay not be sent over a pseudow re that
| eads to a higher |evel

- Tree with Meshed Hi ghest Leve

In this variant of the tree-structured topol ogy, there nay be
nmore than one VSI at the highest level, but the set of VSIs that
are at the highest |evel nust be fully nmeshed. To ensure |oop
free forwarding, we need to inpose the rule that a frame can be
sent on a pseudowire to the sane or higher level only if it
arrived over a pseudowire froma lower level, and that franes
arriving over PW fromthe same | evel cannot be sent on PW to
the sane | evel

O her overlay topologies are also possible; e.g., an arbitrary
partial mesh of PWs anong the VSIs of a VPLS. Loop-freedom could
then be assured by, for exanple, running a spanning tree on the
overlay. These topologies are not further considered in this

f ranewor k.

Note that |oop freedomin the overlay topol ogy does not necessarily
ensure |l oop freedomin the overall custoner LAN that contains the
VPLS. It does not even ensure | oop freedom anong the PE bridge

modul es. It ensures only that when a frane is sent on the Emul ated
LAN, the frame will not |oop endlessly before (or instead of) |eaving
the Emul at ed LAN.

| nproper configuration of the custoner LAN or PE bridge nodul es nay
cause franes to loop, and frames that fall into such | oops nay
transit the overlay topology nultiple tines. Procedures that enable
the PE to detect and/or prevent such | oops nmay be advi sable.
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3.4.2. Provisioning and Auto-Di scovery

Each VPLS nust be assigned a globally unique identifier. This can be
t hought of as a VPN-id.

The ACs attaching the CEs to the PEs nust be provisioned on both the
PEs and the CEs. A VSI for that VPLS nust be provisioned on the PE,
and the local ACs of that VPLS nust be associated with that VSI. The
VSI must be provisioned with the identifier of the VPLS to which it
bel ongs.

An aut o-di scovery schenme may be used by a PE to nap a VPLS identifier
into the set of renote PEs that have VSIs in that VPLS. Once this

set is determined, the PE can use pseudowire signaling to set up a PW
to each of those VSIs. The VPLS identifier would serve as the
signaling protocol’s Forwarder Selector. This would result in a ful
mesh of PW anong the VSIs in a particular VPLS.

If a single VPLS contains nultiple VLANs, then it nay be desirable to
limt connectivity so that two VSIs are connected only if they have a
VLAN i n comon

In this case, each VSI would need to be provisioned with one or nore
VLAN ids, and the auto-discovery schene would need to map a VPLS
identifier into pairs of <PE, VLAN id>

If a fully meshed topology of VSIs is not desired, then each VS|
needs to be provisioned with additional information specifying its
pl acenent in the topology. This information would also need to be
provi ded by the auto-di scovery schene.

Al ternatively, the single-sided provisioning nethod discussed in
Section 3.3.1.2 could be used. As this is nore conplicated, it would
only be used if it were necessary to associate individual PW with

i ndi vi dual characteristics. For exanple, if different guaranteed
bandwi dt hs were needed between different pairs of sites within a
VPLS, the PW woul d have to be provisioned individually.

3.4.3. Distributed PE

Oten, when a VPLS type of service is provided, the CE devices attach
to a provider-nanaged CPE device. This provider-nmanaged CPE device
may attach to CEs of multiple custonmers, especially if, for exanple,
there are multiple custoners occupying the sane building. However,
this device is really part of the SP's network, hence may be

consi dered a PE devi ce.
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In sone scenarios in which a VPLS type of service is provided, the CE
devices attach to a provider-managed internedi ary device. This
provi der- managed device may attach to CEs of multiple custoners

This may arise if there are multiple custoners occupying the sane
building. This device is really part of the SPs network and may for
that reason be considered to be a PE device; however, in the sinplest
case, it is perfornming only aggregati on and none of the function
associ ated with a VPLS

Rel ative to the VPLS there are three different possibilities for
all ocate functions to a device in such a position in the provider
net wor k:

- it can perform aggregation and pure Layer2 service only, in
which case it does not really play the role of a PE device in a
VPLS service. |In this case the internediary system nmust connect
to devices that perform VPLS PE functionality; the intermediary
device itself is not part of the VPLS architecture and has hence
not been naned in this architecture.

- it can performall the PE functions relevant for a VPLS. In
such a case, the device is called VPLS-PE, see [RFC4026]. This
type of device will be connected to the core (P) routers.

The PE functionality for a VPLS nay be distributed between two
devices, one "lowend" closer to the custoner that perfornms, for
exanpl e, the MAC-address | earning and forwardi ng deci sions, and
one "high-end" that perfornms the control functions; e.g.
establishing tunnels, PW, and VCs. W call the | owend device
the User-Facing PE (U-PE) and the hi gh-end device the NetworKk-
Faci ng PE (N-PE)

It is conceivable that the U PE may be placed very close to the
customer; e.g., in a building with nore than one custonmer. The
N-PE will presumably be placed on the SP's prem ses.

The distributed case is potentially of interest for a nunber of
possi bl e reasons:

- The N-PE may be a device that cannot easily inplenent the VS
functionality described above. For exanple, perhaps the N-PE is
a router that cannot performthe high speed MAC |l earning that is
needed in order to inplenent a VSI forwarder. At the sane tineg,
the U-PE may need to be a | ow cost device that al so cannot
i mpl erent the full set of VPLS functions.
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This leads one to investigate further if there are sensible ways
to split the VPLS PE functionality between the U-PE and the N
PE.

- Generally, in the L2VPN architecture, the PEs are expected to
participate as peers in the backbone routing protocol. Since
the nunber of U PEs is potentially very large relative to the
number of N-PEs, this may be undesirable as a matter of scaling
t he backbone routing protocol

- The U-PE may be a rel atively inexpensive device that is unable
to participate in the full range of signaling and/or auto-
di scovery procedures that are needed in order to provide the
VPLS service

The VPLS functionality can be distributed between U-PE and NNPE in a
nunber of different ways, and a nunber of different proposals have
been nade. They all presune that the UUPE will maintain a VS
forwarder, connected by PW to the renote VSIs; the N-PE thus does
not need to performthe VSI forwardi ng function. The proposals tend
to differ with respect to the foll owi ng questions:

- Should the U-PEs performfull PWsignaling to set up the PW to
renote VSIs, or should the NNPEs do this signaling?

Since the U-PEs need to be able to send packets on PW to renote
VSl s and recei ve packets on PW fromrenmote VSIs, if the PW
signaling is done by the NNPE, there would have to be sone form
of "lightweight" (presumably) signaling between N-PE and U PE
that allows the PW to be extended fromN PE to U PE

- Should the U-PEs do their own auto-discovery, or should this be
done by the N PEs?

In the latter case, the U-PEs may need to have sone neans of
telling the N-PEs which VPLSes they are interested in, and the
N PEs nmust have sone neans of passing the results of the auto-
di scovery process to the U PE

Whet her it nakes sense to split auto-discovery in this manner
may depend on the particul ar auto-di scovery protocol used. One
woul d not expect the U-PEs to participate in, if for exanple, a
BGP- based aut o-di scovery schene, but perhaps they woul d be
expected to participate in a RADI US-based aut o-di scovery schene.

- If a U PE does not participate in routing but is redundantly

connected to two different N-PEs, can the U-PE still nake an
intelligent choice of the best NNPE to use as the "next hop" for
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traffic destined to a particular renote VSI? If not, can this
choice be nade as the result of sone other sort of interaction
between N-PE and U-PE, or does this choice need to be

est abl i shed by provisioning?

- If a U PE does not participate in routing but does participate
in full PWsignaling, and if MPLS is being used, how can an N PE
send a U-PE the labels that the U-PE needs in order to be able
to send traffic to its signaling peers? (If the U-PE did
participate in routing, this would happen automatically.)

- When a franme nust be nulticast, should the replication be done
by the NNPE or the U PE?

These questions are not all independent; the way one answers
some of them may influence the way one answers others.

3.4.4. Scaling Issues in VPLS Depl oynent

In general, the PSN supports a VPLS solution with a tunnel from each
VPLS-PE to every other VPLS-PE participating in the same VPLS
instance. Strictly, VPLS-PEs with nore than one VPLS instance in
common only need one tunnel, but for resource allocation reasons it
m ght be necessary to establish several tunnels. For each VPLS
service on a given VPLS-PE, it needs to establish one pseudowire to
every other VPLS-PE participating in that VPLS service. In tota
n*(n-1) pseudow res nust be setup between the VPLS-PE routers. In

| arge scal e deploynent this obviously creates scaling problems. One
way to address the scaling problens is to use hierarchy.

3.5. IP-Only LAN-Li ke Service (IPLS)

If, instead of providing a general VPLS service, one w shes to
provide a VPLS that is used only to connect IP routers or hosts
(i.e., the CE devices are all assuned to be IP routers or hosts),
then it is possible to nake certain sinplifications.

In this environment, all Ethernet frames sent froma particular CE to
a particular PE on a particular Attachnment Circuit will have the same
MAC Source Address. Thus, rather than use address learning in the
data plane to |l earn the MAC addresses, the PE can use the contro
plane to learn the MAC address. This allows the PE to be inplenented
on devices that are not capable of doing MAC address learning in the
dat a pl ane.

To elinm nate the need for MAC address learning on the PW as well as

on the ACs, the pseudowi re signaling protocol would have to carry the
MAC address from one pseudow re endpoint to the other. |In the case
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of | Pv4, Each PE would performproxy ARP to its directly attached
CEs. In the case of |IPv6, each PE would send proxy Nei ghbor and/or
Rout er Adverti senents.

Elimnating the need to do MAC address | earning on the PW elimnates
the need for the PW to be point-to-point. Miltipoint-to-point PW
coul d be used i nstead.

Unlike a VPLS, all the ACs in an | PLS woul d not necessarily have to
carry Ethernet frames; only the I P packets would need to be passed
across the network, not their Layer 2 wappers. However, if there
are protocols that are specific to the Layer 2, but that provide, for
exanpl e, address resolution services for Layer 3, it may then be
necessary to "translate" (or otherw se interwork) one of these Layer
2 protocols to the other. For exanple, if an IPLS instance has an
ethernet AC and a Frane Relay AC, and IPv4 is running on both,

i nterwor ki ng between ARP and | nverse ARP ni ght be required.

The set of routing protocols that could be carried across the |IPLS
m ght al so be restricted.

An | PLS instance nmust have a particular IPLS-wide MIU;, if there are
different kinds of ACin an IPLS instance, and those different kinds
of AC support different MIUs, all ACS nust enforce the | PLS-w de MIU
an AC that cannot do this nust not be allowed to join the IPLS
i nstance.
4. Security Considerations
The security considerations section of the L2VPN requirenents
docunent [ RFC4665] addresses a nunber of areas that are potentially
i nsecure aspects of the L2VPN. These relate to both control plane
and data plane security issues that may arise in the follow ng areas:
- issues fully contained in the provider network
- issues fully contained in the custoner network
- issues in the customner-provider interface network
These three areas are addressed bel ow.
4.1. Provider Network Security I|ssues

This section discusses security issues that only inpact the SP's
equi prrent .
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There are security issues having to do with the control connections
that are used on a PE-PE basis for setting up and maintaining the
pseudowi r es.

A PE should not engage with another PE in a control connection unless
it has sone confidence that the peer is really a PE to which it
shoul d be setting up PW. Oherwise, L2PVN traffic may go to the
wong place. |If control packets are nmaliciously and undetectably
altered while in flight, denial of service, or alteration of the
expected quality of service, may result.

| f peers discover each other dynamically (via sone auto-discovery
procedure), this presupposes that the auto-di scovery procedures are
t hensel ves adequately trusted

PEs shoul d not accept control connections fromarbitrary entities; a
PE either should be configured with its peers or should |l earn them
froma trusted auto-configuration procedure. |f the peer is required
to be within the same SP's network, then access control filters at
the borders of that network can be used to prevent spoofing of the
peer’s source address. |If the peer is from another SP' s network,
then setting up such filters may be difficult or even inpossible,
depending on the way in which the two SPs are connected. Even if the
access filters can be set up, the level of assurance that they
provide will be | ower.

Thus, for inter-SP control connections, it is advisable to use sone
sort of cryptographic authentication procedure. Control protocols
whi ch used TCP may use the TCP MD5 option to provide a neasure of
PE- PE aut hentication; this requires at |east one shared secret
between SPs. The use of |Psec between PEs is al so possible and
provi des a greater degree of assurance, though at a greater cost.

Any ot her security considerations that apply to the control protoco
in general will also apply when the control protocol is used for
setting up PW. If the control protocol uses UDP nessages, it may be
advi sabl e to have sone protection agai nst spoofed UDP nessages that
appear to be froma valid peer; this requires further study.

To limt the effect of Denial of Service attacks on a PE, sone neans
of limting the rate of processing of control plane traffic may be
desirabl e.

Unli ke authentication and integrity, privacy of the signaling

nmessages is not usually considered very inportant. If it is needed,
the signaling nessages can be sent through an | Psec connection
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If the PE cannot efficiently handl e high volunmes of nulticast traffic
for sustained periods, then it may be possible to | aunch a denial of
service attack on a VPLS service by sending a PE a | arge nunber of
frames that have either a nmulticast address or an unknown MAC address
in their MAC Destination Address fields. A simlar denial of service
attack can be nounted by sending a PE a | arge nunber of frames with
bogus MAC Source Address fields. The bogus addresses can fill the
MAC address tables in the PEs, with the result that frames destined
to the real MAC addresses always get flooded (i.e., multicast). Note
that this flooding can renove the (weak) confidentiality property of
this or any other bridged networKk.

4.2. Provider-Custoner Network Security |ssues

4.

There are a nunber of security issues related to the access network
bet ween the provider and the custonmer. This is also traditionally a
network that is hard to protect physically.

Typical security issues on the provider-custoner interface include
the follow ng:

- Ensuring that the correct custoner interface is configured

- Preventing unaut horized access to the PE

- Preventing unaut horized access to a specific PE port

- Ensuring correct service delimting fields (VLAN, DLClI, etc.)

As the access network for an L2VPN service is necessarily a Layer 2
network, it is preferable to use authentication nechanisns that do
not presuppose any | P capabilities on the CE device.

There are existing Layer 2 protocols and best current practices to
guard agai nst these security issues. For exanple, |EEE 802.1x
defines authentication at the link | evel for access through an
ethernet bridge; the Frane Relay Forum defines LM extensions for
aut henti cation (FRF.17).

3. Custoner Network Security |ssues

Even if all CE devices are properly authorized to attach to their PE
devi ces, msconfiguration of the PE may interconnect CEs that are not
supposed to be in the same L2VPN

In a VPW5, the CEs may run | Psec to authenticate each other. O her
Layer 3 or Layer 4 protocols may have their own authentication
net hods.
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In a VPLS, CE-to-CE | Psec is even nore problematic, as |Psec does not
wel | support the nultipoint configuration that is provided by the
VPLS service

There may be alternative nmethods for achieving a degree of CE-to-CE
aut hentication, if the L2VPN signaling protocol can carry opaque
obj ects between the CEs, either inband (over the L2VPN) or out-of-
band, through the participation of the signaling protocol. This is
for further study.

The L2VPN procedures do not provide authentication, integrity, or
privacy for the customer’s traffic; if this is needed, it becones the
responsibility of the custonmer. For custoners who really need these
features or who do not trust their service providers to provide the

| evel of security that they need, the L2VPN framework di scussed in
this docunent may not be satisfactory. Such custoners may consi der
alternative L2VPN schenes that are based not on an overlay of PW,

but on an overlay of |Psec tunnels whose endpoints are at the
customer sites; however, such alternatives are not discussed in this
docunent .

If there is CE-to-CE control traffic (e.g., BPDUs) on whose integrity
the custoner’s own Layer 2 network depends, it may be advisable to
send the control traffic using sone nore secure nechanismthan is
used for the data traffic.

In general, any neans of nounting a denial of service attack on

bri dged networks generally can al so be used to nount a deni al of
service attack on the VPLS service for a particular customer. W
have di scussed here only those attacks that rely on features of the
VPLS service that are not shared by bridged networks in general
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