Net wor k Wor ki ng Group D. Johnson

Request for Comments: 4728 Rice University
Cat egory: Experi nental Y. Hu
Ul uc

D. Maltz

M crosoft Research
February 2007

The Dynami ¢ Source Routing Protocol (DSR)
for Mbile Ad Hoc Networks for |Pv4

Status of This Meno

This meno defines an Experinental Protocol for the Internet
community. 1t does not specify an Internet standard of any kind.
Di scussi on and suggestions for inprovenment are requested.
Distribution of this neno is unlimted.

Copyright Notice
Copyright (C The I ETF Trust (2007).
Abst r act

The Dynami ¢ Source Routing protocol (DSR) is a sinple and efficient
routing protocol designed specifically for use in multi-hop wreless
ad hoc networks of nobile nodes. DSR allows the network to be

conpl etely self-organi zing and sel f-configuring, w thout the need for
any existing network infrastructure or administration. The protocol
is conmposed of the two main nmechani snms of "Route Discovery" and
"Rout e Mai ntenance", which work together to allow nodes to di scover
and maintain routes to arbitrary destinations in the ad hoc network.
Al'l aspects of the protocol operate entirely on demand, allow ng the
routi ng packet overhead of DSR to scale autonatically to only what is
needed to react to changes in the routes currently in use. The
protocol allows multiple routes to any destination and all ows each
sender to select and control the routes used in routing its packets,
for exanple, for use in | oad bal ancing or for increased robustness.
O her advantages of the DSR protocol include easily guaranteed | oop-
free routing, operation in networks containing unidirectional |inks,
use of only "soft state" in routing, and very rapid recovery when
routes in the network change. The DSR protocol is designed mainly
for mobile ad hoc networks of up to about two hundred nodes and is
designed to work well even with very high rates of nobility. This
docunent specifies the operation of the DSR protocol for routing

uni cast | Pv4 packets.
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1

I ntroduction

The Dynami ¢ Source Routing protocol (DSR) [JOHNSON94, JOHNSON96a] is
a sinple and efficient routing protocol designed specifically for use
in multi-hop wireless ad hoc networks of nobile nodes. Using DSR
the network is conpletely self-organizing and sel f-configuring,
requiring no existing network infrastructure or adninistration

Net wor k nodes cooperate to forward packets for each other to allow
communi cati on over nultiple "hops" between nodes not directly within
W rel ess transm ssion range of one another. As nodes in the network
nmove about or join or |eave the network, and as wireless transm ssion
conditions such as sources of interference change, all routing is
autonatically determ ned and mai ntained by the DSR routing protocol
Since the nunber or sequence of internediate hops needed to reach any
destination nmay change at any time, the resulting network topol ogy
may be quite rich and rapidly changing.

I n designing DSR, we sought to create a routing protocol that had
very | ow overhead yet was able to react very quickly to changes in
the network. The DSR protocol provides highly reactive service in
order to hel p ensure successful delivery of data packets in spite of
node novenment or other changes in network conditions.

The DSR protocol is conposed of two nmin nechani sns that work
together to allow the discovery and nmi nt enance of source routes in
the ad hoc network:

- Route Discovery is the mechani smby which a node S wishing to send
a packet to a destination node D obtains a source route to D
Route Discovery is used only when S attenpts to send a packet to D
and does not already know a route to D

- Route Maintenance is the nmechani sm by which node Sis able to
detect, while using a source route to D, if the network topol ogy
has changed such that it can no longer use its route to D because
a link along the route no I onger works. Wen Route M ntenance
i ndi cates a source route is broken, S can attenpt to use any other
route it happens to knowto D, or it can invoke Route Di scovery
again to find a new route for subsequent packets to D. Route
Mai nt enance for this route is used only when S is actually sending
packets to D.

In DSR, Route Discovery and Route Mintenance each operate entirely

"on demand". In particular, unlike other protocols, DSR requires no
peri odi ¢ packets of any kind at any |ayer within the network. For
exanpl e, DSR does not use any periodic routing advertisenent, |ink

status sensing, or neighbor detection packets and does not rely on
these functions fromany underlying protocols in the network. This
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entirely on-demand behavi or and | ack of periodic activity allows the
nunber of overhead packets caused by DSR to scale all the way down to
zero, when all nodes are approximately stationary with respect to
each other and all routes needed for current comunication have

al ready been di scovered. As nodes begin to nove nore or as

conmuni cati on patterns change, the routing packet overhead of DSR
automatically scales to only what is needed to track the routes
currently in use. Network topol ogy changes not affecting routes
currently in use are ignored and do not cause reaction fromthe

pr ot ocol

Al state maintained by DSR is "soft state" [CLARK88], in that the
| oss of any state will not interfere with the correct operation of
the protocol; all state is discovered as needed and can easily and
qui ckly be rediscovered if needed after a failure wi thout significant

i mpact on the protocol. This use of only soft state allows the
routing protocol to be very robust to problens such as dropped or
del ayed routing packets or node failures. In particular, a node in

DSR that fails and reboots can easily rejoin the network i nmedi ately
after rebooting; if the failed node was involved in forwarding
packets for other nodes as an internedi ate hop al ong one or nore
routes, it can also resune this forwarding quickly after rebooting,
with no or mnimal interruption to the routing protocol

In response to a single Route Discovery (as well as through routing

i nformati on from ot her packets overheard), a node nmay |earn and cache
multiple routes to any destination. This support for nultiple routes
allows the reaction to routing changes to be much nore rapid, since a
node with nultiple routes to a destination can try another cached
route if the one it has been using should fail. This caching of

mul tiple routes al so avoids the overhead of needing to performa new
Rout e Di scovery each tine a route in use breaks. The sender of a
packet selects and controls the route used for its own packets,

whi ch, together with support for multiple routes, also allows
features such as | oad balancing to be defined. 1In addition, al
routes used are easily guaranteed to be | oop-free, since the sender
can avoi d duplicate hops in the routes sel ected.

The operation of both Route Discovery and Route Mintenance in DSR

are designed to allow unidirectional links and asymmetric routes to
be supported. In particular, as noted in Section 2, in wireless
networks, it is possible that a link between two nodes nmay not work
equally well in both directions, due to differing transmt power

| evel s or sources of interference.
It is possible to interface a DSR network wi th ot her networks,

external to this DSR network. Such external networks may, for
exanple, be the Internet or may be other ad hoc networks routed with
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a routing protocol other than DSR. Such external networks nay al so
be other DSR networks that are treated as external networks in order
to inmprove scalability. The conplete handling of such externa
networks is beyond the scope of this docunent. However, this
docunent specifies a mninml set of requirenents and features
necessary to allow nodes only inplenenting this specification to
interoperate correctly with nodes inplenenting interfaces to such
ext ernal networks.

Thi s docunent specifies the operation of the DSR protocol for routing
uni cast |1 Pv4 packets in multi-hop wireless ad hoc networKks.

Advanced, optional features, such as Quality of Service (QS) support
and efficient nulticast routing, and operation of DSR with |Pv6

[ RFC2460], will be covered in other docunents. The specification of
DSR in this docunent provides a conpatibl e base on which such
features can be added, either independently or by integration wth
the DSR operation specified here. As described in Appendix C, the
desi gn of DSR has been extensively studi ed through detail ed
simul ati ons and testbed inplenentati on and denonstration; this
docunent encourages additional inplenmentation and experinentation

wi th the protocol

The keywords "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2.  Assunptions

As described here, the DSR protocol is designed mainly for nobile ad
hoc networks of up to about two hundred nodes and is designed to work
well even with very high rates of nobility. Oher protocol features
and enhancenents that nmay allow DSR to scale to | arger networks are
out si de the scope of this docunent.

We assune in this docunent that all nodes wi shing to conmunicate with
other nodes within the ad hoc network are willing to participate
fully in the protocols of the network. |In particular, each node
participating in the ad hoc network SHOULD al so be willing to forward
packets for other nodes in the network.

The di anmeter of an ad hoc network is the m ni num nunber of hops
necessary for a packet to reach fromany node | ocated at one extrene
edge of the ad hoc network to anot her node | ocated at the opposite
extreme. We assunme that this diameter will often be small (e.g.
perhaps 5 or 10 hops), but it may often be greater than 1
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Packets nay be lost or corrupted in transm ssion on the wreless
network. W assune that a node receiving a corrupted packet can
detect the error, such as through a standard |ink-Iayer checksum or
Cyclic Redundancy Check (CRC), and discard the packet.

Nodes within the ad hoc network MAY nove at any tinme w thout notice
and MAY even nove continuously, but we assune that the speed with
whi ch nodes nove is noderate with respect to the packet transm ssion
| atency and wirel ess transm ssion range of the particular underlying
network hardware in use. |In particular, DSR can support very rapid
rates of arbitrary node nobility, but we assune that nodes do not
continuously nove so rapidly as to nake the floodi ng of every

i ndi vi dual data packet the only possible routing protocol

A comon feature of many network interfaces, including nost current
LAN hardware for broadcast media such as wireless, is the ability to
operate the network interface in "prom scuous” receive node. This
node causes the hardware to deliver every received packet to the
network driver software without filtering based on |ink-Iayer
destination address. Although we do not require this facility, some
of our optimzations can take advantage of its availability. Use of
prom scuous node does increase the software overhead on the CPU, but
we believe that wirel ess network speeds and capacity are nore the
inherent limting factors to performance in current and future
systens; we also believe that portions of the protocol are suitable
for inplenentation directly within a progranmmabl e network interface
unit to avoid this overhead on the CPU [ JOHNSON96a] . Use of

prom scuous node may al so increase the power consunption of the
network interface hardware, depending on the design of the receiver
hardware, and in such cases, DSR can easily be used wi thout the
optinizations that depend on prom scuous receive node or can be
programed to only periodically switch the interface into pron scuous
node. Use of proniscuous receive node is entirely optional

Wrel ess conmuni cation ability between any pair of nodes may at tines
not work equally well in both directions, due, for exanple, to
transmt power |evels or sources of interference around the two nodes
[ BANTZ94, LAUER95]. That is, wireless comrmuni cati ons between each
pair of nodes will in many cases be able to operate bidirectionally,
but at times the wireless Iink between two nodes may be only
unidirectional, allow ng one node to successfully send packets to the
other while no conmunication is possible in the reverse direction
Some Medi um Access Control (MAC) protocols, however, such as MACA

[ KARNOO], MACAW [ BHARGHAVANQ4], or | EEE 802.11 [| EEE80211], limit

uni cast data packet transmi ssion to bidirectional links, due to the
required bidirectional exchange of request to send (RTS) and clear to
send (CTS) packets in these protocols and to the Iink-Iayer

acknow edgenent feature in | EEE 802.11. Wen used on top of MAC
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protocol s such as these, DSR can take advantage of additiona
optinmizations, such as the ability to reverse a source route to
obtain a route back to the origin of the original route.

The I P address used by a node using the DSR protocol MAY be assigned
by any nechanism (e.g., static assignnment or use of Dynam c Host
Configuration Protocol (DHCP) for dynanic assignnent [RFC2131]),

al t hough the nmethod of such assignnment is outside the scope of this
speci fication.

A routing protocol such as DSR chooses a next-hop for each packet and
provides the I P address of that next-hop. When the packet is
transmitted, however, the |ower-|layer protocol often has a separate,
MAC- | ayer address for the next-hop node. DSR uses the Address

Resol ution Protocol (ARP) [RFC826] to translate fromnext-hop IP
addresses to next-hop MAC addresses. 1In addition, a node MAY add an
entry to its ARP cache based on any received packet, when the IP
address and MAC address of the transnmitting node are available in the
packet; for exanple, the IP address of the transnitting node is
present in a Route Request option (in the Address list being

accunul ated) and any packets containing a source route. Adding
entries to the ARP cache in this way avoids the overhead of ARP in
nost cases.

3. DSR Protocol Overview

Thi s section provides an overview of the operation of the DSR
protocol. The basic version of DSR uses explicit "source routing"

i n which each data packet sent carries in its header the conplete,
ordered list of nodes through which the packet will pass. This use
of explicit source routing allows the sender to select and contro
the routes used for its own packets, supports the use of multiple
routes to any destination (for exanple, for |oad bal ancing), and

all ows a sinple guarantee that the routes used are |oop-free. By
including this source route in the header of each data packet, other
nodes forwardi ng or overhearing any of these packets can also easily
cache this routing information for future use. Section 3.1 describes
this basic operation of Route Discovery, Section 3.2 describes basic
Rout e Mai nt enance, and Sections 3.3 and 3.4 describe additiona
features of these two parts of DSR s operation. Section 3.5 then
describes an optional, conpatible extension to DSR, known as "fl ow
state", that allows the routing of nbst packets wi thout an explicit
source route header in the packet, while the fundanental properties
of DSR s operation are preserved.
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3.1. Basic DSR Route Discovery

When some source node originates a new packet addressed to sone
destination node, the source node places in the header of the packet
a "source route" giving the sequence of hops that the packet is to
followon its way to the destination. Nornmally, the sender will
obtain a suitable source route by searching its "Route Cache" of
routes previously learned; if no route is found in its cache, it wll
initiate the Route Discovery protocol to dynamically find a new route

to this destination node. In this case, we call the source node the
"initiator" and the destination node the "target" of the Route
Di scovery.

For exanpl e, suppose a node A is attenpting to discover a route to
node E. The Route Discovery initiated by node Ain this exanple
woul d proceed as foll ows:

A "A" A "A, B" ~NCO"AB,Ct NMT"AB C DY

| i d=2 | i d=2 | i d=2 | i d=2
R + R + R + R + T +
| A |----> B [---->] C [|---->] D [----> E |
R + R + R + R + R +

| | | |

v v v v

To initiate the Route Discovery, node Atransnmts a "Route Request"
as a single local broadcast packet, which is received by
(approximately) all nodes currently within wireless transm ssion
range of A, including node B in this exanple. Each Route Request
identifies the initiator and target of the Route Discovery, and al so
contains a unique request identification (2, in this exanple),
determined by the initiator of the Request. Each Route Request al so
contains a record listing the address of each internedi ate node

t hrough which this particular copy of the Route Request has been
forwarded. This route record is initialized to an enpty list by the
initiator of the Route Discovery. |In this exanple, the route record
initially Iists only node A

When anot her node receives this Route Request (such as node B in this
exanmple), if it is the target of the Route Discovery, it returns a
"Route Reply" to the initiator of the Route Discovery, giving a copy
of the accunul ated route record fromthe Route Request; when the
initiator receives this Route Reply, it caches this route inits
Rout e Cache for use in sending subsequent packets to this

desti nati on.

Johnson, et al. Experi ment al [ Page 10]



RFC 4728 The Dynami ¢ Source Routing Protocol February 2007

O herwise, if this node receiving the Route Request has recently seen
anot her Route Request nessage fromthis initiator bearing this same
request identification and target address, or if this node’'s own
address is already listed in the route record in the Route Request,
this node discards the Request. (A node considers a Request recently
seen if it still has infornmation about that Request in its Route
Request Tabl e, which is described in Section 4.3.) Qherwise, this
node appends its own address to the route record in the Route Request
and propagates it by transmitting it as a |ocal broadcast packet
(with the sane request identification). |In this exanple, node B
broadcast the Route Request, which is received by node C, nodes C and
D each also, in turn, broadcast the Request, resulting in receipt of
a copy of the Request by node E

In returning the Route Reply to the initiator of the Route Discovery,
such as in this exanple, node E replying back to node A node E will
typically examine its own Route Cache for a route back to A and, if
one is found, will use it for the source route for delivery of the
packet containing the Route Reply. Oherwi se, E SHOULD performits
own Route Discovery for target node A, but to avoid possible infinite
recursion of Route Discoveries, it MIST in this case piggyback this
Route Reply on the packet containing its own Route Request for A It
is al so possible to piggyback other small data packets, such as a TCP
SYN packet [RFC793], on a Route Request using this sane nechani sm

Node E could instead sinply reverse the sequence of hops in the route
record that it is trying to send in the Route Reply and use this as
the source route on the packet carrying the Route Reply itself. For
MAC protocols, such as | EEE 802.11, that require a bidirectiona

frame exchange for unicast packets as part of the MAC protoco

[ EEEB0211], the discovered source route MIUST be reversed in this way
to return the Route Reply, since this route reversal tests the

di scovered route to ensure that it is bidirectional before the Route
Di scovery initiator begins using the route. This route reversal also
avoi ds the overhead of a possible second Route Discovery.

When initiating a Route Discovery, the sending node saves a copy of
the original packet (that triggered the discovery) in a local buffer
called the "Send Buffer". The Send Buffer contains a copy of each
packet that cannot be transmitted by this node because it does not
yet have a source route to the packet’s destination. Each packet in
the Send Buffer is logically associated with the tinme that it was

pl aced into the Send Buffer and is discarded after residing in the
Send Buffer for sonme tinmeout period SendBufferTineout; if necessary
for preventing the Send Buffer from overflow ng, a FIFO or other
repl acenent strategy MAY al so be used to evict packets even before
they expire.

Johnson, et al. Experi ment al [ Page 11]



RFC 4728 The Dynami ¢ Source Routing Protocol February 2007

Wil e a packet remains in the Send Buffer, the node SHOULD
occasionally initiate a new Route Discovery for the packet’s
destinati on address. However, the node MUST linmit the rate at which
such new Route Discoveries for the sane address are initiated (as
described in Section 4.3), since it is possible that the destination
node is not currently reachable. |In particular, due to the linited
wi rel ess transnission range and the novenent of the nodes in the
network, the network may at tines becone partitioned, neaning that
there is currently no sequence of nodes through which a packet could
be forwarded to reach the destination. Depending on the novenent
pattern and the density of nodes in the network, such network
partitions nay be rare or conmon.

If a new Route Discovery was initiated for each packet sent by a node
in such a partitioned network, a | arge nunber of unproductive Route
Request packets woul d be propagated throughout the subset of the ad
hoc network reachable fromthis node. 1In order to reduce the
overhead from such Route Discoveries, a node SHOULD use an
exponential back-off algorithmto linmt the rate at which it
initiates new Route Discoveries for the same target, doubling the

ti meout between each successive discovery initiated for the same
target. |If the node attenpts to send additional data packets to this
same destination node nore frequently than this limt, the subsequent
packets SHOULD be buffered in the Send Buffer until a Route Reply is
received giving a route to this destination, but the node MJST NOT
initiate a new Route Discovery until the mininmum allowable interva
bet ween new Route Discoveries for this target has been reached. This
limtation on the maxi mumrate of Route Discoveries for the sane
target is simlar to the mechanismrequired by Internet nodes to
limt the rate at which ARP Requests are sent for any single target

| P address [ RFC1122].

3.2. Basic DSR Route Mi ntenance

When originating or forwarding a packet using a source route, each
node transnitting the packet is responsible for confirm ng that data
can flow over the link fromthat node to the next hop. For exanple,
in the situation shown bel ow, node A has originated a packet for node
E using a source route through internedi ate nodes B, C, and D:

In this case, node Ais responsible for the link fromA to B, node B
is responsible for the link fromB to C, node Cis responsible for
the link fromC to D, and node D is responsible for the link fromD
to E
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An acknowl edgenent can provide confirmation that a link is capabl e of
carrying data, and in wireless networks, acknow edgenents are often
provided at no cost, either as an existing standard part of the MAC
protocol in use (such as the link-Iayer acknow edgenent frane defined
by | EEE 802. 11 [| EEE80211]), or by a "passive acknow edgenent"”
[JUBIN87] (in which, for exanple, B confirns receipt at C by
overhearing C transnit the packet when forwarding it on to D)

If a built-in acknow edgenent mechani smis not avail able, the node
transmitting the packet can explicitly request that a DSR-specific
sof tware acknowl edgenent be returned by the next node al ong the
route; this software acknow edgenent will nornmally be transmitted
directly to the sending node, but if the Iink between these two nodes
is unidirectional (Section 4.6), this software acknow edgenent coul d
travel over a different, nulti-hop path.

After an acknow edgenment has been received from sone nei ghbor, a node
MAY choose not to require acknow edgenents fromthat nei ghbor for a
brief period of time, unless the network interface connecting a node
to that nei ghbor always receives an acknow edgenent in response to
uni cast traffic.

When a software acknow edgenent is used, the acknow edgement request
SHOULD be retransnitted up to a maxi num nunber of tines. A
retransm ssi on of the acknow edgenent request can be sent as a
separ at e packet, piggybacked on a retransnission of the original data
packet, or piggybacked on any packet with the sanme next-hop
destination that does not also contain a software acknow edgenent.

After the acknow edgenent request has been retransnitted the nmaxi num
nunber of tines, if no acknow edgenent has been received, then the
sender treats the link to this next-hop destination as currently
"broken". It SHOULD renove this link fromits Route Cache and SHOULD
return a "Route Error" to each node that has sent a packet routed
over that link since an acknow edgenent was |ast received. For
exanple, in the situation shown above, if C does not receive an
acknow edgenent from D after sone nunber of requests, it would return
a Route Error to A as well as any other node that nay have used the
link fromCto D since Clast received an acknow edgenment from D.
Node A then rempves this broken Iink fromits cache; any

retransm ssion of the original packet can be perforned by upper |ayer
protocols such as TCP, if necessary. For sending such a

retransm ssion or other packets to this same destination E, if A has
inits Route Cache another route to E (for exanple, from additiona
Route Replies fromits earlier Route Discovery, or from having
overheard sufficient routing information from other packets), it can
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send the packet using the newroute i Mmediately. Qherw se, it
SHOULD perform a new Route Discovery for this target (subject to the
back-of f described in Section 3.1).

3. 3.

3. 3.

Addi tional Route Discovery Features

Caching Overheard Routing Information

A node forwardi ng or otherw se overhearing any packet SHOULD add all
usable routing information fromthat packet to its own Route Cache.
The useful ness of routing information in a packet depends on the
directionality characteristics of the physical nedium (Section 2), as
well as on the MAC protocol being used. Specifically, three distinct
cases are possible:

Links in the network frequently are capable of operating only
unidirectionally (not bidirectionally), and the MAC protocol in
use in the network is capable of transmitting uni cast packets over
uni di rectional [inks.

Links in the network occasionally are capabl e of operating only
unidirectionally (not bidirectionally), but this unidirectiona
restriction on any link is not persistent; alnost all |inks are
physically bidirectional, and the MAC protocol in use in the
network i s capable of transmitting unicast packets over

uni directional |inks.

The MAC protocol in use in the network is not capable of
transmitting uni cast packets over unidirectional |inks; only
bidirectional |inks can be used by the MAC protocol for
transmitting uni cast packets. For exanple, the |EEE 802.11

Di stri buted Coordi nati on Function (DCF) MAC protocol [|EEE80211]
is capable of transmitting a unicast packet only over a
bidirectional link, since the MAC protocol requires the return of
a link-1evel acknow edgenent packet fromthe receiver and al so
optionally requires the bidirectional exchange of an RTS and CTS
packet between the transnitter and receiver nodes.

In the first case above, for example, the source route used in a data
packet, the accumul ated route record in a Route Request, or the route
being returned in a Route Reply SHOULD all be cached by any node in
the "forward" direction. Any node SHOULD cache this infornmation from
any such packet received, whether the packet was addressed to this
node, sent to a broadcast (or nulticast) MAC address, or overheard
while the node’s network interface is in prom scuous node. However,
the "reverse" direction of the links identified in such packet
headers SHOULD NOT be cached.
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For exanple, in the situation shown bel ow, node A is using a source
route to communicate with node E

As node C forwards a data packet along the route fromAto E, it
SHOULD add to its cache the presence of the "forward" direction |inks
that it learns fromthe headers of these packets, fromitself to D
and fromD to E. Node C SHOULD NOT, in this case, cache the
"reverse" direction of the links identified in these packet headers,
fromitself back to B and fromB to A since these |links mght be

uni di rectional

In the second case above, in which |inks may occasionally operate
unidirectionally, the links described above SHOULD be cached in both
directions. Furthernore, in this case, if node X overhears (e.g.

t hrough prom scuous node) a packet transnitted by node C that is
using a source route fromnode A to E, node X SHOULD cache all of
these links as well, also including the link fromC to X over which
it overheard the packet.

In the final case, in which the MAC protocol requires physica
bidirectionality for unicast operation, links froma source route
SHOULD be cached in both directions, except when the packet al so
contains a Route Reply, in which case only the |links already
traversed in this source route SHOULD be cached. However, the |inks
not yet traversed in this route SHOULD NOT be cached.

3.3.2. Replying to Route Requests Using Cached Routes

A node receiving a Route Request for which it is not the target
searches its own Route Cache for a route to the target of the
Request. If it is found, the node generally returns a Route Reply to
the initiator itself rather than forward the Route Request. 1In the
Route Reply, this node sets the route record to |list the sequence of
hops over which this copy of the Route Request was forwarded to it,
concatenated with the source route to this target obtained fromits
own Rout e Cache.

However, before transnmitting a Route Reply packet that was generated
using information fromits Route Cache in this way, a node MJST
verify that the resulting route being returned in the Route Reply,
after this concatenation, contains no duplicate nodes listed in the
route record. For exanple, the figure belowillustrates a case in
whi ch a Route Request for target E has been received by node F, and
node F already has in its Route Cache a route fromitself to E
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+-- - - + +-- - - + +-- - - + +-- - - +
| A |----> B |- > D |----> E |
L + L + \ [ +----- + L +
\ /
\ - +/
> C |-
+-- - - +
|/\
v
Rout e Request +----- +
Route: A- B- C- F | F | Cache: C- D- E
+--- - - +

The concatenation of the accunul ated route record fromthe Route
Request and the cached route fromF s Route Cache woul d include a
duplicate node in passing fromCto F and back to C

Node F in this case could attenpt to edit the route to elimnate the
duplication, resulting in a route fromAto Bto Cto D and on to E,
but in this case, node F would not be on the route that it returned
inits own Route Reply. DSR Route Discovery prohibits node F from
returning such a Route Reply fromits cache; this prohibition

i ncreases the probability that the resulting route is valid, since
node F in this case should have received a Route Error if the route
had previously stopped working. Furthernore, this prohibition nmeans
that a future Route Error traversing the route is very likely to pass
t hrough any node that sent the Route Reply for the route (including
node F), which helps to ensure that stale data is renoved from caches
(such as at F) in a tinely manner; otherw se, the next Route

Di scovery initiated by A might also be contam nated by a Route Reply
fromF containing the sane stale route. |If, due to this restriction
on returning a Route Reply based on information fromits Route Cache,
node F does not return such a Route Reply, it propagates the Route
Request normal ly.

3.3.3. Route Request Hop Linits

Each Route Request nessage contains a "hop linmt" that nay be used to
limt the nunber of internediate nodes allowed to forward that copy
of the Route Request. This hop limt is inplenented using the Tine-
to-Live (TTL) field in the I P header of the packet carrying the Route
Request. As the Request is forwarded, this linmt is decrenented, and
the Request packet is discarded if the linmt reaches zero before
finding the target. This Route Request hop linit can be used to

i mpl erent a variety of algorithns for controlling the spread of a
Rout e Request during a Route Discovery attenpt.
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For exanple, a node MAY use this hop limt to inplenent a "non-
propagati ng" Route Request as an initial phase of a Route Discovery.
A node using this technique sends its first Route Request attenpt for
sonme target node using a hop limt of 1, such that any node receiving
the initial transm ssion of the Route Request will not forward the
Request to other nodes by re-broadcasting it. This formof Route
Request is called a "non-propagating" Route Request; it provides an

i nexpensive nethod for determining if the target is currently a

nei ghbor of the initiator or if a neighbor node has a route to the
target cached (effectively using the neighbors’ Route Caches as an
extension of the initiator’s own Route Cache). |If no Route Reply is
received after a short tineout, then the node sends a "propagating"
Rout e Request for the target node (i.e., with hop limt as defined by
the val ue of the DiscoveryHopLinit configuration variable).

As anot her exanple, a node MAY use this hop limt to inplenent an
"expandi ng ring" search for the target [JOHINSON96a]. A node using
this technique sends an initial non-propagati ng Route Request as
descri bed above; if no Route Reply is received for it, the node

ori gi nates another Route Request with a hop linit of 2. For each
Rout e Request originated, if no Route Reply is received for it, the
node doubles the hop Iinmt used on the previous attenpt, to
progressively explore for the target node w thout allow ng the Route
Request to propagate over the entire network. However, this
expandi ng ring search approach could increase the average | atency of
Rout e Di scovery, since nultiple Discovery attenpts and tineouts may
be needed before discovering a route to the target node.

3.4. Additional Route Mintenance Features
3.4.1. Packet Sal vagi ng

When an internedi ate node forwardi ng a packet detects through Route
Mai nt enance that the next hop along the route for that packet is
broken, if the node has another route to the packet’s destination in
its Route Cache, the node SHOULD "sal vage" the packet rather than
discard it. To salvage a packet, the node replaces the origina
source route on the packet with a route fromits Route Cache. The
node then forwards the packet to the next node indicated along this
source route. For exanple, in the situation shown in the exanple of
Section 3.2, if node C has another route cached to node E, it can
sal vage the packet by replacing the original route in the packet with
this newroute fromits own Route Cache rather than discarding the
packet .

When sal vagi ng a packet, a count is maintained in the packet of the

nunber of tines that it has been sal vaged, to prevent a single packet
from bei ng sal vaged endlessly. Qherwi se, since the TTL is
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decrenented only once by each node, a single node could sal vage a
packet an unbounded nunmber of tinmes. Even if we chose to require the
TTL to be decrenented on each sal vage attenpt, packet salvaging is an
expensi ve operation, so it is desirable to bound the maxi mum nunber
of times a packet can be sal vaged i ndependently of the maxi num nunber
of hops a packet can traverse.

As described in Section 3.2, an internedi ate node, such as in this
case, that detects through Route Muintenance that the next hop al ong
the route for a packet that it is forwarding is broken, the node al so
SHOULD return a Route Error to the original sender of the packet,
identifying the Iink over which the packet could not be forwarded.

If the node sends this Route Error, it SHOULD originate the Route
Error before sal vagi ng the packet.

3.4.2. Queued Packets Destined over a Broken Link

When an internedi ate node forwardi ng a packet detects through Route
Mai nt enance that the next-hop link along the route for that packet is
broken, in addition to handling that packet as defined for Route

Mai nt enance, the node SHOULD al so handle in a simlar way any pendi ng
packets that it has queued that are destined over this new broken
link. Specifically, the node SHOULD search its Network Interface
Queue and Mai ntenance Buffer (Section 4.5) for packets for which the
next-hop link is this new broken link. For each such packet
currently queued at this node, the node SHOULD process that packet as
fol | ows:

- Renove the packet fromthe node’s Network Interface Queue and
Mai nt enance Buffer

- Oiginate a Route Error for this packet to the original sender of
t he packet, using the procedure described in Section 8.3.4, as if
the node had al ready reached the maxi num nunber of retransm ssion
attenpts for that packet for Route Miintenance. However, in
sendi ng such Route Errors for queued packets in response to
detection of a single, new broken link, the node SHOULD send no
nmore than one Route Error to each original sender of any of these
packets.

- |If the node has another route to the packet’s |IP Destination
Address in its Route Cache, the node SHOULD sal vage the packet as
described in Section 8.3.6. Qherw se, the node SHOULD di scard
t he packet.
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3.4.3. Autonmatic Route Shortening

Source routes in use MAY be automatically shortened if one or nore

i nternmedi ate nodes in the route becone no | onger necessary. This
mechani sm of automatically shortening routes in use is sonewhat
simlar to the use of passive acknowl edgenments [JUBIN87]. In
particular, if a node is able to overhear a packet carrying a source
route (e.g., by operating its network interface in prom scuous
receive node), then this node exani nes the unexpended portion of that
source route. If this node is not the intended next-hop destination
for the packet but is naned in the | ater unexpended portion of the
packet’s source route, then it can infer that the internedi ate nodes
before itself in the source route are no | onger needed in the route.
For exanple, the figure below illustrates an exanple in which node D
has overheard a data packet being transmitted fromB to C for later
forwarding to D and to E

In this case, this node (node D) SHOULD return a "gratuitous" Route
Reply to the original sender of the packet (node A). The Route Reply
gives the shorter route as the concatenation of the portion of the
original source route up through the node that transmitted the

over heard packet (node B), plus the suffix of the original source
route beginning with the node returning the gratuitous Route Reply
(node D). In this exanple, the route returned in the gratuitous
Route Reply nessage sent fromD to A gives the new route as the
sequence of hops fromAto Bto Dto E.

When deci ding whether to return a gratuitous Route Reply in this way,
a node MAY factor in additional information beyond the fact that it
was able to overhear the packet. For exanple, the node MAY decide to
return the gratuitous Route Reply only when the overheard packet is
received with a signal strength or signal-to-noise ratio above sone
specific threshold. |In addition, each node maintains a G atuitous
Route Reply Table, as described in Section 4.4, to limt the rate at
which it originates gratuitous Route Replies for the sane returned
route.
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3.4.4. Increased Spreading of Route Error Messages

When a source node receives a Route Error for a data packet that it
originated, this source node propagates this Route Error to its

nei ghbors by piggybacking it on its next Route Request. In this way,
stale information in the caches of nodes around this source node will
not generate Route Replies that contain the sane invalid |ink for

whi ch this source node received the Route Error

For exanple, in the situation shown in the exanple of Section 3.2,
node A learns fromthe Route Error nmessage from C that the link from
Cto Dis currently broken. It thus renoves this link fromits own
Route Cache and initiates a new Route Discovery (if it has no other
route to Ein its Route Cache). On the Route Request packet
initiating this Route Discovery, node A piggybacks a copy of this
Route Error, ensuring that the Route Error spreads well to other
nodes, and guaranteeing that any Route Reply that it receives
(including those fromother node’s Route Caches) in response to this
Rout e Request does not contain a route that assunmes the existence of
this broken 1ink.

3.5. Optional DSR Flow State Extension

This section describes an optional, conpatible extension to the DSR
protocol, known as "flow state", that allows the routing of nost
packets wi thout an explicit source route header in the packet. The
DSR fl ow state extension further reduces the overhead of the protoco
yet still preserves the fundanental properties of DSR s operation
Once a sendi ng node has discovered a source route such as through
DSR s Route Discovery nechanism the flow state nechanismallows the
sendi ng node to establish hop-by-hop forwarding state within the

net work, based on this source route, to enable each node al ong the
route to forward the packet to the next hop based on the node’s own
| ocal know edge of the flow al ong which this packet is being routed.
Flow state is dynamcally initialized by the first packet using a
source route and is then able to route subsequent packets al ong the
same flow w thout use of a source route header in the packet. The
state established at each hop along a flowis "soft state" and thus
automatically expires when no | onger needed and can be quickly
recreated as necessary. Extending DSR s basic operation based on an
explicit source route in the header of each packet routed, the flow
state extension operates as a formof "inplicit source routing" by
preserving DSR s basic operation but renoving the explicit source
route from packets.
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3.5.1. Flow Establishnent

A source node sendi ng packets to sone destinati on node MAY use the
DSR fl ow state extension described here to establish a route to that
destination as a flow A "flow' is a route fromthe source to the
destination represented by hop-by-hop forwarding state within the
nodes along the route. Each flowis uniquely identified by a

conbi nation of the source node address, the destination node address,
and a flowidentifier (flow ID) chosen by the source node.

Each flow IDis a 16-bit unsigned integer. Conparison between
different flow I Ds MJST be perforned nodul o 2**16. For exanpl e,
using an inplenentation in the C programm ng | anguage, a flow ID
value (a) is greater than another flow ID value (b) if
((short)((a) - (b)) >0), if a Clanguage "short" data type is

i npl emented as a 16-bit signed integer.

A DSR Fl ow State header in a packet identifies the flowID to be
followed in forwardi ng that packet. Froma given source to sone
destination, any nunber of different flows MAY exist and be in use,
for exanple, follow ng different sequences of hops to reach the
destination. One of these flows MAY be considered the "default" flow
fromthat source to that destination. |If a node receives a packet
with neither a DSR Options header specifying the route to be taken
(with a Source Route option in the DSR Opti ons header) nor a DSR Fl ow
State header specifying the flowID to be followed, it is forwarded
along the default flow for the source and destinati on addresses
specified in the packet’s | P header.

In establishing a new flow, the source node generates a nonzero
16-bit flow ID greater than any unexpired flow IDs for this (source,
destination) pair. |If the source wishes for this flowto becone the
default flow, the low bit of the flow ID MIST be set (the flowlIDis
an odd nunber); otherwi se, the low bit MJST NOT be set (the flow ID
is an even nunber).

The source node establishing the new flow then transmits a packet
containing a DSR Opti ons header with a Source Route option. To
establish the flow, the source node also MIST include in the packet a
DSR Fl ow State header, with the Flow ID field set to the chosen fl ow
ID for the new flow, and MJST include a Tineout option in the DSR
Options header, giving the lifetine after which state infornation
about this flowis to expire. This packet will generally be a nornal
dat a packet being sent fromthis sender to the destination (for
exanpl e, the first packet sent after discovering the new route) but
is also treated as a "flow establishnent" packet.
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The source node records this flowin its Flow Table for future use,
setting the TTL in this Flow Table entry to the value used in the TTL
field in the packet’s |IP header and setting the Lifetime in this
entry to the lifetime specified in the Tineout option in the DSR
Options header. The TTL field is used for Default Fl ow Forwarding,
as described in Sections 3.5.3 and 3.5. 4.

Any further packets sent with this flow ID before the timeout that
al so contain a DSR Options header with a Source Route option MJST use
this same source route in the Source Route option

3.5.2. Receiving and Forwardi ng Establishment Packets

Packets intended to establish a flow, as described in Section 3.5.1,
contain a DSR Options header with a Source Route option and are
forwarded al ong the indicated route. A node inplenenting the DSR
flow state extension, when receiving and forwardi ng such a DSR
packet, al so keeps sone state in its ow Flow Table to enable it to
forward future packets that are sent along this flowwith only the
flow I D specified. Specifically, if the packet also contains a DSR
Fl ow St ate header, this packet SHOULD cause an entry to be
established for this flowin the Flow Tabl e of each node al ong the
packet’ s route.

The Hop Count field of the DSR Fl ow State header is also stored in
the Flow Table, as is the lifetine specified in the Tinmeout option
specified in the DSR Opti ons header

If the Flow IDis odd and there is no flowin the Flow Table with
Flow I D greater than the received Flow ID, set the default Flow ID
for this (I P Source Address, | P Destination Address) pair to the
received Flow I D, and the TTL of the packet is recorded.

The Flow ID option is renoved before final delivery of the packet.
3.5.3. Sending Packets al ong Established Fl ows

When a flow is established as described in Section 3.5.1, a packet is
sent that establishes state in each node along the route. This state
is soft; that is, the protocol contains nmechani snms for recovering
fromthe loss of this state. However, the use of these nechanisns
may result in reduced perfornmance for packets sent along flows with
forgotten state. As a result, it is desirable to differentiate
behavi or based on whether or not the sender is reasonably certain
that the flow state exists on each node along the route. W define a
flows state to be "established end-to-end” if the Flow Tables of all
nodes on the route contains forwarding information for that flow
VWhile it is inpossible to detect whether or not a flow s state has
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been established end-to-end wi thout sending packets, inplenentations
may nmake reasonabl e assunptions about the retention of flow state and
the probability that an establishment packet has been seen by all
nodes on the route.

A source wishing to send a packet along an established flow
determines if the flow state has been established end-to-end. If it
has not, a DSR Options header with Source Route option with this
flows route is added to the packet. The source SHOULD set the Flow
IDfield of the DSR Fl ow State header either to the flow ID

previously associated with this flows route or to zero. If it sets
the Flow ID field to any other value, it MJST follow the processing
steps in Section 3.5.1 for establishing a new flow ID. If it sets

the Flow ID field to a nonzero value, it MJST include a Ti neout
option with a value not greater than the tineout remaining in the
node’s Flow Table, and if its TTL is not equal to that specified in
the Flow Table, the flow MUST NOT be used as a default flow in the
future.

Once flow state has been established end-to-end for non-default
flows, a source adds a DSR Flow State header to each packet it w shes
to send along that flow, setting the FlowID field to the flow ID of
that flow. A Source Route option SHOULD NOT be added to the packet,
though if one is, then the steps for processing flows that have not
been established end-to-end MJUST be fol | oned.

Once flow state has been established end-to-end for default flows,
sources sendi ng packets with IP TTL equal to the TTL value in the

| ocal Flow Table entry for this flow then transmt the packet to the
next hop. |In this case, a DSR Flow State header SHOULD NOT be added
to the packet and a DSR Options header |ikew se SHOULD NOT be added
to the packet; though if one is, the steps for sending packets al ong
non-default flows MJST be followed. |If the IP TTL is not equal to
the TTL value in the local Flow Table, then the steps for processing
a non-default flow MIUST be foll owed.

3.5.4. Receiving and Forwardi ng Packets Sent al ong Established Fl ows

The handl i ng of packets containing a DSR Opti ons header with both a
nonzero Flow I D and a Source Route option is described in Section
3.5.2. The FlowID is ignored when it is equal to zero. This
section only describes handling of packets without a Source Route
option.

If a node receives a packet with a Flow ID in the DSR Options header
that indicates an unexpired flowin the node’s Flow Table, it
increments the Hop Count in the DSR Options header and forwards the
packet to the next hop indicated in the Fl ow Table.
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If a node receives a packet with a Flow ID that indicates a fl ow not
currently in the node’s Flow Table, it returns a Route Error of type
UNKNOAWN_FLOW wi th Error Destination and | P Destination addresses
copied fromthe I P Source of the packet triggering the error. This
error packet SHOULD be MAC-destined to the node from which the packet
was received; if it cannot confirmreachability of the previous node
usi ng Route Maintenance, it MJST send the error as described in
Section 8.1.1. The node sending the error SHOULD attenpt to sal vage
the packet triggering the Route Error. |If it does sal vage the
packet, it MJST zero the Flow ID in the packet.

If a node receives a packet with no DSR Opti ons header and no DSR

Fl ow State header, it checks the Default Flow Table. |If there is a
mat ching entry, it forwards to the next hop indicated in the Fl ow
Table for the default flow OQherwise, it returns a Route Error of
type DEFAULT _FLOW UNKNOWN with Error Destination and | P Destination
addresses copied fromthe I P Source Address of the packet triggering
the error. This error packet SHOULD be MAC-destined to the node from
which it was received; if this node cannot confirmreachability of

t he previ ous node using Route Miintenance, it MJST send the error as
described in Section 8.1.1. The node sending the error SHOULD
attenpt to salvage the packet triggering the Route Error. If it does
sal vage the packet, it MJST zero the Flow ID in the packet.

3.5.5. Processing Route Errors

When a node receives a Route Error of type UNKNOW FLOW it marks the
flowto indicate that it has not been established end-to-end. Wen a
node receives a Route Error of type DEFAULT _FLOW UNKNOMN, it marks
the default flowto indicate that it has not been established end-

t o- end.

3.5.6. Interaction with Automatic Route Shortening

Because a full source route is not carried in every packet, an
alternative nethod for performng autonatic route shortening is
necessary for packets using the flow state extension. |nstead, nodes
promi scuously listen to packets, and if a node receives a packet wth
(I'P Source, IP Destination, Flow ID) found in the Flow Tabl e but the
MAC- | ayer (next hop) destination address of the packet is not this
node, the node determ nes whether the packet was sent by an upstream
or downstream node by exanining the Hop Count field in the DSR Fl ow
State header. |If the Hop Count field is Il ess than the expected Hop
Count at this node (that is, the expected Hop Count field in the Flow
Tabl e described in Section 5.1), the node assunes that the packet was
sent by an upstream node and adds an entry for the packet to its
Automati ¢ Route Shortening Table, possibly evicting an earlier entry
added to this table. Wen the packet is then sent to that node for
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forwardi ng, the node finds that it has previously received the packet
by checking its Automatic Route Shortening Table and returns a
gratuitous Route Reply to the source of the packet.

3.5.7. Loop Detection

If a node receives a packet for forwarding with TTL | ower than
expected and default flow forwarding is being used, it sends a Route
Error of type DEFAULT_FLOW UNKNOMN back to the IP source. It can
attenpt delivery of the packet by normal salvaging (subject to
constraints described in Section 8.6.7).

3.5.8. Acknow edgenent Destination

In packets sent using Flow State, the previous hop is not necessarily
known. In order to allow nodes that have lost flow state to
determ ne the previous hop, the address of the previous hop can
optionally be stored in the Acknow edgenent Request. This extension
SHOULD NOT be used when a Source Route option is present, MAY be used
when flow state routing is used without a Source Route option, and
SHOULD be used before Route Miintenance determines that the next-hop
destination is unreachabl e.

3.5.9. Crash Recovery

Each node has a maxi num Ti meout value that it can possibly generate.
This can be based on the | argest nunber that can be set in a tineout
option (2**16 - 1 seconds) or nmay be less than this, set in system
software. \When a node crashes, it does not establish new flows for a
period equal to this maxi num Ti neout value, in order to avoid
colliding with its old Flow IDs.

3.5.10. Rate Limting

Flow I Ds can be assigned with a counter. Mre specifically, the
"Current Flow ID" is kept. Wen a new default Flow I D needs to be
assigned, if the Current FlowID is odd, the Current FlowID is
assigned as the Flow ID and the Current Flow ID is increnented by
one; if the Current Flow ID is even, one plus the Current Flow ID is
assigned as the Flow ID and the Current Flow ID is increnented by

t wo.

If Flow IDs are assigned in this way, one algorithmfor avoiding
duplicate, unexpired Flow IDs is to rate limt new Flow IDs to an
average rate of n assignments per second, where n is 2**15 divi ded by
t he maxi num Ti meout value. This can be averaged over any period not
exceedi ng the maxi mum Ti meout val ue.
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3.5.11. Interaction with Packet Sal vagi ng

Sal vaging is nodified to zero the Flow ID field in the packet. Al so,
anytime this docunent refers to the Salvage field in the Source Route
option in a DSR Options header, packets wi thout a Source Route option
are considered to have the value zero in the Salvage field.

4. Conceptual Data Structures

Thi s docunent describes the operation of the DSR protocol in terms of
a nunber of conceptual data structures. This section describes each
of these data structures and provides an overview of its use in the
protocol. In an inplenentation of the protocol, these data
structures MJUST be inplenented in a manner consistent with the
external behavior described in this docunment, but the choice of

i npl ement ati on used i s otherwi se unconstrai ned. Additiona

conceptual data structures are required for the optional flow state
extensions to DSR;, these data structures are described in Section 5.

4.1. Route Cache

Each node i npl ementi ng DSR MJUST mai ntain a Route Cache, contai ning
routing informati on needed by the node. A node adds information to
its Route Cache as it |learns of new |inks between nodes in the ad hoc
network; for exanple, a node may |earn of new |links when it receives
a packet carrying a Route Request, Route Reply, or DSR source route.
Li kewi se, a node renoves information fromits Route Cache as it

|l earns that existing links in the ad hoc network have broken. For
exanpl e, a node may learn of a broken Iink when it receives a packet
carrying a Route Error or through the lIink-layer retransm ssion
mechani smreporting a failure in forwarding a packet to its next-hop
desti nati on.

Anytime a node adds new information to its Route Cache, the node
SHOULD check each packet in its own Send Buffer (Section 4.2) to
deternmi ne whether a route to that packet’s | P Destination Address now
exists in the node’'s Route Cache (including the information just
added to the Cache). |If so, the packet SHOULD then be sent using
that route and renoved fromthe Send Buffer

It is possible to interface a DSR network wi th ot her networks,
external to this DSR network. Such external networks nay, for
exanpl e, be the Internet or may be other ad hoc networks routed with
a routing protocol other than DSR. Such external networks may al so
be other DSR networks that are treated as external networks in order
to inmprove scalability. The conplete handling of such externa
networks is beyond the scope of this docunent. However, this
docunent specifies a mninal set of requirenents and features
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necessary to allow nodes only inplenmenting this specification to
interoperate correctly with nodes inplenenting interfaces to such
external networks. This nmininmal set of requirements and features

i nvol ve the First Hop External (F) and Last Hop External (L) bits in
a DSR Source Route option (Section 6.7) and a Route Reply option
(Section 6.3) in a packet’s DSR Options header (Section 6). These
requirenents also include the addition of an External flag bit
tagging each link in the Route Cache, copied fromthe First Hop
External (F) and Last Hop External (L) bits in the DSR Source Route
option or Route Reply option fromwhich this |link was | earned.

The Route Cache SHOULD support storing nore than one route to each
destination. In searching the Route Cache for a route to sone
destination node, the Route Cache is searched by destinati on node
address. The followi ng properties describe this searching function
on a Route Cache:

- Each inplenentation of DSR at any node MAY choose any appropriate
strategy and algorithmfor searching its Route Cache and sel ecting
a "best" route to the destination fromanong those found. For
exanpl e, a node MAY choose to select the shortest route to the
destination (the shortest sequence of hops), or it MAY use an
alternate metric to select the route fromthe Cache.

- However, if there are nultiple cached routes to a destination, the
sel ection of routes when searching the Route Cache SHOULD prefer
routes that do not have the External flag set on any link. This
preference will select routes that lead directly to the target
node over routes that attenpt to reach the target via any externa
networ ks connected to the DSR ad hoc net wor k.

- In addition, any route selected when searching the Route Cache
MJUST NOT have the External bit set for any links other than
possibly the first link, the last link, or both; the External bit
MUST NOT be set for any internediate hops in the route sel ected.

An i mpl enentation of a Route Cache MAY provide a fixed capacity for
the cache, or the cache size MAY be variable. The follow ng
properties describe the management of avail able space within a node’'s
Rout e Cache:

- Each inplenentation of DSR at each node MAY choose any appropriate
policy for nmanaging the entries in its Route Cache, such as when
limted cache capacity requires a choice of which entries to
retain in the Cache. For exanple, a node MAY chose a "l east
recently used" (LRU) cache replacenent policy, in which the entry
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| ast used | ongest ago is discarded fromthe cache if a decision
needs to be nmade to allow space in the cache for sone new entry
bei ng added.

However, the Route Cache replacenment policy SHOULD all ow routes to
be categorized based upon "preference", where routes with a higher
preferences are less likely to be renoved fromthe cache. For
exanpl e, a node could prefer routes for which it initiated a Route
Di scovery over routes that it learned as the result of proni scuous
snoopi ng on other packets. |In particular, a node SHOULD prefer
routes that it is presently using over those that it is not.

Any suitable data structure organi zation, consistent with this
speci fication, MAY be used to inplenent the Route Cache in any node.
For exanple, the following two types of organi zation are possi bl e:

In DSR, the route returned in each Route Reply that is received by
the initiator of a Route Discovery (or that is learned fromthe
header of overhead packets, as described in Section 8.1.4)
represents a conplete path (a sequence of links) leading to the
destination node. By caching each of these paths separately, a
"path cache" organi zation for the Route Cache can be forned. A
path cache is very sinple to inplement and easily guarantees that
all routes are | oop-free, since each individual route froma Route
Reply or Route Request or used in a packet is |loop-free. To
search for a route in a path cache data structure, the sending
node can sinply search its Route Cache for any path (or prefix of
a path) that leads to the intended destinati on node.

This type of organization for the Route Cache in DSR has been
extensi vely studi ed through sinulation [ BROCH98, HU0O,
JOHANSSON99, MALTZ99a] and t hrough inplenentation of DSRin a
nmobi | e out door testbed under significant workl oad [ MALTZ99b
MALTZ00, MALTZO01].

Alternatively, a "link cache" organi zation could be used for the
Rout e Cache, in which each individual link (hop) in the routes
returned in Route Reply packets (or otherwi se |earned fromthe
header of overhead packets) is added to a unified graph data
structure of this node’s current view of the network topol ogy. To
search for a route in |link cache, the sending node nust use a nore
conpl ex graph search algorithm such as the well-known Dijkstra's
shortest-path algorithm to find the current best path through the
graph to the destination node. Such an algorithmis nore
difficult to inplement and may require significantly nore CPU tine
to execute.
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However, a |link cache organi zation is nore powerful than a path
cache organi zation, inits ability to effectively utilize all of
the potential information that a node might |earn about the state
of the network. In particular, links learned fromdifferent Route
Di scoveries or fromthe header of any overheard packets can be
merged together to formnew routes in the network, but this is not
possible in a path cache due to the separation of each individua
path in the cache.

This type of organization for the Route Cache in DSR, including
the effect of a range of inplenentation choices, has been studied
t hrough detail ed sinulation [HUOO].

The choi ce of data structure organization to use for the Route Cache

in any DSR i npl enentation is a local matter for each node and affects
only performance; any reasonable choice of organization for the Route
Cache does not affect either correctness or interoperability.

Each entry in the Route Cache SHOULD have a tinmeout associated with
it, to allowthat entry to be deleted if not used within sone tine.
The particul ar choice of algorithmand data structure used to

i npl ement the Route Cache SHOULD be considered in choosing the
timeout for entries in the Route Cache. The configuration variable
Rout eCacheTi neout defined in Section 9 specifies the tinmeout to be
applied to entries in the Route Cache, although it is also possible
to instead use an adaptive policy in choosing tineout val ues rather
than using a single tinmeout setting for all entries. For exanple,

t he Li nk- MaxLi fe cache design (bel ow) uses an adaptive timeout

al gorithm and does not use the RouteCacheTi neout configuration

vari abl e.

As guidance to inplenmenters, Appendix A describes a type of link
cache known as "Link-MuxLife" that has been shown to out perform ot her
types of link caches and path caches studied in detailed simnulation

[ HUOO]. Link-MaxLife is an adaptive link cache in which each link in
the cache has a tinmeout that is determ ned dynamically by the caching
node according to its observed past behavior of the two nodes at the
ends of the Iink. |In addition, when selecting a route for a packet
bei ng sent to sone destination, anong cached routes of equal |ength
(number of hops) to that destination, Link-MxLife selects the route
with the | ongest expected lifetime (highest m ninmmtinmeout of any
link in the route). Use of the Link-MaxLife design for the Route
Cache is recommended in inplenmentations of DSR
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4.2. Send Buffer

The Send Buffer of a node inplenmenting DSR is a queue of packets that
cannot be sent by that node because it does not yet have a source
route to each such packet’s destination. Each packet in the Send
Buffer is logically associated with the tine that it was placed into
the buffer and SHOULD be renoved fromthe Send Buffer and silently

di scarded after a period of SendBufferTimeout after initially being
placed in the buffer. |f necessary, a FlIFO strategy SHOULD be used
to evict packets before they time out to prevent the buffer from
overfl ow ng.

Subject to the rate Iimting defined in Section 4.3, a Route
Di scovery SHOULD be initiated as often as allowed for the destination
address of any packets residing in the Send Buffer.

4.3. Route Request Table

The Route Request Table of a node inplenmenting DSR records
i nformati on about Route Requests that have been recently originated
or forwarded by this node. The table is indexed by |P address.

The Route Request Table on a node records the follow ng information
about nodes to which this node has initiated a Route Request:

- The Time-to-Live (TTL) field used in the | P header of the Route
Request for the last Route Discovery initiated by this node for
that target node. This value allows the node to inplenent a
variety of algorithns for controlling the spread of its Route
Request on each Route Discovery initiated for a target. As
exanpl es, two possible algorithns for this use of the TTL field
are described in Section 3.3.3.

- The tine that this node |last originated a Route Request for that
target node

- The nunber of consecutive Route Discoveries initiated for this
target since receiving a valid Route Reply giving a route to that
target node

- The renmai ni ng amount of tinme before which this node MAY next
attenpt at a Route Discovery for that target node. Wen the node
initiates a new Route Discovery for this target node, this field
in the Route Request Table entry for that target node is
initialized to the timeout for that Route Discovery, after which
the node MAY initiate a new Discovery for that target. Until a
valid Route Reply is received for this target node address, a node
MUST i npl enent a back-off algorithmin determning this tineout
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val ue for each successive Route Discovery initiated for this
target using the sane Tine-to-Live (TTL) value in the | P header of
the Route Request packet. The tinmeout between such consecutive
Rout e Di scovery initiations SHOULD i ncrease by doubling the

ti meout value on each new initiation

In addition, the Route Request Table on a node al so records the
following information about initiator nodes fromwhich this node has
recei ved a Route Request:

- A FIFO cache of size RequestTablelds entries containing the
Identification value and target address fromthe nost recent Route
Requests received by this node fromthat initiator node.

Nodes SHOULD use an LRU policy to nanage the entries in their Route
Request Tabl e.

The nunber of ldentification values to retain in each Route Request
Tabl e entry, RequestTablelds, MJST NOT be unlinited, since, in the
wor st case, when a node crashes and reboots, the first
Request Tabl el ds Route Discoveries it initiates after rebooting could
appear to be duplicates to the other nodes in the network. In
addition, a node SHOULD base its initial ldentification value, used
for Route Discoveries after rebooting, on a battery backed-up cl ock
or other persistent nenory device, if available, in order to help
avoi d any possible such delay in successfully discovering new routes
after rebooting; if no such source of initial Identification value is
avai l abl e, a node after rebooting SHOULD base its initial
Identification value on a random nunber

4.4, Gatuitous Route Reply Table

The Gratuitous Route Reply Table of a node inplenmenting DSR records

i nformati on about "gratuitous" Route Replies sent by this node as
part of automatic route shortening. As described in Section 3.4.3, a
node returns a gratuitous Route Reply when it overhears a packet
transmtted by sonme node, for which the node overhearing the packet
was not the intended next-hop node but was naned later in the
unexpended hops of the source route in that packet; the node
overhearing the packet returns a gratuitous Route Reply to the
original sender of the packet, listing the shorter route (not

i ncluding the hops of the source route "skipped over" by this
packet). A node uses its Gratuitous Route Reply Table to linit the
rate at which it originates gratuitous Route Replies to the sane
original sender for the sane node fromwhich it overheard a packet to
trigger the gratuitous Route Reply.
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Each entry in the Gatuitous Route Reply Table of a node contains the
followi ng fields:

- The address of the node to which this node originated a gratuitous
Rout e Reply.

- The address of the node fromwhich this node overheard the packet
triggering that gratuitous Route Reply.

- The remaining tine before which this entry in the G atuitous Route
Reply Tabl e expires and SHOULD be del eted by the node. Wen a
node creates a new entry in its Gratuitous Route Reply Table, the
ti meout value for that entry SHOULD be initialized to the val ue
G at Repl yHol dof f.

When a node overhears a packet that would trigger a gratuitous Route
Reply, if a corresponding entry already exists in the node’s
Gratuitous Route Reply Table, then the node SHOULD NOT send a
gratuitous Route Reply for that packet. Oherwise (i.e., if no
correspondi ng entry already exists), the node SHOULD create a new
entry inits Gratuitous Route Reply Table to record that gratuitous
Route Reply, with a tinmeout value of G atRepl yHol doff.

4.5, Network Interface Queue and Mai ntenance Buffer

Dependi ng on factors such as the structure and organi zation of the
operating system protocol stack inplenentation, network interface
device driver, and network interface hardware, a packet being
transmtted could be queued in a variety of ways. For exanpl e,

out goi ng packets fromthe network protocol stack mi ght be queued at
the operating systemor link layer, before transnission by the
network interface. The network interface mght also provide a
retransm ssi on nechani smfor packets, such as occurs in | EEE 802. 11
[ EEEB0211]; the DSR protocol, as part of Route Miintenance, requires
limted buffering of packets already transmtted for which the
reachability of the next-hop destination has not yet been detern ned.
The operation of DSR is defined here in terns of two conceptual data
structures that, together, incorporate this queuing behavior

The Network Interface Queue of a node inplenenting DSR is an out put
queue of packets fromthe network protocol stack waiting to be
transmitted by the network interface; for exanple, in the 4.4BSD Uni x
networ k protocol stack inplenentation, this queue for a network
interface is represented as a "struct ifqueue" [WRIGHT95]. This
queue is used to hold packets while the network interface is in the
process of transmitting another packet.
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The Mai ntenance Buffer of a node inplenenting DSR is a queue of
packets sent by this node that are awaiting next-hop reachability
confirmation as part of Route Miintenance. For each packet in the
Mai nt enance Buffer, a node mmintains a count of the nunber of
retransm ssions and the time of the last retransm ssion. Packets are
added to the Maintenance buffer after the first transm ssion attenpt
is made. The Mai ntenance Buffer MAY be of linmited size; when adding
a new packet to the Miintenance Buffer, if the buffer size is
insufficient to hold the new packet, the new packet SHOULD be
silently discarded. |If, after MaxMaint Rexmt attenpts to confirm
next - hop reachability of sonme node, no confirmation is received, al
packets in this node’'s Miintenance Buffer with this next-hop
destinati on SHOULD be renoved fromthe Miintenance Buffer. In this
case, the node al so SHOULD originate a Route Error for this packet to
each original source of a packet renoved in this way (Section 8.3)
and SHOULD sal vage each packet renmpved in this way (Section 8.3.6) if
it has another route to that packet’s IP Destination Address in its
Rout e Cache. The definition of MaxMai nt Rexnt conceptual ly includes
any retransm ssions that night be attenpted for a packet at the link
layer or within the network interface hardware. The tineout value to
use for each transnission attenpt for an acknow edgenent request
depends on the type of acknow edgenent mechani sm used by Route

Mai nt enance for that attenpt, as described in Section 8.3.

4.6. Blacklist

When a node using the DSR protocol is connected through a network
interface that requires physically bidirectional Iinks for unicast
transm ssion, the node MJUST nmaintain a blacklist. The blacklist is a
tabl e, indexed by nei ghbor node address, that indicates that the link
bet ween this node and the specified nei ghbor node may not be
bidirectional. A node places another node's address in this |ist
when it believes that broadcast packets fromthat other node reach
this node, but that unicast transm ssion between the two nodes is not
possi ble. For exanple, if a node forwarding a Route Reply discovers
that the next hop is unreachable, it places that next hop in the
node’ s bl acklist.

Once a node discovers that it can comrunicate bidirectionally with
one of the nodes listed in the blacklist, it SHOULD renove that node
fromthe blacklist. For exanple, if node A has node Blisted inits
bl acklist, but after transmtting a Route Request, node A hears B
forward the Route Request with a route record indicating that the
broadcast fromA to B was successful, then A SHOULD renove the entry
for node B fromits blacklist.
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A node MJST associate a state with each node listed in its blacklist,
speci fying whether the unidirectionality of the link to that node is
"questionabl e" or "probable". Each tine the unreachability is
positively determ ned, the node SHOULD set the state to "probable".
After the unreachability has not been positively determ ned for sone
anount of tine, the state SHOULD revert to "questionable". A node
MAY expire entries for nodes fromits blacklist after a reasonable
amount of time.

5. Additional Conceptual Data Structures for Flow State Extension

This section defines additional conceptual data structures used by
the optional "flow state" extension to DSR. In an inplenmentation of
the protocol, these data structures MJST be inplenented in a nanner
consistent with the external behavior described in this docunment, but
the choice of inplenentation used is otherw se unconstr ai ned.

5.1. Flow Table

A node inplenmenting the flow state extension MJST inplenment a Fl ow
Tabl e or other data structure consistent with the external behavior
described in this section. A node not inplementing the flow state
ext ensi on SHOULD NOT i npl emrent a Fl ow Tabl e.

The Flow Tabl e records infornmation about flows fromwhich packets
recently have been sent or forwarded by this node. The table is

i ndexed by a triple (1P Source Address, |P Destination Address, Fl ow
ID), where Flow ID is a 16-bit number assigned by the source as
described in Section 3.5.1. Each entry in the Flow Table contains
the followi ng fields:

-  The MAC address of the next-hop node along this flow

- An indication of the outgoing network interface on this node to be
used in transmtting packets along this flow.

- The MAC address of the previous-hop node along this flow.

- An indication of the network interface on this node from which
packets fromthat previous-hop node are received.

- Atinmeout after which this entry in the Fl ow Tabl e MUST be
del et ed.

- The expected value of the Hop Count field in the DSR Fl ow State

header for packets received for forwarding along this field (for
use with packets containing a DSR Fl ow State header).
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- An indication of whether or not this flow can be used as a default
flow for packets originated by this node (the Flow ID of a default
fl ow MUST be odd).

- The entry SHOULD record the conplete source route for the flow
(Nodes not recording the conplete source route cannot participate
in Automatic Route Shortening.)

- The entry MAY contain a field recording the tinme this entry was
| ast used.

The entry MJUST be del eted when its tineout expires.
5.2. Automatic Route Shortening Table

A node inplementing the flow state extension SHOULD i npl ement an
Aut omati ¢ Route Shortening Table or other data structure consistent
with the external behavior described in this section. A node not

i mpl enenting the flow state extensi on SHOULD NOT i npl enent an

Aut ormat i ¢ Route Shortening Tabl e.

The Automatic Route Shortening Table records infornmation about

recei ved packets for which Automatic Route Shortening may be
possible. The table is indexed by a triple (I P Source Address, IP
Destination Address, Flow ID). Each entry in the Autonatic Route
Shortening Table contains a list of (packet identifier, Hop Count)
pairs for that flow The packet identifier in the list nmay be any
uni que identifier for the received packet; for exanmple, for |Pv4d
packets, the conbination of the followng fields fromthe packet’s IP
header MAY be used as a unique identifier for the packet: Source
Address, Destination Address, ldentification, Protocol, Fragnent

O fset, and Total Length. The Hop Count in the list in the entry is
copied fromthe Hop Count field in the DSR Fl ow State header of the
recei ved packet for which this table entry was created. Any packet
identifier SHOULD appear at nbst once in an entry’'s list, and this
list item SHOULD record the m ni nrum Hop Count val ue received for that
packet (if the wireless signal strength or signal-to-noise ratio at
whi ch a packet is received is available to the DSR inpl enentation in
a node, the node MAY, for exanple, renmenber instead in this list the
m ni mum Hop Count val ue for which the received packet’s signa
strength or signal-to-noise ratio exceeded sone threshol d).

Space in the Autonatic Route Shortening Table of a node MAY be
dynani cal | y nanaged by any |ocal algorithmat the node. For exanpl e,
in order to limt the anount of nmenmory used to store the table, any
existing entry MAY be deleted at any tinme, and the nunber of packets
listed in each entry MAY be limted. However, when reclainmng space
in the table, nodes SHOULD favor retaining infornmation about nore
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flows in the table rather than about nore packets listed in each
entry in the table, as long as at least the listing of sone small
nunber of packets (e.g., 3) can be retained in each entry.

5. 3. Default Flow | D Tabl e

A node inplenenting the flow state extension MJST inplenent a Default
Fl ow Tabl e or other data structure consistent with the externa
behavi or described in this section. A node not inplenmenting the flow
state extension SHOULD NOT i npl ement a Default Fl ow Table.

For each (I P Source Address, |P Destination Address) pair for which a
node forwards packets, the node MJST record:

- The largest odd Flow I D val ue seen.

- The tine at which all the corresponding flows that are forwarded
by this node expire.

- The current default Flow ID.

- Aflag indicating whether or not the current default FlowID is
val i d.

If a node deletes this record for an (I P Source Address, |IP
Destination Address) pair, it MJST also delete all Flow Table entries
for that pair. Nodes MJST delete table entries if all of this (IP
Source Address, |P Destination Address) pair’s flows that are
forwarded by this node expire.

6. DSR Options Header For nat

The Dynami ¢ Source Routing protocol makes use of a special header
carrying control information that can be included in any existing IP
packet. This DSR Options header in a packet contains a small fixed-
sized, 4-octet portion, followed by a sequence of zero or nore DSR
options carrying optional information. The end of the sequence of
DSR options in the DSR Options header is inplied by the total length
of the DSR Options header

For 1Pv4, the DSR Options header MJUST inmmedi ately follow the IP
header in the packet. (If a Hop-by-Hop Options extension header, as
defined in | Pv6 [ RFC2460], becones defined for |Pv4, the DSR Options
header MJUST i mredi ately foll ow the Hop-by-Hop Options extension
header, if one is present in the packet, and MJST ot herw se

i medi ately follow the | P header.)
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To add a DSR Options header to a packet, the DSR Options header is
inserted followi ng the packet’s | P header, before any follow ng
header such as a traditional (e.g., TCP or UDP) transport |ayer
header. Specifically, the Protocol field in the IP header is used to
i ndicate that a DSR Options header follows the I P header, and the
Next Header field in the DSR Options header is used to indicate the
type of protocol header (such as a transport |ayer header) foll ow ng
the DSR Options header

I f any headers follow the DSR Options header in a packet, the total

| ength of the DSR Options header (and thus the total, conbined |ength
of all DSR options present) MJST be a nultiple of 4 octets. This
requi renent preserves the alignnent of these follow ng headers in the
packet .

6.1. Fixed Portion of DSR Options Header
The fixed portion of the DSR Options header is used to carry
i nformati on that nust be present in any DSR Options header. This
fixed portion of the DSR Options header has the followi ng fornat:
0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

| Next Header |F| Reserved | Payl oad Length
B Lt r s i i i o o T s ks S R S

Opti ons
ir- B T i i S S i S R ik s S S S S S +-:+

Next Header
8-bit selector. |Identifies the type of header inmediately
followi ng the DSR Opti ons header. Uses the same values as the
| Pv4 Protocol field [RFCL700]. |If no header follows, then Next
Header MJUST have the val ue 59, "No Next Header" [RFC2460].

Fl ow St ate Header (F)

Flag bit. MJST be set to 0. This bit is set in a DSR Fl ow
State header (Section 7.1) and clear in a DSR Options header

Reser ved

MUST be sent as 0 and ignored on reception
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Payl oad Length

The length of the DSR Options header, excluding the 4-octet
fixed portion. The value of the Payload Length field defines
the total length of all options carried in the DSR Opti ons
header .

Options

Variable-length field; the Iength of the Options field is
specified by the Payload Length field in this DSR Options
header. Contains one or nore pieces of optional infornmation
(DSR options), encoded in type-length-value (TLV) format (with
the exception of the Padl option described in Section 6.8).

The pl acenent of DSR options following the fixed portion of the DSR
Opti ons header MAY be padded for alignnent. However, due to the
typically limted available wirel ess bandwi dth in ad hoc networks,
this padding is not required, and receiving nodes MJST NOT expect
options within a DSR Options header to be aligned.

Each DSR option is assigned a unique Option Type code. The nost
significant 3 bits (that is, Option Type & OxEQ) allow a node not

i mpl enenting processing for this Option Type value to behave in the
manner cl osest to correct for that type:

- The nost significant bit in the Option Type value (that is, Option
Type & 0x80) represents whether or not a node receiving this
Option Type (when the node does not inplenent processing for this
Option Type) SHOULD respond to such a DSR option with a Route
Error of type OPTI ON_NOT_SUPPORTED, except that such a Route Error
SHOULD never be sent in response to a packet containing a Route
Request option

- The two following bits in the Option Type value (that is, Option
Type & 0x60) are a two-bit field indicating how such a node that
does not support this Option Type MJST process the packet:

00 = Ignore Option
01 = Renpbve Option
10 = Mark Option
11 = Drop Packet

When these 2 bits are 00 (that is, Option Type & 0x60 == 0), a
node not inplenenting processing for that Option Type MJST use the
Opt Data Len field to skip over the option and conti nue
processing. Wen these 2 bits are 01 (that is, Option Type & 0x60
== 0x20), a node not inplenenting processing for that Option Type
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MUST use the Opt Data Len field to renove the option fromthe
packet and continue processing as if the option had not been
included in the received packet. Wen these 2 bits are 10 (that
is, Option Type & 0x60 == 0x40), a node not i nplenenting
processing for that Option Type MJST set the nost significant bit
following the Opt Data Len field, MJST ignore the contents of the
option using the Opt Data Len field, and MJST conti nue processing
the packet. Finally, when these 2 bits are 11 (that is, Option
Type & 0x60 == 0x60), a node not inplenmenting processing for that
Option Type MUST drop the packet.

The following types of DSR options are defined in this docunent for
use within a DSR Options header

Rout e Request option (Section 6.2)

Route Reply option (Section 6.3)

Route Error option (Section 6.4)

Acknowl edgenent Request option (Section 6.5)
Acknowl edgenent option (Section 6.6)

DSR Source Route option (Section 6.7)

Padl option (Section 6.8)

PadN option (Section 6.9)

In addition, Section 7 specifies further DSR options for use with the
optional DSR fl ow state extension
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6.2. Route Request Option

The Route Request option in a DSR Options header is encoded as
fol | ows:

0 1 2 3
01234567890123456789012345678901
B i T e S i i i i T S S e e S i o i I T N S
Option Type | Opt Data Len | I dentification
B T T o S T o il s S S S S S i S il i

+-
+-

| Target Address

B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| Addr ess][ 1]

B Lt r s i i i o o T s ks S R S
| Addr ess] 2]

B T T T o o S S S e i S S Tk e e Y S
+-
+-

+-+-+-+- -+ - - - - - - - - +: +- +-+-+-+-+-+-+- -+ - -+ - - -+
Addr ess|[ n] |
B i T e S i i i i T S S e e S i o i I T N S
I P fields:
Sour ce Address
MJUST be set to the address of the node originating this packet.
Internedi ate nodes that retransnmit the packet to propagate the
Rout e Request MJST NOT change this field.
Destination Address

MJUST be set to the P linmted broadcast address
(255. 255. 255. 255).

Hop Limt (TTL)
MAY be varied from1l to 255, for exanple, to inplenent non-
propagati ng Route Requests and Route Request expandi ng-ring
searches (Section 3.3.3).
Rout e Request fi el ds:
Option Type

1. Nodes not understanding this option will ignore this
option.
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Opt Data Len

8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Opt Data Len fields. MJST be set
equal to (4 * n) + 6, where n is the nunber of addresses in the
Rout e Request Opti on.

I dentification

A uni que val ue generated by the initiator (original sender) of
the Route Request. Nodes initiating a Route Request generate a
new |l dentification value for each Route Request, for exanple
based on a sequence nunmber counter of all Route Requests
initiated by the node.

This value allows a receiving node to determ ne whether it has
recently seen a copy of this Route Request. |If this
Identification value (for this IP Source address and Tar get
Address) is found by this receiving node in its Route Request
Table (in the cache of ldentification values in the entry there
for this initiating node), this receiving node MIST discard the
Rout e Request. When a Route Request is propagated, this field
MUST be copied fromthe received copy of the Route Request
bei ng propagat ed.

Target Address

The address of the node that is the target of the Route
Request .

Address[1..n]

Address[i] is the | Pv4 address of the i-th node recorded in the
Rout e Request option. The address given in the Source Address
field in the IP header is the address of the initiator of the
Rout e Di scovery and MJUST NOT be listed in the Address|[i]

fields; the address given in Address[1] is thus the |Pv4
address of the first node on the path after the initiator. The
nunmber of addresses present in this field is indicated by the
Opt Data Len field in the option (n = (Opt Data Len - 6) / 4).
Each node propagating the Route Request adds its own address to
this list, increasing the Opt Data Len value by 4 octets.

The Route Request option MJST NOT appear nore than once within a DSR
Opti ons header.
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6.3. Route Reply Option
The Route Reply option in a DSR Options header is encoded as foll ows:

0 1 2 3
01234567890123456789012345678901
T
| Option Type | Opt Data Len |L| Reserved
T I T e LTk ey
| Addr ess][ 1]
B T e o i S I i i S S N iy St S I S S
| Addr ess] 2]
N R o A S S A e
|+- T S +-|+
| Addr ess][ n]
B T e o i S I i i S S N iy St S I S S

IP fields:
Sour ce Address

Set to the address of the node sending the Route Reply. 1In the
case of a node sending a reply fromits Route Cache (Section
3.3.2) or sending a gratuitous Route Reply (Section 3.4.3),
this address can differ fromthe address that was the target of
the Route Discovery.

Desti nati on Address
MJUST be set to the address of the source node of the route
being returned. Copied fromthe Source Address field of the
Rout e Request generating the Route Reply or, in the case of a
gratuitous Route Reply, copied fromthe Source Address field of
the data packet triggering the gratuitous Reply.

Route Reply fields:
Option Type

2. Nodes not understanding this option will ignore this
option.
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Opt Data Len

8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Opt Data Len fields. MJST be set
equal to (4 * n) + 1, where n is the nunber of addresses in the
Rout e Reply Option.

Last Hop External (L)

Set to indicate that the last hop given by the Route Reply (the
link from Address[n-1] to Address[n]) is actually an arbitrary
path in a network external to the DSR network; the exact route
outside the DSR network is not represented in the Route Reply.
Nodes caching this hop in their Route Cache MJUST flag the
cached hop with the External flag. Such hops MJST NOT be
returned in a cached Route Reply generated fromthis Route
Cache entry, and selection of routes fromthe Route Cache to
route a packet being sent SHOULD prefer routes that contain no
hops fl agged as External

Reserved
MUST be sent as 0 and ignored on reception
Address[1..n]

The source route being returned by the Route Reply. The route
i ndi cates a sequence of hops, originating at the source node
specified in the Destination Address field of the I P header of
t he packet carrying the Route Reply, through each of the
Address[i] nodes in the order listed in the Route Reply, ending
at the node indicated by Address[n]. The nunber of addresses
present in the Address[1l..n] field is indicated by the Opt Data
Len field in the option (n = (Opt Data Len - 1) / 4).

A Route Reply option MAY appear one or nore tinmes within a DSR
Options header.
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6.4. Route Error Option

The Route Error option in a DSR Options header is encoded as follows:

0

1 2 3

01234567890123456789012345678901

+-
|
+-
|
+-
|
+-

+- - -

+- +-
Option Type | Opt Data Len | Error Type | Reservd| Sal vage|
+- +-

+- +-

+- +-

I T ik T U g S S

i T R s o o e e i e e
Error Source Address |

B T o S i S S il s s i S S S T S S S
Error Destination Address |

i S S S L i i s S SN S SR

Type- Speci fic Information

T S T S S T o S S S ks it S S S SUp SIS

Option Type

3. Nodes not understanding this option will ignore this
option.

Opt Data Len

8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Opt Data Len fields.

For the current definition of the Route Error option

this field MUST be set to 10, plus the size of any
Type-Specific Information present in the Route Error. Further
extensions to the Route Error option format may al so be

i ncluded after the Type-Specific Information portion of the
Route Error option specified above. The presence of such
extensions will be indicated by the Opt Data Len field.

When the Opt Data Len is greater than that required for

the fixed portion of the Route Error plus the necessary
Type- Specific Information as indicated by the Option Type
value in the option, the remaining octets are interpreted as
extensions. Currently, no such further extensions have been
defi ned.

Error Type

Johnson,

The type of error encountered. Currently, the follow ng type
val ues are defined:
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1 = NODE_UNREACHABLE
2 = FLOW STATE_NOT_SUPPORTED
3 = OPTI ON_NOT_SUPPORTED
O her values of the Error Type field are reserved for future
use.
Reservd

Reserved. MJST be sent as 0 and ignored on reception

Sal vage

A 4-bit unsigned integer. Copied fromthe Salvage field in the
DSR Source Route option of the packet triggering the Route
Error.

The "total salvage count" of the Route Error option is derived
fromthe value in the Salvage field of this Route Error option
and all preceding Route Error options in the packet as foll ows:
the total salvage count is the sumof, for each such Route
Error option, one plus the value in the Salvage field of that
Route Error option.

Error Source Address

The address of the node originating the Route Error (e.g., the
node that attenpted to forward a packet and di scovered the |ink
failure).

Error Destination Address

The address of the node to which the Route Error nust be
delivered. For exanple, when the Error Type field is set to
NODE_UNREACHABLE, this field will be set to the address of the
node that generated the routing infornmation claimng that the
hop fromthe Error Source Address to Unreachabl e Node Address
(specified in the Type-Specific Information) was a valid hop

Type- Specific Information

Information specific to the Error Type of this Route Error
nessage

A Route Error option MAY appear one or nore tinmes within a DSR
Opti ons header.
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6.4.1. Node Unreachabl e Type-Specific Information

When the Route Error is of type NODE UNREACHABLE, the Type-Specific
Information field is defined as foll ows:

0 1 2 3
01234567890123456789012345678901
B S s i i L i i S il i SN S

| Unreachabl e Node Address
B T o S e i oL I S e e T s T S it i S

Unr eachabl e Node Address
The | P address of the node that was found to be unreachabl e
(the next-hop nei ghbor to which the node with address
Error Source Address was attenpting to transmt the packet).

6.4.2. Flow State Not Supported Type-Specific Information

When the Route Error is of type FLOW STATE NOT_SUPPORTED, the
Type-Specific Information field is enpty.

6.4.3. Option Not Supported Type-Specific Information

When the Route Error is of type OPTI ON_NOT_SUPPORTED, the
Type-Specific Information field is defined as follows:

01234567
R ol ok I S SN e
| Unsupported Opt |
Tk St SR S S S

Unsupported Opt
The Option Type of option triggering the Route Error.
6.5. Acknow edgenent Request Option

The Acknow edgenment Request option in a DSR Options header is encoded
as foll ows:

0 1 2 3

01234567890123456789012345678901
B Lt r s i i i o o T s ks S R S
| Option Type | Opt Data Len | I dentification |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
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Option Type

160. Nodes not understanding this option will renove the
option and return a Route Error.

Opt Data Len

8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Opt Data Len fields.

Identification

The ldentification field is set to a unique value and is copied
into the Identification field of the Acknow edgenent option
when returned by the node receiving the packet over this hop.

An Acknow edgenent Request option MJIST NOT appear nore than once
within a DSR Options header.

6.6. Acknow edgenent Option

The Acknow edgenent option in a DSR Options header is encoded as
fol | ows:

0 1 2 3

01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Option Type | Opt Data Len | I dentification |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| ACK Sour ce Address |
e e i i e T S i S e e e R
| ACK Destination Address |
i T i i o e e e e e e et i S S S R R SR

Option Type

32. Nodes not understanding this option will renove the
option.

Opt Data Len

8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Opt Data Len fields.

Identification

Copied fromthe lIdentification field of the Acknow edgenent
Request option of the packet being acknow edged.
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ACK Sour ce Address
The address of the node originating the acknow edgenent.
ACK Destinati on Address

The address of the node to which the acknow edgenent is to be
del i vered

An Acknow edgenent option MAY appear one or nore times within a DSR
Opt i ons header

6.7. DSR Source Route Option

The DSR Source Route option in a DSR Options header is encoded as
fol | ows:

0 1 2 3
01234567890123456789012345678901
B Lt r s i i i o o T s ks S R S
| Option Type | Opt Data Len | F|L|Reservd| Sal vage| Segs Left
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Addr ess][ 1]
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Addr ess] 2]
B Lt r s i i i o o T s ks S R S
|+- B S e s i T S S I T it T T ais sl i ST S S R S +-|+
| Addr ess[ n]
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

Option Type
96. Nodes not understanding this option will drop the packet.
Opt Data Len

8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Opt Data Len fields. For the
format of the DSR Source Route option defined here, this field
MUST be set to the value (n * 4) + 2, where n is the nunber of
addresses present in the Address[i] fields.

First Hop External (F)
Set to indicate that the first hop indicated by the DSR Source

Route option is actually an arbitrary path in a network
external to the DSR network; the exact route outside the DSR

Johnson, et al. Experi ment al [ Page 48]



RFC 4728 The Dynami ¢ Source Routing Protocol February 2007

network is not represented in the DSR Source Route option
Nodes caching this hop in their Route Cache MJUST flag the
cached hop with the External flag. Such hops MJST NOT be
returned in a Route Reply generated fromthis Route Cache
entry, and selection of routes fromthe Route Cache to route a
packet being sent SHOULD prefer routes that contain no hops
flagged as External

Last Hop External (L)

Set to indicate that the last hop indicated by the DSR Source
Route option is actually an arbitrary path in a network
external to the DSR network; the exact route outside the DSR
network is not represented in the DSR Source Route option
Nodes caching this hop in their Route Cache MJUST flag the
cached hop with the External flag. Such hops MJST NOT be
returned in a Route Reply generated fromthis Route Cache
entry, and selection of routes fromthe Route Cache to route a
packet being sent SHOULD prefer routes that contain no hops
flagged as External

Reserved
MUST be sent as 0 and i gnored on reception

Sal vage
A 4-bit unsigned integer. Count of nunmber of times that this
packet has been salvaged as a part of DSR routing (Section
3.4.1).

Segnents Left (Segs Left)
Number of route segnments remmining, i.e., nunber of explicitly
listed internediate nodes still to be visited before reaching
the final destination

Address[1..n]
The sequence of addresses of the source route. In routing and
forwardi ng the packet, the source route is processed as
described in Sections 8.1.3 and 8.1.5. The nunber of addresses
present in the Address[1l..n] field is indicated by the Opt Data
Len field in the option (n = (Opt Data Len - 2) / 4).

When forwardi ng a packet along a DSR source route using a DSR Source

Route option in the packet’s DSR Opti ons header, the Destination
Address field in the packet’s I P header is always set to the address
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of the packet’'s ultinmate destination. A node receiving a packet
containing a DSR Options header with a DSR Source Route option MJST
exani ne the indicated source route to deternine if it is the intended
next - hop node for the packet and how to forward the packet, as
defined in Sections 8.1.4 and 8.1.5.

6.8. Padl Option
The Padl option in a DSR Options header is encoded as foll ows:

i S S

| Option Type
B S S

Option Type

224. Nodes not understanding this option will drop the packet
and return a Route Error.

A Padl option MAY be included in the Options field of a DSR Options
header in order to align subsequent DSR options, but such alignnment
is not required and MJUST NOT be expected by a node receiving a packet
contai ning a DSR Opti ons header

I f any headers follow the DSR Options header in a packet, the total

I ength of a DSR Options header, indicated by the Payload Length field
in the DSR Opti ons header MJUST be a nmultiple of 4 octets. In this
case, when building a DSR Options header in a packet, sufficient Padl
or PadN options MJIST be included in the Options field of the DSR
Options header to nmake the total length a multiple of 4 octets.

If nore than one consecutive octet of padding is being inserted in
the Options field of a DSR Opti ons header, the PadN option described
next, SHOULD be used, rather than nultiple Padl options.

Note that the fornmat of the Padl option is a special case; it does
not have an Opt Data Len or Option Data field.

6.9. PadN Option
The PadN option in a DSR Options header is encoded as foll ows:
B T i i e S e t Tk T R -

+- - - - -
| Option Type | Opt Data Len | Option Data
R i T e e S i s ik i I S e
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Option Type

0. Nodes not understanding this option will ignore this
option.

Opt Data Len
8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Opt Data Len fields. The size of
the Option Data field.
Option Data
A nunber of zero-valued octets equal to the Opt Data Len.
A PadN option MAY be included in the Options field of a DSR Options
header in order to align subsequent DSR options, but such alignnment
is not required and MJUST NOT be expected by a node receiving a packet
contai ning a DSR Options header.
I f any headers follow the DSR Options header in a packet, the total
I ength of a DSR Options header, indicated by the Payload Length field
in the DSR Options header, MJST be a multiple of 4 octets. In this
case, when building a DSR Options header in a packet, sufficient Padl
or PadN options MJST be included in the Options field of the DSR
Options header to nmake the total length a multiple of 4 octets.
7. Additional Header Formats and Options for Flow State Extension

The optional DSR flow state extension requires a new header type, the
DSR Fl ow St ate header.

In addition, the DSR fl ow state extension adds the follow ng options
for the DSR Options header defined in Section 6:

- Tinmeout option (Section 7.2.1)
- Destination and Flow I D option (Section 7.2.2)

Two new Error Type values are also defined for use in the Route Error
option in a DSR Options header:

- UNKNOWN_FLOW
- DEFAULT_FLOW UNKNOWN

Finally, an extension to the Acknow edgenent Request option in a DSR
Options header is al so defined:
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- Previous Hop Address

This section defines each of these new header, option, or extension
formats.

7.1. DSR Fl ow St ate Header

The DSR Flow State header is a snall 4-byte header optionally used to
carry the flow I D and hop count for a packet being sent along a DSR
flow It is distinguished fromthe fixed DSR Options header (Section
6.1) in that the Flow State Header (F) bit is set in the DSR Fl ow
State header and is clear in the fixed DSR Options header.

0 1 2 3
01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S
| Next Header |F| Hop Count | Fl ow I dentifier |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
Next Header
8-bit selector. |Identifies the type of header imediately
followi ng the DSR Fl ow State header. Uses the sane val ues as
the 1 Pv4 Protocol field [ RFC1700].
Fl ow St ate Header (F)

Flag bit. MJST be set to 1. This bit is set in a DSR Fl ow
State header and clear in a DSR Options header (Section 6.1).

Hop Count

7-bit unsigned integer. The nunber of hops through which this
packet has been forwarded.

Fl ow | dentification
The flow ID for this flow, as described in Section 3.5. 1.
7.2. New Options and Extensions in DSR Options Header
7.2.1. Tinmeout Option
The Timeout option is defined for use in a DSR Options header to

i ndi cate the amount of tine before the expiration of the flow ID
al ong whi ch the packet is being sent.
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0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Option Type | Opt Data Len | Ti meout |
B T e o i S I i i S S N iy St S I S S

Option Type

128. Nodes not understanding this option will ignore the
option and return a Route Error.

Opt Data Len

8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Opt Data Len fields.

When no extensions are present, the Opt Data Len of a Ti neout
option is 2. Further extensions to DSR may include additi onal
data in a Tineout option. The presence of such extensions is
i ndicated by an Opt Data Len greater than 2. Currently, no
such extensions have been defi ned.

Ti meout
The nunber of seconds for which this flow renmnins valid.

The Ti neout option MJUST NOT appear nore than once within a DSR
Opti ons header.

7.2.2. Destination and Flow I D Option

The Destination and Flow ID option is defined for use in a DSR
Options header to send a packet to an internediate host al ong one
flow, for eventual forwarding to the final destination along a
different flow. This option enables the aggregation of the state of
multiple flows.

0 1 2 3

01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S
| Option Type | Opt Data Len | New Fl ow I dentifier |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| New | P Destination Address |
B Lt r s i i i o o T s ks S R S
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Option Type

129. Nodes not understanding this option will ignore the
option and return a Route Error.

Opt Data Len

8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Opt Data Len fields.

When no extensions are present, the Opt Data Len of a
Destination and Flow ID option is 6. Further extensions to DSR
may i nclude additional data in a Destination and Flow ID
option. The presence of such extensions is indicated by an Opt
Data Len greater than 6. Currently, no such extensions have
been defi ned.

New Fl ow I dentifier

I ndicates the next identifier to store in the Flow ID field of
the DSR Options header.

New | P Destinati on Address

I ndi cates the next address to store in the Destination Address
field of the | P header.

The Destination and Flow I D opti on MAY appear one or nore tines
within a DSR Options header.

7.3. New Error Types for Route Error Option
7.3.1. Unknown Fl ow Type- Specific Information

A new Error Type value of 129 (UNKNOMN_FLOW is defined for use in a
Route Error option in a DSR Options header. The Type-Specific
Information for errors of this type is encoded as foll ows:

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Oiginal | P Destination Address |
B s S S i i i ks a ks st S S S S S S
| Flow I D |

B o I NI S R S S R S S e i i
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Oiginal IP Destination Address
The I P Destination Address of the packet that caused the error.
Flow I D

The Flow ID contained in the DSR Flow I D option that caused the
error.

7.3.2. Default Flow Unknown Type- Specific |Information

A new Error Type val ue of 130 (DEFAULT _FLOW UNKNOMWN) is defined
for use in a Route Error option in a DSR Options header. The
Type-Specific Information for errors of this type is encoded as
fol | ows:

0 1 2 3

01234567890123456789012345678901
B s S S i i i ks a ks st S S S S S S
| Oiginal | P Destination Address |
R R R R e e s o S e R S S S S S S e e e e e

Oiginal IP Destination Address
The | P Destination Address of the packet that caused the error.
7.4. New Acknow edgenent Request Option Extension
7.4.1. Previous Hop Address Extension

When the Opt Data Len field of an Acknow edgenent Request option
in a DSR Options header is greater than or equal to 6, the

ACK Request Source Address field is present. The option is then
formatted as foll ows:

0 1 2 3

01234567890123456789012345678901
B Lt r s i i i o o T s ks S R S
| Option Type | Opt Data Len | Packet ldentifier |
B T T T o o S S S e i S S Tk e e Y S
| ACK Request Source Address |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

Option Type

160. Nodes not understanding this option will renove the
option and return a Route Error.
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Opt Data Len

8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Opt Data Len fields.

When no extensions are presents, the Opt Data Len of an

Acknowl edgenent Request option is 2. Further extensions to DSR
may include additional data in an Acknow edgenent Request
option. The presence of such extensions is indicated by an Opt
Data Len greater than 2.

Currently, one such extension has been defined. |If the Opt
Data Len is at least 6, then an ACK Request Source Address is
present.

Packet |dentifier

The Packet Identifier field is set to a unique nunber and is
copied into the lIdentification field of the DSR Acknow edgenent
option when returned by the node receiving the packet over this
hop.

ACK Request Source Address
The address of the node requesting the DSR Acknow edgenent.
8. Detailed Qperation
8.1. Ceneral Packet Processing
8.1.1. Oiginating a Packet

When origi nati ng any packet, a node using DSR routing MJST perform
the foll owi ng sequence of steps:

- Search the node’'s Route Cache for a route to the address given in
the I P Destination Address field in the packet’'s header

- |If no such route is found in the Route Cache, then perform Route
Di scovery for the Destination Address, as described in Section
8.2. Initiating a Route Discovery for this target node address
results in the node adding a Route Request option in a DSR Options
header in this existing packet, or saving this existing packet to
its Send Buffer and initiating the Route Discovery by sending a
separ ate packet containing such a Route Request option. |If the
node chooses to initiate the Route Discovery by adding the Route
Request option to this existing packet, it will replace the IP
Destination Address field with the IP "limted broadcast" address
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8.

8.

1

1

(255. 255. 255. 255) [ RFC1122], copying the original |IP Destination
Address to the Target Address field of the new Route Request
option added to the packet, as described in Section 8.2.1.

- |If the packet now does not contain a Route Request option, then
this node nust have a route to the Destination Address of the
packet; if the node has nore than one route to this Destination
Address, the node selects one to use for this packet. |If the
length of this route is greater than 1 hop, or if the node
determ nes to request a DSR network-1ayer acknow edgenent fromthe
first-hop node in that route, then insert a DSR Options header
into the packet, as described in Section 8.1.2, and insert a DSR
Source Route option, as described in Section 8.1.3. The source
route in the packet is initialized fromthe selected route to the
Desti nati on Address of the packet.

- Transmt the packet to the first-hop node address given in
sel ected source route, using Route Maintenance to determ ne the
reachability of the next hop, as described in Section 8. 3.

2. Adding a DSR Options Header to a Packet

A node originating a packet adds a DSR Options header to the packet,
if necessary, to carry information needed by the routing protocol. A
packet MUST NOT contain nore than one DSR Options header. A DSR
Options header is added to a packet by performng the foll ow ng
sequence of steps (these steps assune that the packet contains no

ot her headers that MJST be |located in the packet before the DSR
Opt i ons header):

- Insert a DSR Options header after the |IP header but before any
ot her header that nay be present.

- Set the Next Header field of the DSR Opti ons header to the
Protocol nunber field of the packet’s |IP header.

- Set the Protocol field of the packet’s |IP header to the protocol
nurmber assigned for DSR (48).

3. Adding a DSR Source Route Option to a Packet

A node originating a packet adds a DSR Source Route option to the
packet, if necessary, in order to carry the source route fromthis
originating node to the final destination address of the packet.
Specifically, the node adding the DSR Source Route option constructs
the DSR Source Route option and nodifies the | P packet according to
the foll owi ng sequence of steps:
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- The node creates a DSR Source Route option, as described in
Section 6.7, and appends it to the DSR Options header in the
packet. (A DSR Options header is added, as described in Section
8.1.2, if not already present.)

- The nunber of Address[i] fields to include in the DSR Source Route
option (n) is the nunber of internediate nodes in the source route
for the packet (i.e., excluding the address of the originating
node and the final destination address of the packet). The
Segrments Left field in the DSR Source Route option is initialized
equal to n.

- The addresses within the source route for the packet are copied
into sequential Address[i] fields in the DSR Source Route option
for i =1, 2, ..., n.

- The First Hop External (F) bit in the DSR Source Route option is
copied fromthe External bit flagging the first hop in the source
route for the packet, as indicated in the Route Cache.

- The Last Hop External (L) bit in the DSR Source Route option is
copied fromthe External bit flagging the last hop in the source
route for the packet, as indicated in the Route Cache.

- The Salvage field in the DSR Source Route option is initialized to
0.

8.1.4. Processing a Received Packet

When a node receives any packet (whether for forwardi ng, overheard,
or the final destination of the packet), if that packet contains a
DSR Options header, then that node MJST process any options contained
in that DSR Options header, in the order contained there.
Specifically:

- |If the DSR Options header contains a Route Request option, the
node SHOULD extract the source route fromthe Route Request and
add this routing information to its Route Cache, subject to the
conditions identified in Section 3.3.1. The routing information
fromthe Route Request is the sequence of hop addresses

initiator, Address[1], Address[2], ..., Address[n]
where initiator is the value of the Source Address field in the IP
header of the packet carrying the Route Request (the address of

the initiator of the Route Discovery), and each Address[i] is a
node t hrough which this Route Request has passed, in turn, during
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this Route Discovery. The value n, here, is the nunber of
addresses recorded in the Route Request option, or
(Opt Data Len - 6) / 4.

After possibly updating the node’s Route Cache in response to the
routing information in the Route Request option, the node MJST
then process the Route Request option as described in Section
8.2.2.

- |If the DSR Options header contains a Route Reply option, the node
SHOULD extract the source route fromthe Route Reply and add this
routing information to its Route Cache, subject to the conditions
identified in Section 3.3.1. The source route fromthe Route
Reply is the sequence of hop addresses

initiator, Address[1], Address[2], ..., Address[n]

where initiator is the value of the Destination Address field in
the I P header of the packet carrying the Route Reply (the address
of the initiator of the Route Discovery), and each Address[i] is a
node through which the source route passes, in turn, on the route
to the target of the Route Discovery. Address[n] is the address
of the target. |If the Last Hop External (L) bit is set in the
Rout e Reply, the node MJUST flag the last hop fromthe Route Reply
(the Iink from Address[n-1] to Address[n]) in its Route Cache as
External. The value n here is the nunber of addresses in the
source route being returned in the Route Reply option, or

(Opt Data Len - 1) / 4.

After possibly updating the node’s Route Cache in response to the
routing information in the Route Reply option, then if the
packet’s | P Destination Address nmatches one of this node’'s IP
addresses, the node MJUST then process the Route Reply option as
described in Section 8.2.6.

- |If the DSR Options header contains a Route Error option, the node
MUST process the Route Error option as described in Section 8.3.5.

- |If the DSR Options header contains an Acknow edgenent Request
option, the node MJST process the Acknow edgenment Request option
as described in Section 8.3.3.

- |If the DSR Options header contains an Acknow edgenent option, then
subject to the conditions identified in Section 3.3.1, the node
SHOULD add to its Route Cache the single Iink fromthe node
identified by the ACK Source Address field to the node identified
by the ACK Destination Address field.
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After possibly updating the node’s Route Cache in response to the
routing information in the Acknow edgenent option, the node MJST
then process the Acknow edgenent option as described in Section
8.3.3.

- |If the DSR Options header contains a DSR Source Route option, the
node SHOULD extract the source route fromthe DSR Source Route
option and add this routing infornmation to its Route Cache,
subject to the conditions identified in Section 3.3.1. If the
val ue of the Salvage field in the DSR Source Route option is zero,
then the routing information fromthe DSR Source Route is the
sequence of hop addresses

source, Address[1], Address[2], ..., Address[n], destination

O herwise (i.e., if Salvage is nonzero), the routing information
fromthe DSR Source Route is the sequence of hop addresses

Address[ 1], Address[2], ..., Address[n], destination

where source is the value of the Source Address field in the IP
header of the packet carrying the DSR Source Route option (the
original sender of the packet), each Address[i] is the value in
the Address[i] field in the DSR Source Route option, and
destination is the value of the Destination Address field in the
packet’s | P header (the last-hop address of the source route).

The value n here is the nunber of addresses in source route in the
DSR Source Route option, or (Opt Data Len - 2) / 4.

After possibly updating the node’s Route Cache in response to the
routing information in the DSR Source Route option, the node MJST
then process the DSR Source Route option as described in Section
8.1.5.

- Any Padl or PadN options in the DSR Options header are ignored.

- Finally, if the Destination Address in the packet’s |P header
mat ches one of this receiving node’s own | P address(es), renove
the DSR Options header and all the included DSR options in the
header, and pass the rest of the packet to the network |ayer.

8.1.5. Processing a Received DSR Source Route Option

When a node receives a packet containing a DSR Source Route option
(whet her for forwarding, overheard, or the final destination of the
packet), that node SHOULD exam ne the packet to deternmine if the
recei pt of that packet indicates an opportunity for automatic route
shorteni ng, as described in Section 3.4.3. Specifically, if this
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node is not the intended next-hop destination for the packet but is
naned in the | ater unexpended portion of the source route in the
packet’s DSR Source Route option, then this packet indicates an
opportunity for automatic route shortening: the internedi ate nodes
after the node from which this node overheard the packet and before
this node itself are no |onger necessary in the source route. In
this case, this node SHOULD performthe foll owi ng sequence of steps
as part of automatic route shortening:

- The node searches its Gratuitous Route Reply Table for an entry
describing a gratuitous Route Reply earlier sent by this node, for
which the original sender (of the packet triggering the gratuitous
Route Reply) and the transnmitting node (from which this node
overheard that packet in order to trigger the gratuitous Route
Reply) both match the respective node addresses for this new
recei ved packet. If such an entry is found in the node’s
Gratuitous Route Reply Table, the node SHOULD NOT perform
automatic route shortening in response to this receipt of this
packet .

- Oherwi se, the node creates an entry for this overheard packet in
its Gatuitous Route Reply Table. The tineout value for this new
entry SHOULD be initialized to the value G atRepl yHol doff. After
this tinmeout has expired, the node SHOULD delete this entry from
its Gratuitous Route Reply Tabl e.

- After creating the new Gratuitous Route Reply Table entry above,
the node originates a gratuitous Route Reply to the | P Source
Address of this overheard packet, as described in Section 3.4.3.

If the MAC protocol in use in the network is not capable of
transmitting uni cast packets over unidirectional |inks, as

di scussed in Section 3.3.1, then in originating this Route Reply,
the node MJST use a source route for routing the Route Reply
packet that is obtained by reversing the sequence of hops over

whi ch the packet triggering the gratuitous Route Reply was routed
in reaching and bei ng overheard by this node. This reversing of
the route uses the gratuitous Route Reply to test this sequence of
hops for bidirectionality, preventing the gratuitous Route Reply
frombeing received by the initiator of the Route Di scovery unless
each of the hops over which the gratuitous Route Reply is returned
is bidirectional

- Discard the overheard packet, since the packet has been received
before its normal traversal of the packet’s source route would
have caused it to reach this receiving node. Another copy of the
packet will normally arrive at this node as indicated in the
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packet’s source route; discarding this initial copy of the packet,
which triggered the gratuitous Route Reply, will prevent the
duplication of this packet that woul d otherw se occur

If the packet is not discarded as part of automatic route shortening
above, then the node MJUST process the Source Route option according
to the foll ow ng sequence of steps:

If the value of the Segnments Left field in the DSR Source Route
option equals O, then renove the DSR Source Route option fromthe
DSR Opti ons header

Else, let n equal (Opt Data Len - 2) / 4. This is the nunber of
addresses in the DSR Source Route option.

If the value of the Segnents Left field is greater than n, then
send an | CMP Par aneter Problem Code 0, nessage [ RFC792] to the IP
Source Address, pointing to the Segnents Left field, and discard
the packet. Do not process the DSR Source Route option further

El se, decrenment the value of the Segnents Left field by 1. Let
equal n minus Segnents Left. This is the index of the next
address to be visited in the Address vector.

If Address[i] or the IP Destination Address is a nulticast
address, then discard the packet. Do not process the DSR Source
Rout e option further

If this node has nore than one network interface and if Address[i]
is the address of one this node’'s network interfaces, then this

i ndi cates a change in the network interface to use in forwarding

t he packet, as described in Section 8.4. In this case, decrenent
the val ue of the Segments Left field by 1 to skip over this
address (that indicated the change of network interface) and go to
the first step above (checking the value of the Segnents Left
field) to continue processing this Source Route option; in further
processing of this Source Route option, the indicated new network
interface MUST be used in forwarding the packet.

If the MIU of the link over which this node would transnit the
packet to forward it to the node Address[i] is less than the size
of the packet, the node MJUST either discard the packet and send an
| CMP Packet Too Big nmessage to the packet’s Source Address

[ RFC792] or fragnent it as specified in Section 8.5.

Forward the packet to the I P address specified in the Address[i]
field of the IP header, follow ng normal |IP forwarding procedures,
i ncl udi ng checking and decrenenting the Tinme-to-Live (TTL) field
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in the packet’s I P header [RFC791, RFC1122]. |In this forwarding
of the packet, the next-hop node (identified by Address[i]) MJST
be treated as a direct neighbor node: the transmi ssion to that
next node MJUST be done in a single |IP forwardi ng hop, w thout
Rout e Di scovery and without searching the Route Cache.

- In forwarding the packet, perform Route Mintenance for the next
hop of the packet, by verifying that the next-hop node is
reachabl e, as described in Section 8.3.

Mul ti cast addresses MJST NOT appear in a DSR Source Route option or
inthe IP Destination Address field of a packet carrying a DSR Source
Route option in a DSR Opti ons header

8.1.6. Handling an Unknown DSR Option

Nodes i npl ementi ng DSR MJST handl e all options specified in this
docunent, except those options pertaining to the optional flow state
extension (Section 7). However, further extensions to DSR nay

i ncl ude other option types that nmay not be understood by

i mpl enmentations conforming to this version of the DSR specification
In DSR, Option Type codes encode required behavior for nodes not

i npl enmenting that type of option. These behaviors are included in
the nost significant 3 bits of the Option Type.

If the nost significant bit of the Option Type is set (that is,
Option Type & 0x80 is nonzero), and this packet does not contain a
Rout e Request option, a node SHOULD return a Route Error to the IP
Source Address, follow ng the steps described in Section 8. 3.4,
except that the Error Type MJST be set to OPTI ON _NOT_SUPPORTED and
the Unsupported Opt field MJST be set to the Option Type triggering
the Route Error.

Whet her or not a Route Error is sent in response to this DSR option
as descri bed above, the node al so MIST exani ne the next 2 nost
significant bits (that is, Option Type & 0x60):

- \Wen these 2 bits are 00 (that is, Option Type & 0x60 == 0), a
node not inplenmenting processing for that Option Type MJST use the
Opt Data Len field to skip over the option and conti nue
processi ng.

- \Wen these 2 bits are 01 (that is, Option Type & 0x60 == 0x20), a
node not inplenenting processing for that Option Type MJST use the
Opt Data Len field to renmove the option fromthe packet and
continue processing as if the option had not been included in the
recei ved packet.
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- \Wen these 2 bits are 10 (that is, Option Type & 0x60 == 0x40), a
node not inplenenting processing for that Option Type MJST set the
nost significant bit following the Opt Data Len field. In
addition, the node MIUST then ignore and skip over the contents of
the option using the Opt Data Len field and MJST conti nue
processi ng the packet.

- Finally, when these 2 bits are 11 (that is,
Option Type & 0x60 == 0x60), a node not inplenmenting processing
for that Option Type MJST drop the packet.

8.2. Route Discovery Processing

Rout e Di scovery is the nmechanismby which a node S wishing to send a
packet to a destination node D obtains a source route to D. Route

Di scovery SHOULD be used only when S attenpts to send a packet to D
and does not already know a route to D. The node initiating a Route
Di scovery is known as the "initiator" of the Route Discovery, and the
destination node for which the Route Discovery is initiated is known
as the "target" of the Route Discovery.

Rout e Di scovery operates entirely on denand; a node initiates Route
Di scovery based on its own origination of new packets for sone
destination address to which it does not currently know a route.
Rout e Di scovery does not depend on any periodic or background
exchange of routing informati on or nei ghbor node detection at any

| ayer in the network protocol stack at any node.

The Route Discovery procedure utilizes two types of nessages, a Route
Request (Section 6.2) and a Route Reply (Section 6.3), to actively
search the ad hoc network for a route to the desired target
destination. These DSR nmessages MAY be carried in any type of IP
packet, through use of the DSR Options header as described in Section
6.

Except as discussed in Section 8.3.5, a Route Discovery for a
destination address SHOULD NOT be initiated unless the initiating
node has a packet in its Send Buffer requiring delivery to that
destination. A Route Discovery for a given target node MJUST NOT be
initiated unless permtted by the rate-limting information contained
in the Route Request Table. After each Route Discovery attenpt, the
i nterval between successive Route Discoveries for this target SHOULD
be doubl ed, up to a nmaxi num of MaxRequestPeriod, until a valid Route
Reply is received for this target.
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8.2.1. Oiginating a Route Request

A node initiating a Route Discovery for sone target creates and
initializes a Route Request option in a DSR Opti ons header in sone |IP
packet. This MAY be a separate |IP packet, used only to carry this
Rout e Request option, or the node MAY include the Route Request
option in sone existing packet that it needs to send to the target
node (e.g., the I P packet originated by this node that caused the
node to attenpt Route Discovery for the destination address of the
packet). The Route Request option MJST be included in a DSR Options
header in the packet. To initialize the Route Request option, the
node perforns the foll owi ng sequence of steps:

- The Option Type in the option MJST be set to the value 2.

- The Opt Data Len field in the option MIST be set to the value 6.
The total size of the Route Request option, when initiated, is 8
octets; the Opt Data Len field excludes the size of the Option
Type and Opt Data Len fields thensel ves.

- The ldentification field in the option MJST be set to a new val ue,
different fromthat used for other Route Requests recently
initiated by this node for this same target address. For exanple,
each node MAY maintain a single counter value for generating a new
Identification value for each Route Request it initiates.

- The Target Address field in the option MJST be set to the IP
address that is the target of this Route Discovery.

The Source Address in the | P header of this packet MJST be the node's
own | P address. The Destination Address in the | P header of this
packet MUST be the IP "limted broadcast" address (255.255.255. 255).

A node MJST maintain, in its Route Request Table, information about
Route Requests that it initiates. Wen initiating a new Route
Request, the node MUST use the information recorded in the Route
Request Table entry for the target of that Route Request, and it MJST
update that information in the table entry for use in the next Route
Request initiated for this target. In particular

- The Route Request Table entry for a target node records the Tine-
to-Live (TTL) field used in the I P header of the Route Request for
the | ast Route Discovery initiated by this node for that target
node. This value allows the node to inplenent a variety of
algorithnms for controlling the spread of its Route Request on each
Route Discovery initiated for a target. As exanples, two possible
algorithnms for this use of the TTL field are described in Section
3.3.3.

Johnson, et al. Experi ment al [ Page 65]



RFC 4728 The Dynami ¢ Source Routing Protocol February 2007

- The Route Request Table entry for a target node records the nunber
of consecutive Route Requests initiated for this target since
receiving a valid Route Reply giving a route to that target node,
and the remaini ng anount of tine before which this node MAY next
attenpt at a Route Discovery for that target node.

A node MJST use these values to inplenent a back-off algorithmto
limt the rate at which this node initiates new Route Discoveries
for the same target address. |In particular, until a valid Route
Reply is received for this target node address, the timeout

bet ween consecutive Route Discovery initiations for this target
node with the sanme hop limt SHOULD increase by doubling the

ti meout val ue on each new initiation.

The behavi or of a node processing a packet containing DSR Options
header with both a DSR Source Route option and a Route Request option
is unspecified. Packets SHOULD NOT contain both a DSR Source Route
option and a Route Request option

Packets containing a Route Request option SHOULD NOT i ncl ude an
Acknowl edgenent Request option, SHOULD NOT expect |ink-1ayer
acknow edgenent or passive acknow edgenent, and SHOULD NOT be
retransmtted. The retransm ssion of packets containing a Route
Request option is controlled solely by the logic described in this
section.

8.2.2. Processing a Received Route Request Option

When a node receives a packet containing a Route Request option, that
node MUST process the option according to the followi ng sequence of
st eps:

- If the Target Address field in the Route Request matches this
node’s own | P address, then the node SHOULD return a Route Reply
to the initiator of this Route Request (the Source Address in the
| P header of the packet), as described in Section 8.2.4. The
source route for this Reply is the sequence of hop addresses

initiator, Address[1], Address[2], ..., Address[n], target

where initiator is the address of the initiator of this Route
Request, each Address[i] is an address fromthe Route Request, and
target is the target of the Route Request (the Target Address
field in the Route Request). The value n here is the nunber of
addresses recorded in the Route Request, or

(Opt Data Len - 6) / 4.
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The node then MUST replace the Destination Address field in the
Rout e Request packet’'s |P header with the value in the Target
Address field in the Route Request option, and continue processing
the rest of the Route Request packet normally. The node MJUST NOT
process the Route Request option further and MJST NOT retransmit
the Route Request to propagate it to other nodes as part of the
Rout e Di scovery.

- Else, the node MJST exanmine the route recorded in the Route
Request option (the I P Source Address field and the sequence of
Address[i] fields) to deternmne if this node’s own | P address
al ready appears in this list of addresses. |If so, the node MJST
discard the entire packet carrying the Route Request option

- Else, if the Route Request was received through a network

interface that requires physically bidirectional Iinks for unicast
transm ssion, the node MJST check if the Route Request was | ast
forwarded by a node on its blacklist (Section 4.6). |f such an

entry is found in the blacklist, and the state of the
unidirectional link is "probable", then the Request MJST be
silently discarded.

- Else, if the Route Request was received through a network
interface that requires physically bidirectional |inks for unicast
transm ssion, the node MJUST check if the Route Request was | ast
forwarded by a node on its blacklist. |If such an entry is found
in the blacklist, and the state of the unidirectional link is
"questionabl e", then the node MJST create and unicast a Route
Request packet to that previous node, setting the IP Tine-To-Live
(TTL) to 1 to prevent the Request from being propagated. |f the
node receives a Route Reply in response to the new Request, it
MUST renove the blacklist entry for that node, and SHOULD conti nue
processing. |f the node does not receive a Route Reply within
some reasonabl e anpbunt of time, the node MIUST silently discard the
Rout e Request packet.

- Else, the node MJST search its Route Request Table for an entry
for the initiator of this Route Request (the |IP Source Address
field). |If such an entry is found in the table, the node MJST
search the cache of ldentification values of recently received
Rout e Requests in that table entry, to determine if an entry is
present in the cache matching the Identification value and target
node address in this Route Request. |f such an (ldentification
target address) entry is found in this cache in this entry in the
Rout e Request Table, then the node MJUST discard the entire packet
carrying the Route Request option.
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- Else, this node SHOULD further process the Route Request according
to the followi ng sequence of steps:

0 Add an entry for this Route Request in its cache of
(ldentification, target address) values of recently received
Rout e Requests.

0 Conceptually create a copy of this entire packet and perform
the followi ng steps on the copy of the packet.

0 Append this node’s own | P address to the Iist of Address[i]
val ues in the Route Request and increase the value of the Opt
Data Len field in the Route Request by 4 (the size of an IP
address). However, if the node has nultiple network
interfaces, this step MJST be nodified by the special
processing specified in Section 8.4.

0 This node SHOULD search its own Route Cache for a route (from
itself, as if it were the source of a packet) to the target of
this Route Request. |If such a route is found in its Route
Cache, then this node SHOULD foll ow the procedure outlined in
Section 8.2.3 to return a "cached Route Reply" to the initiator
of this Route Request, if permitted by the restrictions
specified there.

o |If the node does not return a cached Route Reply, then this
node SHOULD transnit this copy of the packet as a l|ink-Iayer
broadcast, with a short jitter delay before the broadcast is
sent. The jitter period SHOULD be chosen as a random peri od,
uniformy distributed between 0 and BroadcastJitter

8.2.3. Cenerating a Route Reply Using the Route Cache

As described in Section 3.3.2, it is possible for a node processing a
recei ved Route Request to avoid propagating the Route Request further
toward the target of the Request, if this node has in its Route Cache
aroute fromitself to this target. Such a Route Reply generated by
a node fromits own cached route to the target of a Route Request is
called a "cached Route Reply", and this mechanismcan greatly reduce
the overall overhead of Route Discovery on the network by reducing
the flood of Route Requests. The general processing of a received
Rout e Request is described in Section 8.2.2; this section specifies
the additional requirenents that MJST be net before a cached Route
Reply may be generated and returned and specifies the procedure for
returni ng such a cached Route Reply.
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Whi |l e processing a received Route Request, for a node to possibly
return a cached Route Reply, it MJST have in its Route Cache a route
fromitself to the target of this Route Request. However, before
generating a cached Route Reply for this Route Request, the node MJST
verify that there are no duplicate addresses listed in the route
accunul ated in the Route Request together with the route fromthis
node’s Route Cache. Specifically, there MUST be no duplicates anong
the foll owi ng addresses:

- The I P Source Address of the packet containing the Route Request,
- The Address[i] fields in the Route Request, and

- The nodes listed in the route obtained fromthis node’'s Route
Cache, excluding the address of this node itself (this node itself
is the common point between the route accunmulated in the Route
Request and the route obtained fromthe Route Cache).

I f any duplicates exist anong these addresses, then the node MJST NOT
send a cached Route Reply using this route fromthe Route Cache (it
is possible that this node has another route in its Route Cache for
whi ch the above restriction on duplicate addresses is met, allow ng
the node to send a cached Route Reply based on that cached route,
instead). The node SHOULD continue to process the Route Request as
described in Section 8.2.2 if it does not send a cached Route Reply.

If the Route Request and the route fromthe Route Cache neet the
restriction above, then the node SHOULD construct and return a cached
Route Reply as foll ows:

- The source route for this Route Reply is the sequence of hop
addr esses

initiator, Address[1], Address[2], ..., Address[n], c-route

where initiator is the address of the initiator of this Route
Request, each Address[i] is an address fromthe Route Request, and
c-route is the sequence of hop addresses in the source route to
this target node, obtained fromthe node’s Route Cache. In
appendi ng this cached route to the source route for the reply, the
address of this node itself MJST be excluded, since it is already
listed as Address[n].

- Send a Route Reply to the initiator of the Route Request, using
the procedure defined in Section 8.2.4. The initiator of the
Rout e Request is indicated in the Source Address field in the
packet’ s | P header.
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Bef ore sending the cached Route Reply, however, the node MAY del ay
the Reply in order to help prevent a possible Route Reply "storni, as
described in Section 8.2.5.

If the node returns a cached Route Reply as descri bed above, then the
node MUST NOT propagate the Route Request further (i.e., the node
MUST NOT rebroadcast the Route Request). In this case, instead, if

t he packet contains no other DSR options and contains no payl oad
after the DSR Options header (e.g., the Route Request is not

pi ggybacked on a TCP or UDP packet), then the node SHOULD sinply

di scard the packet. Oherwise (if the packet contains other DSR
options or contains any payload after the DSR Options header), the
node SHOULD forward the packet along the cached route to the target
of the Route Request. Specifically, if the node does so, it MJST use
the foll ow ng steps:

- Copy the Target Address fromthe Route Request option in the DSR
Options header to the Destination Address field in the packet’s IP
header .

- Renove the Route Request option fromthe DSR Options header in the
packet, and add a DSR Source Route option to the packet’s DSR
Opt i ons header

- In the DSR Source Route option, set the Address[i] fields to
represent the source route found in this node’s Route Cache to the
original target of the Route Discovery (the new | P Destination
Address of the packet). Specifically, the node copies the hop
addresses of the source route into sequential Address[i] fields in
the DSR Source Route option, for i =1, 2, ..., n. Address[1],
here, is the address of this node itself (the first address in the
source route found fromthis node to the original target of the
Rout e Di scovery). The value n, here, is the nunber of hop
addresses in this source route, excluding the destination of the
packet (which is instead already represented in the Destination
Address field in the packet’s |IP header).

- Initialize the Segnments Left field in the DSR Source Route option
to n as defined above.

- The First Hop External (F) bit in the DSR Source Route option MJST
be set to 0.

- The Last Hop External (L) bit in the DSR Source Route option is

copied fromthe External bit flagging the last hop in the source
route for the packet, as indicated in the Route Cache.
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- The Salvage field in the DSR Source Route option MJST be
initialized to sone nonzero val ue; the particular nonzero val ue
used SHOULD be MAX_SALVAGE COUNT. By initializing this field to a
nonzero val ue, nodes forwarding or overhearing this packet will
not consider a link to exist between the I P Source Address of the
packet and the Address[1l] address in the DSR Source Route option
(e.g., they will not attenpt to add this to their Route Cache as a
link). By choosing MAX_SALVAGE_COUNT as the nonzero value to
which the node initializes this field, nodes furthernore will not
attenpt to salvage this packet.

- Transmt the packet to the next-hop node on the new source route
in the packet, using the forwardi ng procedure described in Section
8.1.5.

8.2.4. Oiginating a Route Reply

A node originates a Route Reply in order to reply to a received and
processed Route Request, according to the procedures described in
Sections 8.2.2 and 8.2.3. The Route Reply is returned in a Route
Reply option (Section 6.3). The Route Reply option MAY be returned
to the initiator of the Route Request in a separate |P packet, used
only to carry this Route Reply option, or it MAY be included in any
other | P packet being sent to this address.

The Route Reply option MJST be included in a DSR Options header in
the packet returned to the initiator. To initialize the Route Reply
option, the node perfornms the foll owi ng sequence of steps:

- The Option Type in the option MJST be set to the value 3.

- The Opt Data Len field in the option MIUST be set to the val ue
(n* 4) + 3, where n is the nunber of addresses in the source
route being returned (excluding the Route Discovery initiator
node’ s address).

- If this node is the target of the Route Request, the Last Hop
External (L) bit in the option MUST be initialized to O.

- The Reserved field in the option MJST be initialized to O.

- The Route Request ldentifier MJST be initialized to the Identifier
field of the Route Request to which this Route Reply is sent in
response.

- The sequence of hop addresses in the source route are copied into

the Address[i] fields of the option. Address[1l] MJST be set to
the first-hop address of the route after the initiator of the
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Rout e Di scovery, Address[n] MJUST be set to the | ast-hop address of
the source route (the address of the target node), and each other
Address[i] MJST be set to the next address in sequence in the
source route being returned.

The Destination Address field in the | P header of the packet carrying
the Route Reply option MJST be set to the address of the initiator of
the Route Discovery (i.e., for a Route Reply being returned in
response to some Route Request, the I P Source Address of the Route
Request) .

After creating and initializing the Route Reply option and the IP
packet containing it, send the Route Reply. |In sending the Route
Reply fromthis node (but not fromnodes forwardi ng the Route Reply),
this node SHOULD delay the Reply by a small jitter period chosen
random y between O and BroadcastJitter.

When returning any Route Reply in the case in which the MAC protoco
in use in the network is not capable of transnmitting uni cast packets
over unidirectional links, the source route used for routing the
Rout e Reply packet MJST be obtained by reversing the sequence of hops
in the Route Request packet (the source route that is then returned
in the Route Reply). This restriction on returning a Route Reply
enabl es the Route Reply to test this sequence of hops for
bidirectionality, preventing the Route Reply from being received by
the initiator of the Route Discovery unless each of the hops over
which the Route Reply is returned (and thus each of the hops in the
source route being returned in the Reply) is bidirectional

If sending a Route Reply to the initiator of the Route Request
requires performng a Route Discovery, the Route Reply option MJUST be
pi ggybacked on the packet that contains the Route Request. This

pi ggybacki ng prevents a recursive dependency wherein the target of
the new Route Request (which was itself the initiator of the origina
Rout e Request) nmust do another Route Request in order to return its
Rout e Reply.

If sending the Route Reply to the initiator of the Route Request does
not require performng a Route Discovery, a node SHOULD send a

uni cast Route Reply in response to every Route Request it receives
for which it is the target node

8.2.5. Preventing Route Reply Storns
The ability for nodes to reply to a Route Request based on
information in their Route Caches, as described in Sections 3.3.2 and

8.2.3, could result in a possible Route Reply "stornf in sonme cases.
In particular, if a node broadcasts a Route Request for a target node
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for which the node’s neighbors have a route in their Route Caches,
each nei ghbor may attenpt to send a Route Reply, thereby wasting
bandwi dt h and possibly increasing the nunber of network collisions in
the area.

For exanple, the figure bel ow shows a situation in which nodes B, C
D, E, and F all receive A's Route Request for target G and each has
the indicated route cached for this target:

Fomm - + Fomm - +
| D |[< > C |
L + \ /| +----- +
Cache: C- B- G \ / Cache: B - G
\ - + /
-l A |-
+----- +\ +----- + +----- +
I | \---> B | | G |
/ \ L + L +
/ \ Cache: G
\Y \
e + e +
| E | | F
Fomm - + Fomm - +
Cache: F- B- G Cache: B - G

Nornal |y, each of these nodes would attenpt to reply fromits own
Route Cache, and they would thus all send their Route Replies at

about the sane tine, since they all received the broadcast Route
Request at about the sane tinme. Such sinultaneous Route Replies from
di fferent nodes all receiving the Route Request may cause | oca
congestion in the wireless network and nmay create packet collisions
anong sone or all of these Replies if the MAC protocol in use does
not provide sufficient collision avoi dance for these packets. In
addition, it will often be the case that the different replies wll
indicate routes of different |engths, as shown in this exanple.

In order to reduce these effects, if a node can put its network
interface into proniscuous receive node, it MAY delay sending its own
Route Reply for a short period, while listening to see if the
initiating node begins using a shorter route first. Specifically,
this node MAY del ay sending its own Route Reply for a random peri od

d=H* (h-1+r)
where h is the length in number of network hops for the route to be
returned in this node’s Route Reply, r is a random fl oating point

nunber between 0 and 1, and His a small constant delay (at |east
twice the maxi numwi reless |ink propagation delay) to be introduced
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per hop. This delay effectively random zes the tine at which each
node sends its Route Reply, with all nodes sending Route Replies
giving routes of length less than h sending their Replies before this
node, and all nodes sending Route Replies giving routes of |length
greater than h send their Replies after this node.

Wthin the delay period, this node proniscuously receives al

packets, |ooking for data packets fromthe initiator of this Route

Di scovery destined for the target of the Route Discovery. |If such a
dat a packet received by this node during the delay period uses a
source route of length I ess than or equal to h, this node may infer
that the initiator of the Route Discovery has already received a
Route Reply giving an equally good or better route. 1In this case,
this node SHOULD cancel its delay tinmer and SHOULD NOT send its Route
Reply for this Route Discovery.

8.2.6. Processing a Received Route Reply Option

Section 8.1.4 describes the general processing for a received packet,
i ncluding the addition of routing information fromoptions in the
packet’s DSR Opti ons header to the receiving node’s Route Cache.

If the received packet contains a Route Reply, no additional specia
processing of the Route Reply option is required beyond what is
described there. As described in Section 4.1, anytine a node adds
new i nformation to its Route Cache (including the information added
fromthis Route Reply option), the node SHOULD check each packet in
its own Send Buffer (Section 4.2) to determ ne whether a route to
that packet’s | P Destination Address now exists in the node’s Route
Cache (including the infornmation just added to the Cache). |If so,

t he packet SHOULD then be sent using that route and renoved fromthe
Send Buffer. This general procedure handles all processing required
for a received Route Reply option.

When using a MAC protocol that requires bidirectional |inks for

uni cast transm ssion, a unidirectional |ink nmay be discovered by the
propagati on of the Route Request. When the Route Reply is sent over
the reverse path, a forwardi ng node nmay di scover that the next-hop is
unreachable. |In this case, it MJST add the next-hop address to its
bl acklist (Section 4.6).

8.3. Route Mintenance Processing

Rout e Mai ntenance is the nmechani sm by which a source node S is able
to detect, while using a source route to sone destination node D, if
the network topol ogy has changed such that it can no | onger use its
route to D because a link along the route no | onger works. Wen
Rout e Mai ntenance indicates that a source route is broken, S can
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attenpt to use any other route it happens to know to D or can invoke
Route Discovery again to find a new route for subsequent packets to
D. Route Miintenance for this route is used only when S is actually
sendi ng packets to D

Specifically, when forwarding a packet, a node MJST attenpt to
confirmthe reachability of the next-hop node, unless such
confirmati on had been received in the |ast MintHol dof f Ti me peri od.

I ndi vi dual i npl enentati ons MAY choose to bypass such confirmation for
sonme limted nunber of packets, as |long as those packets all fal

wi t hi n Mai nt Hol dof f Time since the last confirmation. |If no
confirmation is received after the retransm ssion of MaxMi nt Rexnt
acknow edgenent requests, after the initial transm ssion of the
packet, and conceptually including all retransm ssions provided by
the MAC | ayer, the node deternmines that the link for this next-hop
node of the source route is "broken". This confirmation fromthe
next - hop node for Route M ntenance can be inplenented using a |ink-
| ayer acknow edgenent (Section 8.3.1), a "passive acknow edgenent"
(Section 8.3.2), or a network-|ayer acknow edgenent (Section 8.3.3);
the particular strategy for retransnission timng depends on the type
of acknow edgenent nechani smused. Wen not using |ink-Iayer

acknow edgenments for Route Mintenance, nodes SHOULD use passive
acknow edgenents when possible but SHOULD try requesting a network-

| ayer acknow edgenent one or nore tines before deciding that the Iink
has failed and originating a Route Error to the original sender of

t he packet, as described in Section 8. 3.4.

I n deciding whether or not to send a Route Error in response to
attenpting to forward a packet from sone sender over a broken link, a
node MUST Iimt the nunmber of consecutive packets froma single
sender that the node attenpts to forward over this sane broken |ink
for which the node chooses not to return a Route Error. This

requi renent MAY be satisfied by returning a Route Error for each
packet that the node attenpts to forward over a broken |ink

8.3.1. Using Link-Layer Acknow edgenents

If the MAC protocol in use provides feedback as to the successfu
delivery of a data packet (such as is provided for unicast packets by
the Iink-1ayer acknow edgenent frane defined by |EEE 802.11

[1 EEEB0211]), then the use of the DSR Acknow edgenent Request and
Acknowl edgenent options is not necessary. |f such Iink-Iayer
feedback is available, it SHOULD be used instead of any other

acknow edgenent mechani sm for Route Mintenance, and the node SHOULD
NOT use either passive acknow edgenents or network-1ayer

acknow edgenents for Route Mintenance.
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When using |ink-1ayer acknow edgenents for Route Mintenance, the
retransmssion timng and the tinmng at which retransni ssion attenpts
are schedul ed are generally controlled by the particular link Iayer

i npl ementation in use in the network. For exanple, in |EEE 802.11
the Iink-layer acknow edgenent is returned after a unicast packet as
a part of the basic access nethod of the |IEEE 802.11 Distributed
Coordi nation Function (DCF) MAC protocol; the tine at which the
acknow edgenent is expected to arrive and the tine at which the next
retransm ssion attenpt (if necessary) will occur are controlled by
the MAC protocol inplenentation

When a node receives a link-layer acknow edgenent for any packet in

its Maintenance Buffer, that node SHOULD renbve fromits Mintenance
Buf fer that packet, as well as any other packets in its M ntenance

Buf fer with the sane next-hop destination

8.3.2. Using Passive Acknow edgenents

When |ink-1ayer acknow edgenents are not avail able, but passive
acknow edgenents [JUBI N87] are avail abl e, passive acknow edgenents
SHOULD be used for Route Muintenance when originating or forwarding a
packet al ong any hop other than the last hop (the hop leading to the
| P Destination Address node of the packet). |In particular, passive
acknow edgenents SHOULD be used for Route Miintenance in such cases
if the node can place its network interface into "promn scuous"
receive node, and if network |inks used for data packets generally
operate bidirectionally.

A node MJST NOT attenpt to use passive acknow edgenents for Route

Mai nt enance for a packet originated or forwarded over its |last hop
(the hop leading to the | P Destination Address node of the packet),
since the receiving node will not be forwardi ng the packet and thus
no passive acknow edgenent will be available to be heard by this
node. Beyond this restriction, a node MAY utilize a variety of
strategies in using passive acknow edgenents for Route M ntenance of
a packet that it originates or forwards. For exanple, the foll ow ng
two strategies are possible:

- Each time a node receives a packet to be forwarded to a node ot her
than the final destination (the I P Destination Address of the
packet), that node sends the original transm ssion of that packet
wi t hout requesting a network-layer acknow edgenent for it. If no
passi ve acknow edgenent is received within PassiveAckTi neout after
this transmi ssion, the node retransnits the packet, again wthout
requesting a network-Ilayer acknow edgenment for it; the sane
Passi veAckTi meout timeout value is used for each such attenpt. |If
no acknow edgenent has been received after a total of
TryPassi veAcks retransm ssions of the packet, network-Iayer
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acknow edgenents (as described in Section 8.3.3) are requested for
all remaining attenpts for that packet.

- Each node nmintains a table of possible next-hop destination
nodes, noting whether or not passive acknow edgenents can
typically be expected fromtransm ssion to that node, and the
expected latency and jitter of a passive acknowl edgenment fromthat
node. Each tinme a node receives a packet to be forwarded to a
node other than the |IP Destination Address, the node checks its
tabl e of next-hop destination nodes to determi ne whether to use a
passi ve acknow edgenent or a network-|ayer acknow edgenent for
that transmi ssion to that node. The tinmeout for this packet can
al so be derived fromthis table. A node using this nethod SHOULD
prefer using passive acknow edgenents to network-| ayer
acknowl edgenent s.

I n using passive acknow edgenents for a packet that it originates or
forwards, a node considers the later receipt of a new packet (e.qg.
with prom scuous receive node enabled on its network interface) an
acknow edgenment of this first packet if both of the follow ng two
tests succeed:

- The Source Address, Destination Address, Protocol, |dentification
and Fragnent Offset fields in the | P header of the two packets
MUST match [ RFC791].

- |If either packet contains a DSR Source Route header, both packets
MUST contain one, and the value in the Segnents Left field in the
DSR Source Route header of the new packet MJST be | ess than that
in the first packet.

Wien a node hears such a passive acknow edgenment for any packet in
its Maintenance Buffer, that node SHOULD renbve fromits Mintenance
Buf fer that packet, as well as any other packets in its M ntenance
Buffer with the sane next-hop destination

8.3.3. Using Network-Layer Acknow edgenents

Wien a node originates or forwards a packet and has no ot her
mechani sm of acknow edgenent avail able to determ ne reachability of
the next-hop node in the source route for Route Miintenance, that
node SHOULD request a network-|ayer acknow edgenent fromthat next-
hop node. To do so, the node inserts an Acknow edgenent Request
option in the DSR Options header in the packet. The Identification
field in that Acknow edgenment Request option MJUST be set to a val ue
uni que over all packets recently transnmitted by this node to the sane
next - hop node.
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When a node receives a packet containing an Acknow edgenent Request
option, that node perfornms the follow ng tests on the packet:

| f

If the indicated next-hop node address for this packet does not

mat ch any of this node’s own | P addresses, then this node MJUST NOT
process the Acknow edgenent Request option. The indicated next-
hop node address is the next Address[i] field in the DSR Source
Route option in the DSR Opti ons header in the packet, or the IP
Destination Address in the packet if the packet does not contain a
DSR Source Route option or the Segnents Left there is zero.

I f the packet contains an Acknowl edgenent option, then this node
MUST NOT process the Acknowl edgenent Request option

neither of the tests above fails, then this node MJUST process the

Acknowl edgenent Request option by sendi ng an Acknow edgenent option
to the previous-hop node; to do so, the node perforns the follow ng
sequence of steps:

Create a packet and set the IP Protocol field to the protoco
nurmber assigned for DSR (48).

Set the I P Source Address field in this packet to the |IP address
of this node, copied fromthe source route in the DSR Source Route
option in that packet (or fromthe IP Destination Address field of
the packet, if the packet does not contain a DSR Source Route
option).

Set the I P Destination Address field in this packet to the IP
address of the previous-hop node, copied fromthe source route in
the DSR Source Route option in that packet (or fromthe I P Source
Address field of the packet, if the packet does not contain a DSR
Source Route option).

Add a DSR Options header to the packet. Set the Next Header field
in the DSR Options header to the value 59, "No Next Header"
[ RFC2460] .

Add an Acknow edgenent option to the DSR Options header in the
packet; set the Acknow edgenent option’s Option Type field to 6
and the Opt Data Len field to 10.

Copy the Identification field fromthe received Acknow edgenent
Request option into the Identification field in the
Acknowl edgenent option
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- Set the ACK Source Address field in the Acknow edgenent option to
be the I P Source Address of this new packet (set above to be the
| P address of this node).

- Set the ACK Destination Address field in the Acknow edgenent
option to be the IP Destination Address of this new packet (set
above to be the | P address of the previous-hop node).

- Send the packet as described in Section 8.1.1.

Packet s contai ni ng an Acknow edgenent option SHOULD NOT be pl aced in
t he Mai ntenance Buffer.

Wien a node receives a packet with both an Acknow edgenent option and
an Acknow edgenent Request option, if that node is not the
destination of the Acknow edgenent option (the |IP Destination Address
of the packet), then the Acknow edgement Request option MJST be
ignored. Oherwise (that node is the destination of the

Acknowl edgenent option), that node MJST process the Acknow edgenent
Request option by returning an Acknow edgenent option according to
the foll owi ng sequence of steps:

- Create a packet and set the IP Protocol field to the protocol
nunber assigned for DSR (48).

- Set the IP Source Address field in this packet to the | P address
of this node, copied fromthe source route in the DSR Source Route
option in that packet (or fromthe IP Destination Address field of
t he packet, if the packet does not contain a DSR Source Route
option).

- Set the IP Destination Address field in this packet to the IP
address of the node originating the Acknow edgenent option.

- Add a DSR Options header to the packet, and set the DSR Options
header’s Next Header field to the value 59, "No Next Header"
[ RFC2460] .

- Add an Acknow edgenent option to the DSR Options header in this
packet; set the Acknow edgenent option’s Option Type field to 6
and the Opt Data Len field to 10.

- Copy the Identification field fromthe received Acknow edgenent

Request option into the Identification field in the
Acknowl edgenent opti on.
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- Set the ACK Source Address field in the option to the I P Source
Address of this new packet (set above to be the IP address of this
node) .

- Set the ACK Destination Address field in the option to the IP
Destination Address of this new packet (set above to be the IP
address of the node originating the Acknow edgenent option).

- Send the packet directly to the destination. The IP Destination
Address MIST be treated as a direct nei ghbor node: the
transm ssion to that node MJST be done in a single I P forwarding
hop, wi thout Route Discovery and wi thout searching the Route
Cache. |In addition, this packet MJUST NOT contain a DSR
Acknowl edgement Request, MJUST NOT be retransmitted for Route
Mai nt enance, and MJUST NOT expect a link-I1ayer acknow edgenent or
passi ve acknow edgenent.

When usi ng network-I| ayer acknow edgenents for Route Miintenance, a
node SHOULD use an adaptive algorithmin determning the

retransm ssion timeout for each transm ssion attenpt of an

acknow edgenment request. For exanple, a node SHOULD maintain a
separate round-trip tine (RTT) estimate for each node to which it has
recently attenpted to transmit packets, and it SHOULD use this RTT
estimate in setting the tineout for each retransm ssion attenpt for
Rout e Mai ntenance. The TCP RTT estimation al gorithm has been shown
to work well for this purpose in inplementation and testbed
experinents with DSR [ MALTZ99b, MALTZO1].

8.3.4. Oiginating a Route Error

When a node is unable to verify reachability of a next-hop node after
reachi ng a maxi num nunber of retransnission attenpts, it SHOULD send
a Route Error to the I P Source Address of the packet. Wen sending a
Route Error for a packet containing either a Route Error option or an
Acknowl edgenent option, a node SHOULD add these existing options to
its Route Error, subject to the limt described bel ow

A node transmitting a Route Error MUST performthe foll owi ng steps:

- Create an | P packet and set the IP Protocol field to the protoco
nunber assigned for DSR (48). Set the Source Address field in
this packet’s I P header to the address of this node.

- |If the Salvage field in the DSR Source Route option in the packet
triggering the Route Error is zero, then copy the Source Address
field of the packet triggering the Route Error into the
Destination Address field in the new packet’s |P header
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otherwi se, copy the Address[1l] field fromthe DSR Source Route
option of the packet triggering the Route Error into the
Destination Address field in the new packet’s | P header

- Insert a DSR Options header into the new packet.

- Add a Route Error Option to the new packet, setting the Error Type
t o NODE_UNREACHABLE, the Sal vage value to the Sal vage val ue from
the DSR Source Route option of the packet triggering the Route
Error, and the Unreachabl e Node Address field to the address of
t he next-hop node fromthe original source route. Set the Error
Source Address field to this node’s | P address, and the Error
Destination field to the new packet’s | P Destination Address

- |If the packet triggering the Route Error contains any Route Error
or Acknow edgenent options, the node MAY append to its Route Error
each of these options, with the followi ng constraints:

0 The node MUST NOT include any Route Error option fromthe
packet triggering the new Route Error, for which the total
Sal vage count (Section 6.4) of that included Route Error would
be greater than MAX SALVAGE COUNT in the new packet.

o If any Route Error option fromthe packet triggering the new
Route Error is not included in the packet, the node MJUST NOT
i nclude any followi ng Route Error or Acknow edgenent options
fromthe packet triggering the new Route Error

0 Any appended options fromthe packet triggering the Route Error
MUST foll ow the new Route Error in the packet.

0o In appending these options to the new Route Error, the order of
these options fromthe packet triggering the Route Error MJST
be preserved.

- Send the packet as described in Section 8.1.1.
8.3.5. Processing a Received Route Error Option

When a node receives a packet containing a Route Error option, that
node MJST process the Route Error option according to the foll ow ng
sequence of steps:

- The node MJST renove fromits Route Cache the link fromthe node
identified by the Error Source Address field to the node
identified by the Unreachabl e Node Address field (if this link is
present in its Route Cache). |If the node inplements its Route
Cache as a link cache, as described in Section 4.1, only this
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single link is renpved; if the node inplenents its Route Cache as
a path cache, however, all routes (paths) that use this link are
either truncated before the link or renoved conpletely.

- If the option following the Route Error is an Acknow edgenent or
Route Error option sent by this node (that is, wth
Acknowl edgenent or Error Source Address equal to this node’s
address), copy the DSR options follow ng the current Route Error
into a new packet with I P Source Address equal to this node’'s own
| P address and | P Destination Address equal to the Acknow edgenent
or Error Destination Address. Transmt this packet as described
in Section 8.1.1, with the Salvage count in the DSR Source Route
option set to the Sal vage val ue of the Route Error

In addition, after processing the Route Error as described above, the
node MAY initiate a new Route Di scovery for any destination node for
which it then has no route in its Route Cache as a result of
processing this Route Error, if the node has indication that a route
to that destination is needed. For exanple, if the node has an open
TCP connection to some destination node, then if the processing of
this Route Error renoved the only route to that destination fromthis
node’ s Route Cache, then this node MAY initiate a new Route Discovery
for that destination node. Any node, however, MIST limt the rate at
which it initiates new Route Discoveries for any single destination
address, and any new Route Discovery initiated in this way as part of
processing this Route Error MJUST conformas a part of this linit.

8.3.6. Salvaging a Packet

When an internedi ate node forwardi ng a packet detects through Route
Mai nt enance that the next-hop link along the route for that packet is
broken (Section 8.3), if the node has another route to the packet’s

| P Destination Address in its Route Cache, the node SHOULD "sal vage"
t he packet rather than discard it. To do so using the route found in
its Route Cache, this node processes the packet as foll ows:

- |If the MAC protocol in use in the network is not capable of
transmitting uni cast packets over unidirectional |inks, as
di scussed in Section 3.3.1, then if this packet contains a Route
Reply option, renove and discard the Route Reply option in the
packet; if the DSR Options header in the packet then contains no
DSR options or only a DSR Source Route Option, renove the DSR
Options header fromthe packet. |If the resulting packet then
contains only an | P header (e.g., no transport |ayer header or
payl oad), the node SHOULD NOT sal vage the packet and instead
SHOULD di scard the entire packet.
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- Mdify the existing DSR Source Route option in the packet so that
the Address[i] fields represent the source route found in this
node’s Route Cache to this packet’s |IP Destination Address
Specifically, the node copies the hop addresses of the source
route into sequential Address[i] fields in the DSR Source Route
option, for i =1, 2, ..., n. Address[1l], here, is the address of
the salvaging node itself (the first address in the source route
found fromthis node to the I P Destination Address of the packet).
The value n, here, is the nunber of hop addresses in this source
route, excluding the destination of the packet (which is instead
al ready represented in the Destination Address field in the
packet’s | P header).

- Initialize the Segnents Left field in the DSR Source Route option
to n as defined above.

- The First Hop External (F) bit in the DSR Source Route option MJST
be set to 0.

- The Last Hop External (L) bit in the DSR Source Route option is
copied fromthe External bit flagging the last hop in the source
route for the packet, as indicated in the Route Cache.

- The Salvage field in the DSR Source Route option is set to 1 plus
the value of the Salvage field in the DSR Source Route option of
t he packet that caused the error

- Transnmit the packet to the next-hop node on the new source route
in the packet, using the forwardi ng procedure described in Section
8.1.5.

As described in Section 8.3.4, the node in this case al so SHOULD
return a Route Error to the original sender of the packet. If the
node chooses to sal vage the packet, it SHOULD do so after originating
the Route Error.

When returning any Route Reply in the case in which the MAC protoco
in use in the network is not capable of transnmitting uni cast packets
over unidirectional links, the source route used for routing the
Rout e Reply packet MJST be obtained by reversing the sequence of hops
in the Route Request packet (the source route that is then returned
in the Route Reply). This restriction on returning a Route Reply and
on sal vagi ng a packet that contains a Route Reply option enables the
Route Reply to test this sequence of hops for bidirectionality,
preventing the Route Reply from being received by the initiator of
the Route Discovery unless each of the hops over which the Route
Reply is returned (and thus each of the hops in the source route
being returned in the Reply) is bidirectional
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8.4. Miltiple Network Interface Support

A node using DSR MAY have multiple network interfaces that support
DSR ad hoc network routing. This section describes special packet
processi ng at such nodes.

A node with nmultiple network interfaces that support DSR ad hoc
networ k routing MJST have sone policy for determni ning which Route
Request packets are forwarded using which network interfaces. For
exanpl e, a node MAY choose to forward all Route Requests over al
networ k interfaces.

When a node with multiple network interfaces that support DSR
propagates a Route Request on a network interface other than the one
on which it received the Route Request, it MJST in this special case
nmodi fy the Address list in the Route Request as foll ows:

- Append the node's | P address for the inconming network interface.
- Append the node's | P address for the outgoing network interface.

When a node forwards a packet containing a source route, it MJIST
assune that the next-hop node is reachable on the incom ng network
interface, unless the next hop is the address of one of this node’'s
network interfaces, in which case this node MJUST skip over this
address in the source route and process the packet in the sanme way as
if it had just received it fromthat network interface, as described
in Section 8.1.5.

If a node that previously had nultiple network interfaces that
support DSR receives a packet sent with a source route specifying a
change to a network interface, as described above, that is no |onger
available, it MAY send a Route Error to the source of the packet

wi thout attenpting to forward the packet on the inconi ng network
interface, unless the network uses an autoconfigurati on nechani sm
that may have all owed another node to acquire the now unused address
of the unavail able network interface.

8.5. |IP Fragnentation and Reassenbly
When a node using DSR wi shes to fragnent a packet that contains a DSR
header not containing a Route Request option, it MJUST performthe
foll owi ng sequence of steps:

- Renove the DSR Options header fromthe packet.
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Fragnent the packet using nornal |P fragnmentation processing

[ RFC791]. However, when determining the size of each fragnment to
create fromthe original packet, the fragment size MJST be reduced
by the size of the DSR Options header fromthe original packet.

| P-in-1P encapsul ate each fragnent [RFC2003]. The |P Destination
address of the outer (encapsul ating) packet MJST be set equal to
the | P Destination address of the original packet.

Add the DSR Options header fromthe original packet to each
resulting encapsul ating packet. |If a Source Route header is
present in the DSR Options header, increnent the Sal vage field.

Wien a node using the DSR protocol receives an |P-in-IP encapsul ated
packet destined to itself, it SHOULD decapsul ate t he packet [RFC2003]
and then process the inner packet according to standard I P reassenbly
processi ng [ RFC791].

8. 6.

Fl ow State Processing

A node inplenmenting the optional DSR fl ow state extensi on MIUST fol | ow
t hese additional processing steps.

8. 6.

Oiginating a Packet

When originating any packet to be routed using flow state, a node
using DSR fl ow state MJUST do the follow ng

If the route to be used for this packet has never had a DSR fl ow
state established along it (or the existing flow state has
expired):

0 GCenerate a 16-bit Flow ID |l arger than any unexpired Flow | Ds
used by this node for this destination. Gdd Flow | Ds MIUST be
chosen for "default"” flows; even Flow IDs MJST be chosen for
non-default fl ows.

0 Add a DSR Options header, as described in Section 8.1.2.

0 Add a DSR Fl ow State header, as described in Section 8.6.2

0o Initialize the Hop Count field in the DSR Fl ow State header to
0.

0 Set the Flow ID field in the DSR Fl ow State header to the Fl ow
I D generated in the first step

0 Add a Tinmeout option to the DSR Opti ons header
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0 Add a Source Route option after the Timeout option with the
route to be used, as described in Section 8.1.3.

0o The source node SHOULD record this flowin its Flow Table

o If this flowis recorded in the Flow Table, the TTL in this
Fl ow Table entry MJST be set to be the TTL of this fl ow
establ i shment packet.

o If this flowis recorded in the Flow Table, the tineout in this
Fl ow Tabl e entry MJST be set to a value no |less than the val ue
specified in the Tineout option

- |If the route to be used for this packet has had DSR fl ow state
established along it, but has not been established end-to-end:

0 Add a DSR Options header, as described in Section 8.1.2.
o Add a DSR Fl ow State header, as described in Section 8.6. 2.

o Initialize the Hop Count field in the DSR Fl ow State header to
0.

o The Flow ID field of the DSR Fl ow State header SHOULD be the
Flow I D previously used for this route. |If it is not, the
steps for sending packets al ong never-before-established routes
above MUST be followed in place of these.

0 Add a Tinmeout option to the DSR Options header, setting the
Timeout to a value not greater than the tineout remaining for
this flowin the Fl ow Tabl e.

0 Add a Source Route option after the Timeout option with the
route to be used, as described in Section 8.1.3.

o If the IP TTL is not equal to the TTL specified in the Fl ow
Tabl e, the source node MJST set a flag to indicate that this
fl ow cannot be used as default.

- If the route the node wishes to use for this packet has been
established as a flow end-to-end and is not the default flow

o Add a DSR Fl ow State header, as described in Section 8.6. 2.

o Initialize the Hop Count field in the DSR Fl ow State header to
0.
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The Flow ID field of the DSR Fl ow State header SHOULD be set to
the Flow I D previously used for this route. If it is not, the
steps for sending packets al ong never-before-established routes
above MUST be followed in place of these.

If the next hop requires a network-1layer acknow edgenent for
Rout e Mai ntenance, add a DSR Opti ons header, as described in
Section 8.1.2, and an Acknow edgenent Request option, as
described in Section 8.3.3.

A DSR Options header SHOULD NOT be added to a packet, unless it
is added to carry an Acknow edgenent Request option, in which
case:

+ A Source Route option in the DSR Options header SHOULD NOT
be added.

+ |If a Source Route option in the DSR Options header is added,
the steps for sending packets along flows not yet
establ i shed end-to-end MUST be followed in place of these.

+ A Tinmeout option SHOULD NOT be added.

+ |If a Tinmeout option is added, it MJST specify a tineout not
greater than the tinmeout remaining for this flowin the Fl ow
Tabl e.

the route the node wi shes to use for this packet has been

established as a flow end-to-end and is the current default flow

(o]
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If the IP TTL is not equal to the TTL specified in the Fl ow
Tabl e, the source node MJUST foll ow the steps above for sending
a packet along a non-default flow that has been established
end-to-end in place of these steps.

If the next hop requires a network-Ilayer acknow edgenent for
Rout e Mai ntenance, the sendi ng node MJUST add a DSR Opti ons
header and an Acknow edgenent Request option, as described in
Section 8.3.3. The sending node MJUST NOT add any additiona
options to this header.

A DSR Options header SHOULD NOT be added, except as specified
in the previous step. |If one is added in a way inconsistent

with the previous step, the source node MIST foll ow the steps
above for sending a packet along a non-default flow that has

been established end-to-end in place of these steps.
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8.6.2. Inserting a DSR Fl ow State Header

A node originating a packet adds a DSR Fl ow State header to the
packet, if necessary, to carry information needed by the routing
protocol. A packet MJST NOT contain nore than one DSR Fl ow State
header. A DSR Flow State header is added to a packet by perfornng
the foll owi ng sequence of steps:

- Insert a DSR Flow State header after the I P header and any Hop-
by- Hop Options header that may already be in the packet, but
bef ore any ot her header that may be present.

- Set the Next Header field of the DSR Fl ow State header to the Next
Header field of the previous header (either an |P header or a
Hop- by- Hop Opti ons header).

- Set the Flow (F) bit in the DSR Fl ow State header to 1.

- Set the Protocol field of the IP header to the protocol nunber
assigned for DSR (48).

8.6.3. Receiving a Packet

This section describes processing only for packets that are sent to
this processing node as the next-hop node; that is, when the MAC

| ayer destination address is the MAC address of this node.

O herwi se, the process described in Sections 8.6.5 should be

fol | owed.

The flow al ong which a packet is being sent is considered to be in
the Flow Table if the triple (I P Source Address, |P Destination
Address, Flow I D) has an unexpired entry in this node’'s Flow Tabl e.

When a node using DSR flow state receives a packet, it MJIST foll ow
the follow ng steps for processing:

- |If a DSR Flow State header is present, increnent the Hop Count
field.

- In addition, if a DSR Flow State header is present, then if the
triple (I P Source Address, |P Destination Address, Flow ID) is in
this node’s Automatic Route Shortening Table and the packet is
listed in the entry, then the node MAY send a gratuitous Route
Reply as described in Section 4.4, subject to the rate limting
specified therein. This gratuitous Route Reply gives the route by
whi ch the packet originally reached this node. Specifically, the
node sending the gratuitous Route Reply constructs the route to
return in the Route Reply as follows:

Johnson, et al. Experi ment al [ Page 88]



RFC 4728

(o]

The Dynami ¢ Source Routing Protocol February 2007

Let k = (packet Hop Count) - (table Hop Count), where packet
Hop Count is the value of the Hop Count field in this received
packet, and table Hop Count is the Hop Count val ue stored for
this packet in the corresponding entry in this node’s Autonatic
Rout e Shorteni ng Tabl e.

Copy the conplete source route for this flow fromthe
corresponding entry in the node’'s Fl ow Tabl e.

Remove fromthis route the k hops imedi ately preceding this
node in the route, since these are the hops "skipped over" by
the packet as recorded in the Automati c Route Shortening Table
entry.

- Process each of the DSR options within the DSR Opti ons header in
order:

(0]

(o]
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On receiving a Padl or PadN option, skip over the option

On receiving a Route Request for which this node is the
destination, renove the option and return a Route Reply as
specified in Section 8.2.2.

On receiving a broadcast Route Request that this node has not
previously seen for which this node is not the destination
append this node’s incomng interface address to the Route
Request, continue propagating the Route Request as specified in
Section 8.2.2, pass the payload, if any, to the network | ayer,
and stop processing.

On receiving a Route Request that this node has previously seen
for which this node is not the destination, discard the packet
and stop processing.

On receiving any Route Request, add appropriate links to the
Rout e Cache, as specified in Section 8.2.2.

On receiving a Route Reply for which this node is the
initiator, renmove the Route Reply fromthe packet and process
it as specified in Section 8.2.6.

On receiving any Route Reply, add appropriate links to the
Rout e Cache, as specified in Section 8.2.6.

On receiving any Route Error of type NODE _UNREACHABLE, renove

appropriate links to the Route Cache, as specified in Section
8.3.5.
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On receiving a Route Error of type NODE UNREACHABLE that this
node is the Error Destination Address of, renpve the Route
Error fromthe packet and process it as specified in Section
8.3.5. It also MIST stop originating packets along any fl ows
using the Iink fromError Source Address to Unreachabl e Node,
and it MAY renove fromits Flow Table any flows using the link
fromError Source Address to Unreachabl e Node.

On receiving a Route Error of type UNKNOAN FLOWNthat this node
is not the Error Destination Address of, the node checks if the
Route Error corresponds to a flowin its Flow Table. [If it
does not, the node silently discards the Route Error

otherwise, it forwards the packet to the expected previous hop
of the corresponding flow |If Route Mintenance cannot confirm
the reachability of the previous hop, the node checks if the
network interface requires bidirectional |inks for operation

If it does, the node silently discards the Route Error
otherwise, it sends the Error as if it were originating it, as
described in Section 8.1.1.

On receiving a Route Error of type UNKNOAN FLOWNthat this node
is the Error Destination Address of, renove the Route Error
fromthe packet and mark the fl ow specified by the triple
(Error Destination Address, Original |P Destination Address,
Flow I D) as not having been established end-to-end.

On receiving a Route Error of type DEFAULT_FLOW UNKNOM t hat
this node is not the Error Destination Address of, the node
checks if the Route Error corresponds to a flowin its Default
Flow Table. If it does not, the node silently discards the
Route Error; otherwise, it forwards the packet to the expected
previous hop of the corresponding flow. |f Route M ntenance
cannot confirmthe reachability of the previous hop, the node
checks if the network interface requires bidirectional |inks
for operation. |If it does, the node silently discards the
Route Error; otherwise, it sends the Error as if it were
originating it, as described in Section 8.1. 1.

On receiving a Route Error of type DEFAULT_FLOW UNKNOM t hat
this node is the Error Destination Address of, renove the Route
Error fromthe packet and mark the default flow between the
Error Destination Address and the Original | P Destination
Address as not havi ng been established end-to-end.

et al. Experi ment al [ Page 90]



RFC 4728

(o]

Johnson,

The Dynami ¢ Source Routing Protocol February 2007

On receiving an Acknow edgenent Request option, the receiving

node renoves the Acknow edgenent Request option and replies to
the previous hop with an Acknow edgenment option. |If the

previ ous hop cannot be determ ned, the Acknow edgenment Request
option is discarded, and processing continues.

On receiving an Acknow edgenent option, the receiving node
renoves the Acknow edgenent option and processes it.

On receiving any Acknowl edgenent option, add the appropriate
link to the Route Cache, as specified in Section 8.1.4.

On receiving any Source Route option, add appropriate links to
the Route Cache, as specified in Section 8.1.4.

On receiving a Source Route option, if no DSR Fl ow State header
is present, if the flowthis packet is being sent along is in
the Flow Table, or if no Tineout option preceded the Source
Route option in this DSR Options header, process it as
specified in Section 8.1.4. Stop processing this packet unless
the | ast address in the Source Route option is an address of
thi s node.

On receiving a Source Route option in a packet with a DSR Fl ow
State header, if the Flow ID specified in the DSR Fl ow State
header is not in the Flow Table, add the flowto the Fl ow
Tabl e, setting the Tineout value to a value not greater than
the Tineout field of the Tineout option in this header. |If no
Ti meout option preceded the Source Route option in this header
the flow MJST NOT be added to the Flow Tabl e

If the Flow ID is odd and | arger than any unexpired, odd Fl ow
IDs for this (IP Source Address, |P Destination Address), it is
set to be default in the Default Flow ID Tabl e

Then process the Route option as specified in Section 8.1.4.
Stop processing this packet unless the last address in the
Source Route option is an address of this node.

On receiving a Tineout option, check if this packet contains a
DSR Fl ow State header. |If this packet does not contain a DSR
Fl ow State header, discard the DSR option. O herw se, record
the Tineout value in the option for future reference. The

val ue recorded SHOULD be discarded when the node has fini shed
processing this DSR Options header. |If the flowthat this
packet is being sent along is in the Flow Table, it MAY set the
flowto tinme out no nore than Tineout seconds in the future.
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0 On receiving a Destination and Flow I D option, if the IP
Destination Address is not an address of this node, forward the
packet according to the Flow I D, as described in Section 8.6.4,
and stop processing this packet.

0 On receiving a Destination and Flow I D option, if the IP
Destination Address is an address of this node, set the IP
Destination Address to the New | P Destination Address specified
in the option and set the Flow ID to the New Flow I dentifier.
Then renove the Destination and Flow I D option fromthe packet
and continue processing.

- If the IP Destination Address is an address of this node, renove
the DSR Options header, if any, pass the packet up the network
stack, and stop processing.

- If there is still a DSR Options header containing no options,
renove the DSR Options header.

- |If there is still a DSR Flow State header, forward the packet
according to the Flow ID, as described in Section 8.6.4.

- If there is neither a DSR Options header nor a DSR Fl ow State
header, but there is an entry in the Default Flow Table for the
(I'P Source Address, | P Destination Address) pair:

o If the IP TTL is not equal to the TTL expected in the Fl ow
Tabl e, insert a DSR Fl ow State header, setting the Hop Count
equal to the Hop Count of this node, and the Flow ID equal to
the default Flow ID found in the Default Flow Table, and
forward this packet according to the Flow ID, as described in
Section 8.6. 4.

0 Oherwise, followthe steps for forwardi ng the packet using
Fl ow I Ds described in Section 8.6.4, but taking the Flow ID to
be the default Flow ID found in the Default Fl ow Tabl e.

- If there is no DSR Opti ons header and no DSR Fl ow State header and
no default flow can be found, the node returns a Route Error of
type DEFAULT _FLOW UNKNOWN to the I P Source Address, specifying the
| P Destination Address as the Original IP Destination in the
type-specific field.
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8.6.4.

8.

Forwar di ng a Packet Using Flow I Ds

To forward a packet using Flow I Ds, a node MJST follow the foll ow ng
sequence of steps:

6.

5.

If the triple (IP Source Address, |IP Destination Address, Flow ID)
is not inthe Flow Table, return a Route Error of type
UNKNOWN_FLOW

If a network-layer acknow edgenent is required for Route

Mai nt enance for the next hop, the node MJUST include an

Acknowl edgenent Request option as specified in Section 8.3.3. |If
no DSR Options header is in the packet in which the

Acknow edgenent Request option is to be added, it MJST be

i ncluded, as described in Section 8.1.2, except that it MJST be
added after the DSR Flow State header, if one is present.

Attenpt to transmt this packet to the next hop as specified in
the Flow Tabl e, perforning Route Mintenance to detect broken
routes.

Pronmi scuously Receiving a Packet

This section describes processing only for packets that have MAC
destinations other than this processing node. Oherw se, the process
described in Section 8.6.3 should be foll owed.

When a node using DSR flow state promi scuously overhears a packet, it
SHOULD foll ow the follow ng steps for processing:

If the packet contains a DSR Flow State header, and if the triple
(I'P Source Address, |P Destination Address, Flow ID) is in the

Fl ow Tabl e and the Hop Count is |less than the Hop Count in the
flow s entry, the node MAY retain the packet in the Automatic
Rout e Shortening Table. |If it can be determned that this Flow ID
has been recently used, the node SHOULD retain the packet in the
Automati ¢ Route Shortening Tabl e.

I f the packet contains neither a DSR Fl ow State header nor a
Source Route option and a Default Flow I D can be found in the
Default Flow Table for the (I P Source Address, |P Destination
Address), and if the IP TTL is greater than the TTL in the Fl ow
Table for the default flow, the node MAY retain the packet in the
Automati c Route Shortening Table. |If it can be deternined that
this Flow | D has been used recently, the node SHOULD retain the
packet in the Automatic Route Shortening Table.
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8.6.6. (Qperation Wiere the Layer bel ow DSR Decreases the IP TTL
Non-uniformy

Some nodes may use an I P tunnel as a DSR hop. |If different packets
sent along this IP tunnel can take different routes, the reduction in
IP TTL across this link may be different for different packets. This
prevents the Automatic Route Shortening and Loop Detection
functionality fromworking properly when used in conjunction with
default routes.

Nodes forwardi ng packets w thout a Source Route option onto a link

wi th unpredictable TTL changes MJUST ensure that a DSR Fl ow State

header is present, indicating the correct Hop Count and Flow I D.
8.6.7. Salvage Interactions with DSR

Nodes sal vagi ng packets MJST renove the DSR Fl ow State header, if
present.

Anytine this docunent refers to the Salvage field in the Source Route

option, packets without a Source Route option are considered to have
the value zero in the Sal vage field.
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9. Protocol Constants and Configuration Variables

Any DSR i npl enmentation MJST support the foll owi ng configuration

vari abl es and MJST support a nechani sm enabling the value of these
variables to be nodified by system managenent. The specific variable
nanes are used for denonstration purposes only, and an inplenentation
is not required to use these nanes for the configuration variabl es,
so long as the external behavior of the inplenentation is consistent
with that described in this docunent.

For each configuration variable below, the default value is specified
to sinplify configuration. |In particular, the default val ues given
bel ow are chosen for a DSR network running over 2 Mps | EEE 802.11
network interfaces using the D stributed Coordinati on Function (DCF)
MAC protocol with RTS and CTS [| EEE80211, BROCHI8] .

Di scover yHopLi m t 255 hops

Broadcast Jitter 10 nmlliseconds
Rout eCacheTi meout 300 seconds

SendBuf f er Ti neout 30 seconds

Request Tabl eSi ze 64 nodes

Request Tabl el ds 16 identifiers
MaxRequest Rexnt 16 retransm ssi ons
MaxRequest Peri od 10 seconds

Request Peri od 500 m | 1iseconds
Nonpr opRequest Ti neout 30 m | 1iseconds
Rexnt Buf f er Si ze 50 packet s

Mai nt Hol dof f Ti e 250 mlliseconds
MaxMai nt Rexmt 2 retransm ssions
TryPassi veAcks 1 attenpt

Passi veAckTi meout 100 m | 1iseconds

G at Repl yHol dof f 1 second

In addition, the follow ng protocol constant MJST be supported by any
i mpl ement ati on of the DSR protocol

MAX_SALVAGE COUNT 15 sal vages
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10. | ANA Consi derations

Thi s docunent specifies the DSR Opti ons header and DSR Fl ow State
header, for which the IP protocol nunber 48 has been assigned. A
single I P protocol nunber can be used for both header types, since
they can be distinguished by the Flow State Header (F) bit in each
header .

In addition, this docunment proposes use of the value "No Next Header"
(originally defined for use in IPv6 [ RFC2460]) within an | Pv4 packet,
to indicate that no further header follows a DSR Options header

Finally, this docunent introduces a nunber of DSR options for use in
the DSR Options header, and additional new DSR options nay be defined
in the future. Each of these options requires a unique Option Type
val ue, the nost significant 3 bits (that is, Option Type & O0xEO)
encoded as defined in Section 6.1. It is necessary only that each
Option Type val ue be uni que, not that they be unique in the remaining
5 bits of the value after these 3 nost significant bits.

Two registries (DSR Protocol Options and DSR Protocol Route Error
Types) have been created and contain the initial registrations.
Assi gnnent of new values for DSR options will be by Expert Review
[ RFC2434], with the authors of this docunent serving as the

Desi gnat ed Experts.

11. Security Considerations

Thi s docunent does not specifically address security concerns. This
docunent does assune that all nodes participating in the DSR protoco
do so in good faith and without nmalicious intent to corrupt the
routing ability of the network.

Dependi ng on the threat nodel, a number of different mechani sms can
be used to secure DSR. For exanple, in an environment where node
conpronmise is unrealistic and where all the nodes participating in
the DSR protocol share a conmon goal that notivates their
participation in the protocol, the comrmunicati ons between the nodes
can be encrypted at the physical channel or link |ayer to prevent
attack by outsiders. Cryptographic approaches, such as that provided
by Ariadne [HUO2] or Secure Routing Protocol (SRP)

[ PAPADI M TRATOS02], can resi st stronger attacks.
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Appendi x A Link-MaxLi fe Cache Description

As guidance to inplenmenters of DSR, the description bel ow outlines
the operation of a possible inplenentation of a Route Cache for DSR
that has been shown to outperform other caches studied in detail ed
simulations. Use of this design for the Route Cache is recomended
in inplenmentations of DSR

This cache, called "Link-MxLife" [HUO], is a link cache, in that
each individual link (hop) in the routes returned in Route Reply
packets (or otherw se |learned fromthe header of overhead packets) is
added to a unified graph data structure of this node's current view
of the network topol ogy, as described in Section 4.1. To search for
aroute in this cache to sone destination node, the sending node uses
a graph search algorithm such as the well-known Dijkstra's
shortest-path algorithm to find the current best path through the
graph to the destination node.

The Link-MaxLife formof Iink cache is adaptive in that each link in
the cache has a tinmeout that is deternmined dynamically by the caching
node according to its observed past behavior of the two nodes at the
ends of the link; in addition, when selecting a route for a packet
being sent to some destination, anong cached routes of equal |ength
(nunber of hops) to that destination, Link-MxLife selects the route
with the | ongest expected lifetine (highest mininumtinmeout of any
link in the route).

Specifically, in Link-MaxLife, a link’s tinmeout in the Route Cache is
chosen according to a "Stability Tabl e" maintained by the caching
node. Each entry in a node’'s Stability Table records the address of
anot her node and a factor representing the perceived "stability" of
this node. The stability of each other node in a node's Stability
Table is initialized to InitStability. Wen a link fromthe Route
Cache is used in routing a packet originated or sal vaged by that
node, the stability netric for each of the two endpoint nodes of that
link is incremented by the anpbunt of time since that |link was | ast
used, multiplied by StabilitylncrFactor (StabilitylncrFactor >= 1);
when a link is observed to break and the link is thus renmoved from
the Route Cache, the stability metric for each of the two endpoint
nodes of that link is multiplied by StabilityDecrFactor
(StabilityDecrFactor < 1).

When a node adds a new link to its Route Cache, the node assigns a
lifetime for that Iink in the Cache equal to the stability of the

| ess "stable" of the two endpoint nodes for the link, except that a
link is not allowed to be given a lifetinme less than MnLifetine.
When a link is used in a route chosen for a packet originated or

sal vaged by this node, the link's lifetine is set to be at |east
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UseExtends into the future; if the lifetime of that link in the Route
Cache is already further into the future, the lifetinme remains
unchanged.

When a node using Link-MuxLife selects a route fromits Route Cache
for a packet being originated or salvaged by this node, it selects
the shortest-length route that has the | ongest expected lifetine
(highest minimumtinmeout of any link in the route), as opposed to
sinmply selecting an arbitrary route of shortest |ength.

The follow ng configuration variables are used in the description of
Li nk- MaxLi fe above. The specific variable names are used for
denonstrati on purposes only, and an inplenmentation is not required to
use these nanes for these configuration variables. For each
configuration variable below, the default value is specified to
simplify configuration. |In particular, the default val ues given

bel ow are chosen for a DSR network where nodes nove at relative
velocities between 12 and 25 seconds per wireless transm ssion

radi us.
InitStability 25 seconds
StabilitylncrFactor 4
St abi lityDecrFact or 0.5
M nLi fetinme 1 second
UseExt ends 120 seconds
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Appendi x B. Location of DSR in the | SO Network Reference Mde

When designing DSR, we had to determine at what |ayer within the
protocol hierarchy to inplenment ad hoc network routing. W
considered two different options: routing at the Iink [ayer (ISO
layer 2) and routing at the network layer (1SOlayer 3). Oiginally,
we opted to route at the link |ayer for several reasons:

- Pragmatically, running the DSR protocol at the link Iayer
maxi m zes the nunber of nobile nodes that can participate in ad
hoc networks. For exanple, the protocol can route equally well
between | Pv4 [ RFC791], |Pv6 [ RFC2460], and | PX [ TURNERIO] nodes.

- Historically [JOHNSON94, JOHNSON96a], DSR grew from our
contenpl ation of a nulti-hop propagating version of the Internet’s
Address Resol ution Protocol (ARP) [RFC826], as well as fromthe
routi ng mechani smused in | EEE 802 source routing bridges
[ PERLMAN92]. These are layer 2 protocols.

- Technically, we designed DSR to be sinple enough that it could be
i mpl enented directly in the firmvare inside wreless network
i nterface cards [JOHNSON94, JOHNSON96a], well below the |ayer 3
software within a nobile node. W see great potential in this for
DSR running inside a cloud of nobile nodes around a fixed base
station, where DSR would act to transparently extend the coverage
range to these nodes. Mbile nodes that would ot herw se be unabl e
to conmunicate with the base station due to factors such as
di stance, fading, or local interference sources could then reach
the base station through their peers.

Utinmately, however, we decided to specify and to inpl enent

[ MALTZ99b] DSR as a |l ayer 3 protocol, since this is the only layer at
which we could realistically support nodes with rmultiple network
interfaces of different types form ng an ad hoc network
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Appendi x C. I nplenmentation and Eval uati on Status

The initial design of the DSR protocol, including DSR s basic Route
Di scovery and Route Maintenance nechani sms, was first published in
Decenber 1994 [JOHNSON94]; significant additional design details and
initial sinulation results were published in early 1996 [ JOHANSON96a] .

The DSR protocol has been extensively studied since then through
additional detailed sinulations. |In particular, we have inplenmented
DSR in the ns-2 network sinulator [NS-2, BROCHI8] and perforned

ext ensi ve sinul ations of DSR using ns-2 (e.g., [BROCH98, MALTZ99a]).
We have al so conducted eval uati ons of the different caching
strategies in this docunent [HU0O].

We have al so i npl emented the DSR protocol under the FreeBSD 2.2.7
operating systemrunning on Intel x86 platforms. FreeBSD [ FREEBSD]
is based on a variety of free software, including 4.4 BSD Lite, from
the University of California, Berkeley. For the environnents in
which we used it, this inplenentation is functionally equivalent to
the version of the DSR protocol specified in this docunent.

During the 7 nonths from August 1998 to February 1999, we desi gned
and i nmpl enented a full-scale physical testbed to enable the

eval uation of ad hoc network performance in the field, in an actively
nobil e ad hoc network under realistic communication workloads. The

| ast week of February and the first week of March of 1999 i ncl uded
denonstrations of this testbed to a nunber of our sponsors and
partners, including Lucent Technol ogies, Bell Atlantic, and the

Def ense Advanced Research Projects Agency (DARPA). A conplete
description of the testbed is available [ MALTZ99b, MALTZ0O, MALTZO1].

We have since ported this inplenentation of DSR to FreeBSD 3.3, and
we have al so added a prelimnary version of Quality of Service (QoS)
support for DSR A denonstration of this nodified version of DSR was
presented in July 2000. These QoS features are not included in this
docunent and will be added later in a separate docunent on top of the
base protocol specified here.

DSR has al so been inpl emented under Linux by Alex Song at the
Uni versity of Queensland, Australia [SON&1]. This inplenentation
supports the Intel x86 PC platformand the Conpaq i PAQ

The Network and Tel econmuni cati ons Research Group at Trinity Coll ege,
Dubl i n, have inplemented a version of DSR on W ndows CE.

M crosoft Research has inplemented a version of DSR on W ndows XP and

has used it in testbeds of over 15 nodes. Several machines use this
i npl enentation as their prinmary neans of accessing the Internet.
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Several other independent groups have al so used DSR as a platformfor
their own research, or as a basis of conparison between ad hoc
network routing protocols.

A prelimnary version of the optional DSR flow state extension was

i npl emented in FreeBSD 3.3. A denonstration of this nodified version
of DSR was presented in July 2000. The DSR fl ow state extension has
al so been extensively eval uated using sinulation [ HU1].
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