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Abstract
As the Internet has grown, and as systens and networ ked services
within enterprises have becone nore pervasive, nmany services wth
high availability requirements have emerged. These requirenents have
i ncreased the demands on the reliability of the infrastructure on
whi ch those services rely.
Various techni ques have been enployed to increase the availability of

services deployed on the Internet. This docunent presents commentary
and recomrendations for distribution of services using anycast.
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1

I ntroduction

This docunent is addressed to network operators who are considering
whet her to depl oy or operate a distributed service using anycast. It
describes the best current practice for doing so, but does not
recomend whet her any particul ar service should or should not be

depl oyed usi ng anycast.

To distribute a service using anycast, the service is first
associated with a stable set of IP addresses, and reachability to
those addresses is advertised in a routing systemfromnultiple,

i ndependent service nodes. Various techniques for anycast depl oynent
of services are discussed in [RFCL546], [ISC TN 2003-1], and
[1SC-TN-2004-1].

The t echni ques and consi derations described in this docunent apply to
servi ces reachabl e over both I Pv4 and | Pv6.

Anycast has in recent years becone increasingly popular for adding
redundancy to DNS servers to conpl enent the redundancy that the DNS
architecture itself already provides. Several root DNS server
operators have distributed their servers widely around the Internet,
and both resolver and authority servers are commonly distributed
within the networks of service providers. Anycast distribution has
been used by conmercial DNS authority server operators for severa
years. The use of anycast is not linmted to the DNS, although the
use of anycast inposes sone additional limtations on the nature of
the service being distributed, including transaction |ongevity,
transaction state held on servers, and data synchronisation
capabilities.

Al t hough anycast is conceptually sinple, its inplenentation

i ntroduces sone pitfalls for operation of services. For exanple,
monitoring the availability of the service beconmes nore difficult;
the observed avail ability changes according to the | ocation of the
client within the network, and the popul ation of clients using

i ndi vi dual anycast nodes is neither static, nor reliably

determ nistic.

This docunent will describe the use of anycast for both | ocal scope
di stribution of services using an Interior Gateway Protocol (IGP) and
gl obal distribution using the Border Gateway Protocol (BGP)

[ RFC4271]. WMany of the issues for nonitoring and data

synchroni sation are conmmon to both, but deploynent issues differ
substantial | y.
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2. Term nol ogy

Service Address: an | P address associated with a particular service
(e.g., the destination address used by DNS resolvers to reach a
particul ar authority server).

Anycast: the practice of making a particular Service Address
available in multiple, discrete, autononous |ocations, such that
dat agrans sent are routed to one of several available |ocations.

Anycast Node: an internally-connected collection of hosts and
routers that together provide service for an anycast Service
Address. An Anycast Node might be as sinple as a single host
participating in a routing systemw th adjacent routers, or it
nm ght include a number of hosts connected in sone nore el aborate
fashion; in either case, to the routing system across which the
service is being anycast, each Anycast Node presents a unique path
to the Service Address. The entire anycast systemfor the service
consists of two or nore separate Anycast Nodes

Catchment: in physical geography, an area drained by a river, also
known as a drai nage basin. By analogy, as used in this docunent,
the topol ogical region of a network w thin which packets directed
at an Anycast Address are routed to one particul ar node.

Local - Scope Anycast: reachability information for the anycast
Service Address is propagated through a routing systemin such a
way that a particular anycast node is only visible to a subset of
t he whol e routing system

Local Node: an Anycast Node providing service using a Local - Scope
Anycast Address.

d obal - Scope Anycast: reachability information for the anycast
Service Address is propagated through a routing systemin such a
way that a particular anycast node is potentially visible to the
whol e routing system

d obal Node: an Anycast Node providing service using a d obal - Scope
Anycast Address.
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3. Anycast Service Distribution
3.1. Ceneral Description

Anycast is the name given to the practice of nmaking a Service Address
available to a routing systemat Anycast Nodes in two or nore

di screte locations. The service provided by each node is generally
consi stent regardl ess of the particular node chosen by the routing
systemto handl e a particular request (although sone services may
benefit fromdeliberate differences in the behaviours of individua
nodes, in order to facilitate |locality-specific behaviour; see
Section 4.6).

For services distributed using anycast, there is no inherent

requi renent for referrals to other servers or name-based service
distribution ("round-robin DNS'), although those techniques could be
conmbi ned with anycast service distribution if an application required
it. The routing system decides which node is used for each request,
based on the topol ogical design of the routing system and the point
in the network at which the request originates.

The Anycast Node chosen to service a particular query can be

i nfluenced by the traffic engineering capabilities of the routing
protocols that nake up the routing system The degree of influence
avail able to the operator of the node depends on the scale of the
routing systemwi  thin which the Service Address is anycast.

Load- bal anci ng between Anycast Nodes is typically difficult to
achieve (load distribution between nodes is generally unbal anced in
terns of request and traffic load). Distribution of |oad between
nodes for the purposes of reliability, and coarse-grained
distribution of load for the purposes of naking popul ar services
scal abl e, can often be achi eved, however.

The scale of the routing systemthrough which a service is anycast
can vary froma snall Interior Gateway Protocol (1GP) connecting a
smal | handful of conponents, to the Border Gateway Protocol (BGP)

[ RFC4271] connecting the global Internet, depending on the nature of
the service distribution that is required.

3.2. Goals

A service may be anycast for a variety of reasons. A nunber of
conmmon obj ectives are:

1. Coarse ("unbal anced") distribution of |oad across nodes, to allow

infrastructure to scale to increased nunbers of queries and to
acconmodat e transi ent query peaks;
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2. Mtigation of non-distributed denial-of-service attacks by
| ocal i sing danmage to single Anycast Nodes;

3. Constraint of distributed denial-of-service attacks or flash
crowds to | ocal regions around Anycast Nodes. Anycast
di stribution of a service provides the opportunity for traffic to
be handl ed closer to its source, perhaps using high-perfornmance
peering |inks rather than oversubscribed, paid transit circuits;

4. To provide additional information to help identify the | ocation
of traffic sources in the case of attack (or query) traffic which
i ncor porates spoofed source addresses. This information is
derived fromthe property of anycast service distribution that
the selection of the Anycast Node used to service a particular
query may be related to the topol ogical source of the request.

5. Inprovenent of query response time, by reducing the network
di stance between client and server with the provision of a loca
Anycast Node. The extent to which query response tine is
i nproved depends on the way that nodes are selected for the
clients by the routing system Topol ogi cal nearness within the
routi ng system does not, in general, correlate to round-trip
performance across a network; in sonme cases, response tinmes may
see no reduction, and nmay increase.

6. To reduce a list of servers to a single, distributed address.
For exanple, a large nunber of authoritative naneservers for a
zone may be depl oyed using a small set of anycast Service
Addresses; this approach can increase the accessibility of zone
data in the DNS without increasing the size of a referra
response froma naneserver authoritative for the parent zone

4. Design
4.1. Protocol Suitability

When a service is anycast between two or nore nodes, the routing
system nakes the node sel ection decision on behalf of a client.

Since it is usually a requirenment that a single client-server
interaction is carried out between a client and the sanme server node
for the duration of the transaction, it follows that the routing
systeni s node sel ection decision ought to be stable for substantially
| onger than the expected transaction tine, if the service is to be
provided reliably.

Some services have very short transaction tinmes, and may even be

carried out using a single packet request and a single packet reply
(e.g., DNS transactions over UDP transport). Qher services involve
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far longer-lived transactions (e.g., bulk file downl oads and audi o-
vi sual nedi a stream ng).

Services may be anycast within very predictable routing systens,

whi ch can remain stable for long periods of tinme (e.g., anycast
within a well-nmanaged and topol ogically-sinple | GP, where node

sel ection changes only occur as a response to node failures). Oher
depl oynents have far |ess predictable characteristics (see

Section 4.4.7).

The stability of the routing system together with the transaction
tinme of the service, should be carefully conpared when deci di ng
whether a service is suitable for distribution using anycast. In
some cases, for new protocols, it nmay be practical to split large
transactions into an initialisation phase that is handl ed by anycast
servers, and a sustai ned phase that is provided by non-anycast
servers, perhaps chosen during the initialisation phase.

Thi s docunent deliberately avoids prescribing rules as to which
protocol s or services are suitable for distribution by anycast; to
attenpt to do so woul d be presunptuous

Operators should be aware that, especially for |long running flows,
there are potential failure nodes using anycast that are nore conpl ex
than a sinple 'destination unreachable’ failure using unicast.

4.2. Node Pl acenent

Deci sions as to where Anycast Nodes should be placed will depend to a
| arge extent on the goals of the service distribution. For exanple:

0 A DNS recursive resolver service nmght be distributed within an
| SPs network, one Anycast Node per site.

0 A root DNS server service mght be distributed throughout the
Internet; Anycast Nodes could be located in regions with poor
external connectivity to ensure that the DNS functions adequately
within the region during tines of external network failure.

0 An FTP mirror service night include |ocal nodes |ocated at
exchange points, so that |SPs connected to that exchange point
coul d downl oad bul k data nore cheaply than if they had to use
expensive transit circuits.

In general, node placenent decisions should be nade with
consideration of likely traffic requirenents, the potential for flash
crowds or denial-of-service traffic, the stability of the |oca
routing system and the failure nodes with respect to node failure or
| ocal routing systemfailure.
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4. 3.

4. 3.

Abl

Rout i ng Systens
1. Anycast within an | GP

There are several common notivations for the distribution of a
Service Address within the scope of an | GP

1. to inprove service response tinmes by hosting a service close to
ot her users of the network;

2. to inprove service reliability by providing automatic fail-over
to backup nodes; and

3. to keep service traffic local in order to avoi d congesting wi de-
area |inks.

In each case, the decisions as to where and how services are

provi sioned can be nade by network engi neers w thout requiring such
operational conplexities as regional variances in the configuration
of client conputers, or deliberate DNS i ncoherence (causing DNS
queries to yield different answers dependi ng on where the queries
originate).

When a service is anycast within an I|GP, the routing systemis
typically under the control of the sane organisation that is
providing the service, and hence the rel ationship between service
transaction characteristics and network stability are likely to be
wel | -understood. This technique is consequently applicable to a

| arger nunmber of applications than Internet-w de anycast service
di stribution (see Section 4.1).

An | GP will generally have no inherent restriction on the |ength of
prefix that can be introduced to it. |In this case, there is no need
to construct a covering prefix for particular Service Addresses; host
routes corresponding to the Service Address can instead be introduced
to the routing system See Section 4.4.2 for nore discussion of the
requi renent for a covering prefix.

IGPs often feature little or no aggregation of routes, partly due to
algorithmc conplexities in supporting aggregation. There is little
nmotivation for aggregation in many networks’ |1GPs in many cases,
since the amount of routing information carried in the IGP is snal
enough that scaling concerns in routers do not arise. For discussion
of aggregation risks in other routing systens, see Section 4.4.8.
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By reducing the scope of the I1GP to just the hosts providing service
(together with one or nore gateway routers), this technique can be
applied to the construction of server clusters. This application is
di scussed in sone detail in [ISC TN 2004-1].

4.3.2. Anycast within the d obal Internet

Servi ce Addresses nmay be anycast within the global Internet routing
systemin order to distribute services across the entire network.
The principal differences between this application and the | GP-scope
di stribution discussed in Section 4.3.1 are that:

1. the routing systemis, in general, controlled by other people;

2. the routing protocol concerned (BGP), and conmonl y-accepted
practices in its deploynent, inmpose sonme additional constraints
(see Section 4.4).

4.4, Routing Considerations
4.4.1. Signalling Service Availability

When a routing systemis provided with reachability information for a
Service Address from an individual node, packets addressed to that
Service Address will start to arrive at the node. Since it is
essential for the node to be ready to accept requests before they
start to arrive, a coupling between the routing information and the
availability of the service at a particular node is desirable.

Where a routing advertisenent froma node corresponds to a single
Service Address, this coupling nmight be such that availability of the
service triggers the route adverti sement, and non-availability of the
service triggers a route withdrawal. This can be achi eved using
routing protocol inplenentations on the same server. These

i npl enent ati ons provide the service being distributed and are
configured to advertise and withdraw the route adverti senent in
conjunction with the availability (and health) of the software on the
host that processes service requests. An exanple of such an
arrangenent for a DNS service is included in [ISC TN 2004-1].

Where a routing advertisement froma node corresponds to two or nore
Service Addresses, it nmay not be appropriate to trigger a route

wi thdrawal due to the non-availability of a single service. Another
approach in the case where the service is down at one Anycast Node is
to route requests to a different Anycast Node where the service is
working normally. This approach is discussed in Section 4.8.
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Rapi d advertisenent/w thdrawal oscillations can cause operationa
probl ens, and nodes shoul d be configured such that rapid oscillations
are avoided (e.g., by inplenenting a mninmumdelay followi ng a

wi t hdrawal before the service can be re-advertised). See

Section 4.4.4 for a discussion of route oscillations in BGP

4.4.2. Covering Prefix

In sone routing systens (e.g., the BGP-based routing system of the

gl obal Internet), it is not possible, in general, to propagate a host
route with confidence that the route will propagate throughout the
network. This is a consequence of operational policy, and not a
protocol restriction.

In such cases it is necessary to propagate a route that covers the
Service Address, and that has a sufficiently short prefix that it

wi |l not be discarded by commonl y-depl oyed inport policies. For |Pv4
Service Addresses, this is often a 24-bit prefix, but there are other
wel | - docunent ed exanpl es of | Pv4d inport polices that filter on

Regi onal Internet Registry (RIR) allocation boundaries, and hence
some experinmentation nmay be prudent. Corresponding inport policies
for 1Pv6 prefixes also exist. See Section 4.5 for nore di scussion of
| Pv6 Service Addresses and correspondi ng anycast routes.

The propagation of a single route per service has sone associ ated
scaling issues, which are discussed in Section 4.4.8.

Where nultiple Service Addresses are covered by the same covering
route, there is no longer a tight coupling between the advertisenent
of that route and the individual services associated with the covered
host routes. The resulting inpact on signalling availability of

i ndi vidual services is discussed in Section 4.4.1 and Section 4.8.

4.4.3. Equal -Cost Paths

Some routing systens support equal -cost paths to the sane
destination. Were nultiple, equal-cost paths exist and lead to

di fferent Anycast Nodes, there is a risk that different request
packets associated with a single transaction night be delivered to
nmore than one node. Services provided over TCP [ RFC0793] necessarily
i nvol ve transactions with nultiple request packets, due to the TCP
set up handshake.

For services that are distributed across the global Internet using

BGP, equal -cost paths are nornmally not a consideration: BGP s exit
selection algorithmusually selects a single, consistent exit for a
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singl e destination regardl ess of whether nultiple candidate paths
exist. Inplenmentations of BGP exist that support multi-path exit
sel ection, however.

Equal - cost paths are conmmonly supported in IGPs. Milti-node
selection for a single transaction can be avoided in nost cases by
careful consideration of 1GP link netrics, or by applying equal -cost
nmul ti-path (ECMP) selection algorithms, which cause a single node to
be selected for a single nulti-packet transaction. For an exanple of
the use of hash-based ECMP sel ection in anycast service distribution
see [I SC- TN 2004-1].

O her ECWP sel ection algorithns are conmonly avail abl e, including
those in which packets fromthe same flow are not guaranteed to be
routed towards the same destination. ECMP algorithns that select a
route on a per-packet basis rather than per-flow are comonly
referred to as perform ng "Per Packet Load Bal anci ng" (PPLB)

Wth respect to anycast service distribution, sone uses of PPLB nay
cause different packets froma single nulti-packet transaction sent
by a client to be delivered to different Anycast Nodes, effectively
maki ng the anycast service unavail able. Wether this affects

speci fic anycast services will depend on how and where Anycast Nodes
are deployed within the routing system and on where the PPLB is
bei ng perforned:

1. PPLB across nultiple, parallel links between the sane pair of
routers should cause no node sel ection probl ens;

2. PPLB across diverse paths within a single autononous system (AS),
where the paths converge to a single exit as they | eave the AS,
shoul d cause no node sel ection probl ens;

3. PPLB across links to different nei ghbour ASes, where the
nei ghbour ASes have sel ected different nodes for a particul ar
anycast destination will, in general, cause request packets to be
distributed across nultiple Anycast Nodes. This will have the
effect that the anycast service is unavailable to clients
downstream of the router perforning PPLB

The uses of PPLB that have the potential to interact badly with
anycast service distribution can al so cause persistent packet
reordering. A network path that persistently reorders segnents will
degrade the performance of traffic carried by TCP [ All nran2000]. TCP
according to several docunented neasurenents, accounts for the bulk
of traffic carried on the Internet ([MCreary2000], [Fomenkov2004]).
Consequently, in many cases, it is reasonable to consider networks
maki ng such use of PPLB to be pathol ogi cal
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4.4.4. Route Danpening

Frequent advertisenments and wi thdrawal s of individual prefixes in BGP
are known as flaps. Rapid flapping can |ead to CPU exhaustion on
routers quite remote fromthe source of the instability, and for this
reason rapid route oscillations are frequently "danpened", as
described in [ RFC2439].

A danmpened path will be suppressed by routers for an interval that

i ncreases according to the frequency of the observed oscillation; a
suppressed path will not propagate. Hence, a single router can
prevent the propagation of a flapping prefix to the rest of an

aut ononous system affording other routers in the network protection
fromthe instability.

Some inplementations of flap danmpeni ng penalise oscillating

adverti senments based on the observed AS PATH, and not on Network
Layer Reachability Information (NLRI; see [RFC4271]). For this
reason, network instability that leads to route flapping froma
singl e Anycast Node, will not generally cause advertisenents from

ot her nodes (which have different AS PATH attributes) to be danpened
by these inpl ementati ons.

To limt the opportunity of such inplenmentations to penalise
advertisenents originating fromdifferent Anycast Nodes in response
to oscillations fromjust a single node, care should be taken to
arrange that the AS PATH attributes on routes fromdifferent nodes
are as diverse as possible. For exanple, Anycast Nodes shoul d use
the sane origin AS for their advertisements, but m ght have different
upstream ASes

Wiere different inplenentations of flap danpeni ng are preval ent,
i ndi vidual nodes’ instability may result in stable nodes beconi ng
unavailable. In mtigation, the followi ng neasures may be usef ul

1. Judicious deploynent of Local Nodes in conbination with
especially stable A obal Nodes (with high inter-AS path splay,
redundant hardware, power, etc.) may help lint oscillation
problenms to the Local Nodes' limted regions of influence;

2. Aggressive flap-danpening of the service prefix close to the
origin (e.g., within an Anycast Node, or in adjacent ASes of each
Anycast Node) nay al so hel p reduce the opportunity of renote ASes
to see oscillations at all
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4.4.5. Reverse Path Forwardi ng Checks

Reverse Path Forwardi ng (RPF) checks, first described in [ RFC2267],
are comonly deployed as part of ingress interface packet filters on
routers in the Internet in order to deny packets whose source
addresses are spoofed (see al so RFC 2827 [ RFC2827]). Depl oyed

i mpl enent ati ons of RPF nake several nobdes of operation avail abl e
(e.g., "loose" and "strict").

Some nodes of RPF can cause non-spoofed packets to be deni ed when
they originate frommulti-honmed sites, since selected paths m ght
legitimately not correspond with the ingress interface of non-spoofed
packets fromthe nulti-honed site. This issue is discussed in

[ RFC3704] .

A collection of Anycast Nodes depl oyed across the Internet is largely
i ndi stinguishable froma distributed, nulti-honed site to the routing
system and hence this risk also exists for Anycast Nodes, even if

i ndi vi dual nodes are not multi-homed. Care should be taken to ensure
that each Anycast Node is treated as a nulti-honed network, and that
the correspondi ng reconmendations in [ RFC3704] with respect to RPF
checks are heeded.

4.4.6. Propagation Scope

In the context of anycast service distribution across the gl oba
Internet, G obal Nodes are those that are capable of providing
service to clients anywhere in the network; reachability information
for the service is propagated globally, w thout restriction, by
advertising the routes covering the Service Addresses for globa
transit to one or nore providers.

More than one G obal Node can exist for a single service (and indeed
this is often the case, for reasons of redundancy and | oad-sharing).

In contrast, it is sonetines desirable to deploy an Anycast Node that
only provides services to a |local catchnment of autononous systens,
and that is deliberately not available to the entire Internet; such
nodes are referred to in this document as Local Nodes. An exanpl e of
circunmstances in which a Local Node may be appropriate are nodes
designed to serve a region with rich internal connectivity but
unreliabl e, congested, or expensive access to the rest of the

I nternet.

Local Nodes advertise covering routes for Service Addresses in such a
way that their propagation is restricted. This mght be done using
wel | - known conmunity string attributes such as NO EXPORT [ RFC1997] or
NOPEER [ RFC3765], or by arranging with peers to apply a conventiona
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"peering" inport policy instead of a "transit" inport policy, or sonme
sui tabl e conbi nati on of neasures.

Advertising reachability to Service Addresses from Local Nodes shoul d
i deally be done using a routing policy that requires presence of
explicit attributes for propagation, rather than relying on inplicit
(default) policy. |Inadvertent propagation of a route beyond its

i ntended horizon can result in capacity problens for Local Nodes,

whi ch i ght degrade service perfornmance network-w de

4.4.7. O her Peoples’ Networks

When anycast services are depl oyed across networks operated by
others, their reachability is dependent on routing policies and

t opol ogy changes (planned and unpl anned), which are unpredictable and
sonmetines difficult to identify. Since the routing system may

i ncl ude networks operated by multiple, unrelated organisations, the
possibility of unforeseen interactions resulting fromthe

conbi nati ons of unrel ated changes al so exi sts.

The stability and predictability of such a routing system should be
taken into consideration when assessing the suitability of anycast as
a distribution strategy for particular services and protocols (see

al so Section 4.1).

By way of mitigation, routing policies used by Anycast Nodes across
such routing systens should be conservative, individual nodes

i nternal and external/connecting infrastructure should be scaled to
support loads far in excess of the average, and the service should be
noni tored proactively frommany points in order to avoid unpl easant
surprises (see Section 5.1).

4.4.8. Aggregation Ri sks

The propagation of a single route for each anycast service does not
scale well for routing systens in which the | oad of routing
information that nust be carried is a concern, and where there are
potentially many services to distribute. For exanple, an autononous
systemthat provides services to the Internet with N Service

Addr esses covered by a single exported route would need to advertise
(N+1) routes, if each of those services were to be distributed using
anycast .

The conmon practice of applying mininmumprefix-length filters in

i mport policies on the Internet (see Section 4.4.2) nmeans that for a
route covering a Service Address to be usefully propagated the prefix
I ength nust be substantially less than that required to advertise
just the host route. Wdespread advertisenent of short prefixes for
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4.

4.

i ndi vi dual services, hence, also has a negative inpact on address
conservati on.

Both of these issues can be mitigated to some extent by the use of a
single covering prefix to acconmodate nultiple Service Addresses, as
described in Section 4.8. This inplies a de-coupling of the route
advertisenent fromindividual service availability (see

Section 4.4.1), however, with attendant risks to the stability of the
service as a whole (see Section 4.7).

In general, the scaling problens described here prevent anycast from
being a useful, general approach for service distribution on the
global Internet. It remains, however, a useful technique for
distributing a linmted nunber of Internet-critical services, as well
as in smaller networks where the aggregation concerns di scussed here
do not apply.

5. Addressi ng Considerations

Servi ce Addresses should be unique within the routing systemthat
connects all Anycast Nodes to all possible clients of the service.
Service Addresses nust al so be chosen so that correspondi ng routes
will be allowed to propagate within that routing system

For an | Pv4- nunbered service depl oyed across the Internet, for
exanpl e, an address ni ght be chosen froma bl ock where the m ni num
RIR all ocation size is 24 bits, and reachability to that address

m ght be provided by originating the covering 24-bit prefix.

For an | Pv4-nunbered service deployed within a private network, a
| ocal | y-unused [ RFC1918] address m ght be chosen, and reachability to
that address might be signalled using a (32-bit) host route.

For | Pv6-nunbered services, Anycast Addresses are not scoped
differently from uni cast addresses. As such, the guidelines for
address suitability presented for IPv4 follow for I Pv6. Note that

hi storical prohibitions on anycast distribution of services over |Pv6
have been renoved fromthe | Pv6 addressing specification in

[ RFC4291] .

6. Data Synchronisation

Al t hough sone services have been deployed in |ocalised form (such
that clients fromparticular regions are presented with regionally-
rel evant content), many services have the property that responses to
client requests should be consistent, regardl ess of where the request
originates. For a service distributed using anycast, that inplies
that different Anycast Nodes nust operate in a consistent nanner and,
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where that consistent behaviour is based on a data set, the data
concerned be synchroni sed between nodes.

The mechani sm by which data is synchroni sed depends on the nature of
the service; exanples are zone transfers for authoritative DNS
servers and rsync for FTP archives. |In general, the synchronisation
of data between Anycast Nodes will involve transactions between non-
anycast addresses.

Dat a synchroni sation across public networks should be carried out
wi th appropriate authentication and encryption

4.7. Node Autonony

For an anycast depl oynment whose goals include inproved reliability

t hrough redundancy, it is inportant to mnimse the opportunity for a
singl e defect to conprom se many (or all) nodes, or for the failure
of one node to provide a cascading failure that brings down
addi ti onal successive nodes until the service as a whole is defeated.

Co- dependenci es are avoi ded by maki ng each node as autononmpus and
sel f-sufficient as possible. The degree to which nodes can survive
failure el sewhere depends on the nature of the service being
delivered, but for services which acconmopdat e di sconnected operation
(e.g., the timed propagati on of changes between master and sl ave
servers in the DNS) a hi gh degree of autonony can be achieved.

The possibility of cascading failure due to | oad can al so be reduced
by the deploynment of both G obal and Local Nodes for a single
service, since the effective fail-over path of trafficis, in
general, from Local Node to d obal Node; traffic that night sink one
Local Node is unlikely to sink all Local Nodes, except in the nost
degenerat e cases.

The chance of cascading failure due to a software defect in an
operating system or server can be reduced in nmany cases by depl oyi ng
nodes running different inplementations of operating system server
software, routing protocol software, etc., such that a defect that
appears in a single conponent does not affect the whole system

It should be noted that these approaches to increase node autonony
are, to varying degrees, contrary to the practical goals of naking a
depl oyed service straightforward to operate. A service that is
overly conplex is nore likely to suffer fromoperator error than a
service that is nore straightforward to run. Careful consideration
shoul d be given to all of these aspects so that an appropriate

bal ance may be found.
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4.8. Milti-Service Nodes

For a service distributed across a routing system where covering
prefixes are required to announce reachability to a single Service
Address (see Section 4.4.2), special consideration is required in the
case where multiple services need to be distributed across a single
set of nodes. This results fromthe requirenment to signa
availability of individual services to the routing systemso that
requests for service are not received by nodes that are not able to
process them (see Section 4.4.1).

Several approaches are described in the follow ng sections.
4.8.1. Miltiple Covering Prefixes

Each Service Address is chosen such that only one Service Address is
covered by each advertised prefix. Advertisenment and w thdrawal of a
single covering prefix can be tightly coupled to the availability of
the single associated service.

This is the nost straightforward approach. However, since it makes
very poor utilisation of globally-unique addresses, it is only
suitable for use for a small nunber of critical, infrastructura
services such as root DNS servers. General |nternet-w de depl oynent
of services using this approach will not scale.

4.8.2. Pessimstic Wthdrawal

Mul tiple Service Addresses are chosen such that they are covered by a
single prefix. Advertisenent and withdrawal of the single covering
prefix is coupled to the availability of all associated services; if
any individual service becones unavail able, the covering prefix is

wi t hdr awn.

The coupling between service availability and adverti senent of the
covering prefix is conplicated by the requirenent that all Service
Addr esses nmust be avail able -- the announcenent needs to be triggered
by the presence of all conponent routes, and not just a single
covered route.

The fact that a single nmalfunctioning service causes all depl oyed

services in a node to be taken off-line may neke this approach
unsuitabl e for nany applications.
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4.8.3. Intra-Node Interior Connectivity

Mul tiple Service Addresses are chosen such that they are covered by a
single prefix. Advertisenent and wi thdrawal of the single covering
prefix is coupled to the availability of any one service. Nodes have
interior connectivity, e.g., using tunnels. Host routes for Service
Addresses are distributed using an I GP that extends to include
routers at all nodes.

In the event that a service is unavail able at one node, but avail able
at other nodes, a request may be routed over the interior network
fromthe receiving node towards sone other node for processing.

In the event that sonme |local services in a node are down and the node
i s disconnected from ot her nodes, continued advertisenment of the
covering prefix mght cause requests to beconme bl ack-hol ed.

Thi s approach all ows reasonabl e address utilisation of the netblock
covered by the announced prefix, at the expense of reduced autonony
of individual nodes; the IGP in which all nodes participate can be
viewed as a single point of failure.

4.9. Node Identification by dients

Fromtime to tinme, all clients of deployed services experience
probl ens, and those problens require diagnosis. A service

di stributed using anycast inposes an additional variable on the

di agnostic process over a sinple, unicast service -- the particul ar
Anycast Node that is handling a client’s request.

In sone cases, common network-1evel diagnostic tools such as
traceroute may be sufficient to identify the node being used by a
client. However, the use of such tools may be beyond the abilities
of users at the client side of a transaction, and, in any case,
network conditions at the tine of the problem my change by the tine
such tools are exercised.

Troubl eshooti ng problens with anycast services is greatly facilitated
if mechanisnms to determine the identity of a node are designed into
the protocol. Exanples of such nechanisns include the NSID option in
DNS [NSI D] and the conmon inclusion of hostname information in SMIP
servers’ initial greeting at session initiation [ RFC2821].

Provi si on of such in-band nmechanisns for node identification is
strongly recommended for services to be distributed using anycast.
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5.

5.

6.

6.

Servi ce Managenent
1. Mnitoring

Monitoring a service that is distributed is nore conplex than

nmoni toring a non-distributed service, since the observed accuracy and
availability of the service is, in general, different when vi ewed
fromclients attached to different parts of the network. Wen a
problemis identified, it is also not always obvious which node
served the request, and hence which node is mal functioning.

It is recommended that distributed services are nonitored from probes
distributed representatively across the routing system and, where
possible, the identity of the node answering individual requests is
recorded along with performance and availability statistics. The

RI PE NCC DNSMON service [DNSMON] is an exanpl e of such nonitoring for
t he DNS.

Monitoring the routing system (froma variety of places, in the case
of routing systems where perspective is relevant) can al so provide
usef ul diagnostics for troubl eshooting service availability. This
can be achi eved using dedicated probes, or public route neasurenent
facilities on the Internet such as the RIPE NCC Routing Information
Service [RIS] and the University of Oregon Route Views Project

[ ROUTEVI EVE] .

Monitoring the health of the conponent devices in an anycast

depl oynent of a service (hosts, routers, etc.) is straightforward,
and can be achi eved using the sane tools and techni ques comonly used
to manage ot her network-connected infrastructure, w thout the

addi tional conplexity involved in nonitoring anycast Service

Addr esses.

Security Considerations
1. Denial-of-Service Attack Mtigation

Thi s docunent describes mechani sms for depl oying services on the
Internet that can be used to nmitigate vulnerability to attack

1. An Anycast Node can act as a sink for attack traffic originated
within its sphere of influence, preventing nodes el sewhere from
having to deal with that traffic;
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2. The task of dealing with attack traffic whose sources are w dely
distributed is itself distributed across all the nodes that
contribute to the service. Since the problem of sorting between
legitimate and attack traffic is distributed, this my lead to
better scaling properties than a service that is not distributed.

6.2. Service Conpronise

The distribution of a service across several (or nmany) autononous

nodes inposes increased nonitoring as well as an increased systens
adm ni stration burden on the operator of the service, which m ght

reduce the effectiveness of host and router security.

The potential benefit of being able to take conproni sed servers off-
line without conpronising the service can only be realised if there
are working procedures to do so quickly and reliably.

6.3. Service Hijacking

It is possible that an unauthorised party night advertise routes
correspondi ng to anycast Service Addresses across a network, and by
doi ng so, capture legitimte request traffic or process requests in a
manner that conpronises the service (or both). A rogue Anycast Node
m ght be difficult to detect by clients or by the operator of the
servi ce.

The risk of service hijacking by nmanipul ation of the routing system
exi sts regardl ess of whether a service is distributed using anycast.
However, the fact that legiti mate Anycast Nodes are observable in the
routing systemnmay neke it nore difficult to detect rogue nodes.

Many protocols that incorporate authentication or integrity
protection provide those features in a robust fashion, e.g., using
periodic re-authentication within a single session, or integrity
protection at either the channel (e.g., [RFC2845], [RFC3207]) or
message (e.g., [RFC4033], [RFC2311]) levels. Protocols that are |ess
robust may be nore vul nerable to session hijacking. Gven the
greater opportunity for undetected session hijack with anycast
services, the use of robust protocols is recomended for anycast
services that require authentication or integrity protection
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