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Abstract

Thi s docunent explains how to interconnect |Pv6 islands over a

Mul tiprotocol Label Switching (MPLS)-enabled IPv4 cloud. This
approach relies on | Pv6 Provider Edge routers (6PE), which are Dua
Stack in order to connect to I Pv6 islands and to the MPLS core, which
is only required to run I Pv4 MPLS. The 6PE routers exchange the |IPv6
reachability information transparently over the core using the

Mul ti protocol Border Gateway Protocol (MP-BGP) over IPv4. |n doing
so, the BGP Next Hop field is used to convey the |IPv4 address of the
6PE router so that dynami cally established | Pv4-signaled MPLS Labe
Swi tched Paths (LSPs) can be used wi thout explicit tunne
configuration.
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1. Introduction

There are several approaches for providing |IPv6 connectivity over an
MPLS core network [ RFC4029] including (i) requiring that MPLS

net wor ks support setting up | Pv6-signal ed Label Switched Paths (LSPs)
and establish I Pv6 connectivity by using those LSPs, (ii) use
configured tunneling over |Pv4-signaled LSPs, or (iii) use the |IPv6
Provi der Edge (6PE) approach defined in this docunent.

The 6PE approach is required as an alternative to the use of standard
tunnels. It provides a solution for an MPLS environnent where all
tunnel s are established dynanically, thereby addressing environnents
where the effort to configure and nmaintain explicitly configured
tunnel s is not acceptable.

Thi s docunment specifies operations of the 6PE approach for

i nterconnection of IPv6 islands over an | Pv4 MPLS cloud. The
approach requires that the edge routers connected to | Pv6 islands be
Dual Stack Multiprotocol - BGP-speaking routers [ RFC4760], while the
core routers are only required to run | Pv4 MPLS. The approach uses
MP-BGP over | Pv4, relies on identification of the 6PE routers by
their |1Pv4 address, and uses |Pv4-signaled MPLS LSPs that do not
require any explicit tunnel configuration

Thr oughout this docunment, the term nology of [ RFC2460] and [ RFC4364]
i s used.

In this docunent an 'I1Pv6 island’ is a network running native |IPv6 as
per [ RFC2460]. A typical exanple of an IPv6 island would be a
custoner’s | Pv6 site connected via its | Pv6 Custoner Edge (CE) router
to one (or nore) Dual Stack Provider Edge router(s) of a Service
Provider. These |IPv6 Provider Edge routers (6PE) are connected to an
| Pv4 MPLS core networKk.
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Figure 1

The interconnection method described in this docunent typically
applies to an Internet Service Provider (ISP) that has an | Pv4 MPLS
network, that is famliar with BG (possibly already offering

BGP/ MPLS VPN services), and that wants to offer 1 Pv6 services to sone
of its custoners. However, the ISP may not (yet) want to upgrade its
network core to | Pv6, nor use only |Pv6-over-1Pv4 tunneling. Wth

t he 6PE approach descri bed here, the provider only has to upgrade
sonme Provider Edge (PE) routers to Dual Stack operations so that they
behave as 6PE routers (and route reflectors if those are used for the
exchange of 1Pv6 reachability anmong 6PE routers) while |eaving the

| Pv4 MPLS core routers untouched. These 6PE routers provide
connectivity to IPv6 islands. They nmay al so provi de other services
simul taneously (I Pv4 connectivity, |Pv4d L3VPN services, L2VPN
services, etc.). Also with the 6PE approach, no tunnels need to be
explicitly configured, and no | Pv4 headers need to be inserted in
front of the |IPv6 packets between the custoner and provi der edge.

The | SP obtains I Pv6 connectivity to its peers and upstreans using
means outside of the scope of this docunment, and its 6PE routers
readvertise it over the I Pv4 MPLS core with MP-BGP

The interface between the edge router of the IPv6 island (Custoner
Edge (CE) router) and the 6PE router is a native IPv6 interface which
can be physical or logical. A routing protocol (I1GP or EGP) nay run
between the CE router and the 6PE router for the distribution of |Pv6
reachability information. Alternatively, static routes and/or a
default route may be used on the 6PE router and the CE router to
control reachability. An IPv6 island may connect to the provider
network over nore than one interface.

The 6PE approach described in this document can be used for custoners
that al ready have an | Pv4 service fromthe network provider and
additionally require an I Pv6 service, as well as for custoners that
require only I Pv6 connectivity.
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The scenario is also described in [ RFC4029].

Note that the 6PE approach specified in this document provides gl oba
| Pv6 reachability. Support of IPv6 VPNs is not within the scope of
this docunent and is addressed in [ RFC4659].

Depl oyment of the 6PE approach over an existing |IPv4d MPLS cl oud does
not require an introduction of new nechanisns in the core (other than
potentially those described at the end of Section 3 for dealing with
dynanmi ¢ MIU di scovery). Configuration and operations of the 6PE
approach have a lot of sinmlarities with the configuration and
operations of an IPv4 VPN service ([ RFC4364]) or |1 Pv6 VPN service

([ RFC4659] ) over an | Pv4 MPLS core because they all use MP-BGP to
distribute non-1Pv4 reachability information for transport over an

| Pv4 MPLS Core. However, the configuration and operations of the 6PE
approach is sonewhat sinpler, since it does not involve all the VPN
concepts such as Virtual Routing and Forwardi ng (VRFs) tables.

1.1. Requirenments Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. Protocol Overview

Each IPv6 site is connected to at | east one Provider Edge router that
is located on the border of the IPv4 MPLS cloud. W call such a
router a 6PE router. The 6PE router MJST be dual stack |IPv4 and

| Pv6. The 6PE router MJST be configured with at |east one | Pv4
address on the IPv4 side and at | east one | Pv6 address on the | Pv6
side. The configured | Pv4 address needs to be routable in the | Pv4
cloud, and there needs to be a | abel bound via an | Pv4 | abe

di stribution protocol to this |IPv4 route.

As a result of this, every considered 6PE router knows which MPLS

| abel to use to send packets to any other 6PE router. Note that an
MPLS network offering BGP/ MPLS | P VPN services already fulfills these
requirenents.

No extra routes need to be injected in the |IPv4d cloud.
We call the 6PE router receiving | Pv6 packets froman |IPv6 site an
i ngress 6PE router (relative to these | Pv6 packets). W call a 6PE

router forwarding | Pv6 packets to an IPv6 site an egress 6PE router
(relative to these | Pv6 packets).
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I nterconnecting I Pv6 islands over an | Pv4 MPLS cl oud takes pl ace
t hrough the foll ow ng steps:

1. Exchange | Pv6 reachability information among 6PE routers with MP-
BGP [ RFC2545] :

The 6PE routers MJST exchange the | Pv6 prefixes over MP-BGP
sessions as per [RFC2545] running over |Pv4. The MP-BGP Address
Fam |y ldentifier (AFl) used MJUST be IPv6 (value 2). |In doing so,
the 6PE routers convey their |Pv4 address as the BGP Next Hop for
the advertised | Pv6 prefixes. The IPv4 address of the egress 6PE
router MUST be encoded as an | Pv4-nmapped | Pv6 address in the BGP
Next Hop field. This encoding is consistent with the definition
of an | Pv4-mapped | Pv6 address in [RFC4291] as an "address type
used to represent the address of |Pv4 nodes as | Pv6 addresses”

In addition, the 6PE MJUST bind a |label to the | Pv6 prefix as per

[ RFC3107]. The Subsequence Address Family ldentifier (SAFl) used
in MP-BGP MUST be the "l abel" SAFI (value 4) as defined in

[ RFC3107]. Rationale for this and |abel allocation policies are
di scussed in Section 3.

2. Transport |Pv6 packets fromthe ingress 6PE router to the egress
6PE router over |Pv4-signal ed LSPs:

The ingress 6PE router MJST forward | Pv6 data over the |Pv4-
signal ed LSP towards the egress 6PE router identified by the |Pv4
address advertised in the | Pv4-mapped | Pv6 address of the BGP Next
Hop for the corresponding | Pv6 prefix.

As required by the BGP specification [ RFC4271], PE routers forma
full peering nmesh unless Route Reflectors are used.

3. Transport over |Pv4-signaled LSPs and | Pv6 Label Binding

In this approach, the |IPv4-mapped | Pv6 addresses allow a 6PE router
that has to forward an | Pv6 packet to automatically determ ne the

| Pv4-signaled LSP to use for a particular |Pv6 destination by |ooking
at the MP-BGP routing information.

The 1 Pv4-signal ed LSPs can be established using any existing
techni que for | abel setup [ RFC3031] (LDP, RSVP-TE, etc.).

To ensure interoperability anong systens that inplenent the 6PE
approach described in this docunment, all such systens MJST support
tunnel i ng using | Pv4-signal ed MPLS LSPs established by LDP [ RFC3036] .

When tunneling | Pv6 packets over the | Pv4d MPLS backbone, rather than
successi vely prepend an | Pv4 header and then perform | abel inposition
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based on the | Pv4 header, the ingress 6PE Router MJST directly
perform | abel inposition of the | Pv6 header wi thout prepending any

| Pv4 header. The (outer) |abel inmposed MJST correspond to the | Pv4-
signaled LSP starting on the ingress 6PE Router and ending on the
egress 6PE Router.

Wil e this approach could theoretically operate in sone situations

using a single level of labels, there are significant advantages in
using a second |evel of labels that are bound to | Pv6 prefixes via

MP- BGP advertisenents in accordance with [ RFC3107].

For instance, the use of a second |evel |abel allows Penultinate Hop
Poppi ng (PHP) on the I Pv4 Label Switch Router (LSR) upstream of the
egress 6PE router, without any |Pv6 capabilities/upgrades on the
penultimate router; this is because it still transmits MPLS packets
even after the PHP (instead of having to transnit |Pv6 packets and
encapsul ate them appropriately).

Al so, an existing |Pv4-signaled LSP that is using "IPv4d Explicit NULL
| abel " over the last hop (e.g., because that LSP is already being
used to transport IPv4 traffic with the Pipe Diff-Serv Tunneling
Model as defined in [RFC3270]) could not be used to carry IPv6 with a
single | abel since the "I Pv4 Explicit NULL | abel” cannot be used to
carry native IPv6 traffic (see [RFC3032]), while it could be used to
carry labeled IPv6 traffic (see [ RFC4182]).

This is why a second | abel MJST be used with the 6PE approach

The | abel bound by MP-BGP to the I Pv6 prefix indicates to the egress
6PE Router that the packet is an IPv6 packet. This |abel advertised
by the egress 6PE Router with MP-BGP MAY be an arbitrary | abel val ue,
which identifies an | Pv6 routing context or outgoing interface to
send the packet to, or MAY be the IPv6 Explicit Null Label. An

i ngress 6PE Router MJST be able to accept any such advertised | abel

[ RFC2460] requires that every link in the IPv6 Internet have an MIU
of 1280 octets or larger. Therefore, on MPLS |inks that are used for
transport of |Pv6, as per the 6PE approach, and that do not support
link-specific fragmentation and reassenbly, the MIU nust be
configured to at | east 1280 octets plus the encapsul ati on over head.

Sonme | Pv6 hosts might be sending packets |arger than the MIu
available in the IPv4 MPLS core and rely on Path MU di scovery to

| earn about those links. To sinplify MIU di scovery operations, one
option is for the network administrator to engineer the MU on the
core facing interfaces of the ingress 6PE consistent with the core
MIU. |1 CWP ' Packet Too Bi g’ nessages can then be sent back by the

i ngress 6PE wi thout the correspondi ng packets ever entering the MPLS
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core. Oherwise, routers in the IPv4d MPLS network have the option to
generate an | CMP "Packet Too Bi g" nessage usi ng nechani sns as
described in Section 2.3.2, "Tunneling Private Addresses through a
Publ i c Backbone" of [RFC3032].

Note that in the above case, should a core router with an outgoing
link with an MIU snall er than 1280 receive an encapsul ated | Pv6
packet |arger than 1280, then the mechani sms of [RFC3032] may result
in the "Packet Too Big" nmessage never reaching the sender. This is
because, according to [ RFC4443], the core router will build an | CW
"Packet Too Big" nessage filled with the invoking packet up to 1280
bytes, and when forwardi ng downstream towards the egress PE as per

[ RFC3032], the MIU of the outgoing link will cause the packet to be
dropped. This may cause significant operational problens; the
originator of the packets will notice that his data is not getting

t hrough, wi thout knowi ng why and where they are discarded. This

i ssue would only occur if the above recommendation (to configure MIU
on MPLS links of at |east 1280 octets plus encapsul ati on overhead) is
not adhered to (perhaps by msconfiguration).

4. Crossing Miltiple | Pv4 Autononous Systens

Thi s section discusses the case where two | Pv6 islands are connected
to different Autononbus Systens (ASes).

Like in the case of multi-AS backbone operations for |Pv4d VPNs
described in Section 10 of [RFC4364], three nmmin approaches can be
di sti ngui shed:

a. eBGP redistribution of IPv6 routes from AS to nei ghboring AS

Thi s approach is the equival ent for exchange of IPv6 routes to
procedure (a) described in Section 10 of [ RFC4364] for the
exchange of VPN-IPv4 routes.

In this approach, the 6PE routers use | BGP (according to [ RFC2545]
and [ RFC3107] and as described in this docunent for the single-AS
situation) to redistribute |abeled | Pv6 routes either to an

Aut ononpbus System Border Router (ASBR) 6PE router, or to a route
reflector of which an ASBR 6PE router is a client. The ASBR t hen
uses eBGP to redistribute the (non-1abeled) I1Pv6 routes to an ASBR
in another AS, which in turn distributes themto the 6PE routers
in that AS as described earlier in this specification, or perhaps
to another ASBR, which in turn distributes themetc.
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There nay be one, or nultiple, ASBR interconnection(s) across any
two ASes. | Pv6 needs to be activated on the inter-ASBR |inks and
each ASBR 6PE router has at |east one | Pv6 address on the
interface to that |ink

No inter-AS LSPs are used. There is effectively a separate nesh
of LSPs across the 6PE routers within each AS.

In this approach, the ASBR exchanging | Pv6 routes nay peer over
I Pv6 or |1 Pv4. The exchange of | Pv6 routes MJST be carried out as
per [ RFC2545].

Note that the peering ASBR in the neighboring AS to which the | Pv6
routes were distributed with eBGP, should in its turn redistribute
these routes to the 6PEs in its AS using | BGP and encoding its own
| Pv4 address as the | Pv4-mapped | Pv6 BGP Next Hop

b. eBGP redistribution of |abeled IPv6 routes fromAS to nei ghboring
AS

Thi s approach is the equival ent for exchange of IPv6 routes to
procedure (b) described in Section 10 of [ RFC4364] for the
exchange of VPN-IPv4 routes

In this approach, the 6PE routers use |BGP (as described earlier
in this docunent for the single-AS situation) to redistribute

| abel ed 1 Pv6 routes either to an Autononous System Border Router
(ASBR) 6PE router, or to a route reflector of which an ASBR 6PE
router is a client. The ASBR then uses eBGP to redistribute the
| abel ed 1 Pv6 routes to an ASBR in another AS, which in turn
distributes themto the 6PE routers in that AS as descri bed
earlier in this specification, or perhaps to another ASBR, which
in turn distributes them etc.

There may be one, or nultiple, ASBR interconnection(s) across any
two ASes. | Pv6 may or may not be activated on the inter-ASBR
I i nks.

Thi s approach requires that there be | abel sw tched paths

est abl i shed across ASes. Hence the correspondi ng consi derations
described for procedure (b) in Section 10 of [RFC4364] apply
equally to this approach for |Pv6.

In this approach, the ASBR exchanging | Pv6 routes nay peer over

| Pv4 or IPv6 (in which case | Pv6 obviously needs to be activated
on the inter-ASBR link). Wen peering over |Pv6, the exchange of
| abel ed 1 Pv6 routes MJST be carried out as per [RFC2545] and

[ RFC3107]. When peering over |Pv4, the exchange of |abeled |IPv6
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routes MUST be carried out as per [RFC2545] and [ RFC3107] with
encodi ng of the | Pv4 address of the ASBR as an | Pv4-mapped | Pv6
address in the BGP Next Hop field.

c. Miulti-hop eBGP redistribution of |abeled |IPv6 routes between
source and destination ASes, with eBGP redistribution of |abeled
| Pv4 routes fromAS to nei ghboring AS.

Thi s approach is the equivalent for exchange of IPv6 routes to
procedure (c) described in Section 10 of [RFC4364] for exchange of
VPN-1 Pv4 routes

In this approach, IPv6 routes are neither naintai ned nor
distributed by the ASBR routers. The ASBR routers need not be
dual stack, but may be I Pv4/MPLS-only routers. An ASBR needs to
mai ntain labeled IPv4 /32 routes to the 6PE routers within its AS.
It uses eBGP to distribute these routes to other ASes. ASBRs in
any transit ASes will also have to use eBGP to pass along the

| abeled 1Pv4 /32 routes. This results in the creation of an | Pv4
| abel switched path fromthe ingress 6PE router to the egress 6PE
router. Now 6PE routers in different ASes can establish nulti-hop
eBGP connections to each other over |IPv4, and can exchange | abel ed
| Pv6 routes (with an | Pv4-nmapped | Pv6 BGP Next Hop) over those
connecti ons.

| Pv6 need not be activated on the inter-ASBR |inks.

The consi derations described for procedure (c) in Section 10 of
[ RFC4364] with respect to possible use of multi-hop eBGP
connections via route-reflectors in different ASes, as well as
with respect to the use of a third label in case the |Pv4 /32
routes for the PE routers are NOT made known to the P routers,
apply equally to this approach for |Pv6.

Thi s approach requires that there be I Pv4 | abel sw tched paths
establ i shed across the ASes | eading froma packet’s ingress 6PE
router to its egress 6PE router. Hence the considerations
described for procedure (c) in Section 10 of [RFC4364], with
respect to LSPs spanning nultiple ASes, apply equally to this
approach for |Pv6

Note al so that the exchange of IPv6 routes can only start after
BGP has created | Pv4 connectivity between the ASes.
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5.

Security Considerations

The extensions defined in this docunent allow BGP to propagate
reachability information about |1Pv6 routes over an MPLS | Pv4 core
network. As such, no new security issues are raised beyond those
that already exist in BGP-4 and use of MP-BGP for |Pv6.

The security features of BGP and correspondi ng security policy
defined in the | SP domain are applicable.

For the inter-AS distribution of 1Pv6 routes according to case (a) of
Section 4 of this docunent, no new security issues are rai sed beyond
those that already exist in the use of eBGP for |Pv6 [ RFC2545].

For the inter-AS distribution of |IPv6 routes according to case (b)
and (c) of Section 4 of this docunent, the procedures require that
there be | abel swi tched paths established across the AS boundari es.
Hence the appropriate trust relationshi ps nust exist between and
anong the set of ASes along the path. Care nust be taken to avoid

"l abel spoofing". To this end an ASBR 6PE SHOULD only accept | abel ed
packets fromits peer ASBR 6PE if the topnost |abel is a |abel that
it has explicitly signaled to that peer ASBR 6PE

Note that for the inter-AS distribution of IPv6 routes, according to
case (c) of Section 4 of this docunent, |abel spoofing nmay be nore
difficult to prevent. Indeed, the MPLS | abel distributed with the

I Pv6 routes via nulti-hop eBGP is directly sent fromthe egress 6PE
to ingress 6PEs in another AS (or through route reflectors). This

| abel is advertised transparently through the AS boundaries. When
the egress 6PE that sent the |abeled | Pv6 routes receives a data
packet that has this particular label on top of its stack, it nay not
be able to verify whether the | abel was pushed on the stack by an
ingress 6PE that is allowed to do so. As such, one AS nay be

vul nerable to | abel spoofing in a different AS. The sanme issue
equal ly applies to the option (c) of Section 10 of [RFC4364]. Just
as it is the case for [ RFC4364], addressing this particular security
issue is for further study.
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