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Abstract
Thi s docunent describes a robust nethod for Path MIU Di scovery
(PMIUD) that relies on TCP or sone other Packetization Layer to probe
an Internet path with progressively |larger packets. This nethod is

described as an extension to RFC 1191 and RFC 1981, which specify
| CMP- based Path MIU Di scovery for I P versions 4 and 6, respectively.
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1. Introduction

Thi s docunent describes a nethod for Packetization Layer Path MIU

Di scovery (PLPMIUD), which is an extension to existing Path MU

Di scovery nethods described in [ RFC1191] and [RFC1981]. In the
absence of | CMP nessages, the proper MIU is deternined by starting
with snall packets and probing with successively |larger packets. The
bulk of the algorithmis inplenmented above IP, in the transport |ayer
(e.g., TCP) or other "Packetization Protocol" that is responsible for
det erm ni ng packet boundari es.

Thi s docunent does not update RFC 1191 or RFC 1981; however, since it
supports correct operation without ICWP, it inplicitly rel axes some
of the requirenents for the algorithnms specified in those docunents.

The met hods described in this document rely on features of existing
protocols. They apply to many transport protocols over |Pv4 and

| Pv6. They do not require cooperation fromthe | ower |ayers (except
that they are consistent about whi ch packet sizes are acceptable) or
frompeers. As the nethods apply only to senders, variants in

i mpl ementations will not cause interoperability problens.

For sake of clarity, we uniformy prefer TCP and | Pv6 term nol ogy.
In the term nol ogy section, we also present the anal ogous |IPv4 terns
and concepts for the IPv6 terminology. In a few situations, we
describe specific details that are different between | Pv4 and | Pv6.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

This docunent is a product of the Path MIU Di scovery (PMIUD) worki ng
group of the I ETF and draws heavily on RFC 1191 and RFC 1981 for
term nol ogy, ideas, and sone of the text.

2. Overview

Packeti zati on Layer Path MIU Di scovery (PLPMIUD) is a nmethod for TCP
or other Packetization Protocols to dynanically discover the MIU of a
path by probing with progressively |arger packets. It is nost
efficient when used in conjunction with the | CVP-based Path MIU

Di scovery nechanismas specified in RFC 1191 and RFC 1981, but

resol ves many of the robustness problens of the classical techniques
since it does not depend on the delivery of |CWP nessages.

This method is applicable to TCP and other transport- or application-

| evel protocols that are responsible for choosing packet boundaries
(e.g., segnent sizes) and have an acknow edgnent structure that
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delivers to the sender accurate and tinely indications of which
packets were | ost.

The general strategy is for the Packetization Layer to find an
appropriate Path MIU by probing the path with progressively |arger
packets. |If a probe packet is successfully delivered, then the
effective Path MU is raised to the probe size.

The isolated | oss of a probe packet (with or wi thout an | CMP Packet
Too Big nessage) is treated as an indication of an MU limt, and not
as a congestion indicator. 1In this case alone, the Packetization
Protocol is permitted to retransmt any m ssing data w thout

adj usting the congestion w ndow.

If there is a tineout or additional packets are |ost during the
probi ng process, the probe is considered to be inconclusive (e.g.

the | ost probe does not necessarily indicate that the probe exceeded
the Path MIU). Furthernore, the | osses are treated |ike any other
congestion indication: window or rate adjustnments are nandatory per
the rel evant congestion control standards [RFC2914]. Probing can
resune after a delay that is determ ned by the nature of the detected
failure.

PLPMIUD uses a searching technique to find the Path MIU.  Each
concl usi ve probe narrows the MIU search range, either by raising the
lower limt on a successful probe or lowering the upper linit on a
fail ed probe, converging toward the true Path MIU. For nost
transport |layers, the search should be stopped once the range is
narrow enough that the benefit of a larger effective Path MU is
smal l er than the search overhead of finding it.

The nost likely (and | east serious) probe failure is due to the link
experiencing congestion-related | osses while probing. In this case,
it is appropriate to retry a probe of the sane size as soon as the
Packeti zation Layer has fully adapted to the congestion and recovered
fromthe | osses. In other cases, additional |osses or timeouts

i ndi cate problens with the link or Packetization Layer. In these
situations, it is desirable to use |onger delays depending on the
severity of the error.

An optional verification process can be used to detect situations
where raising the MIU rai ses the packet |loss rate. For exanple, if a
link is striped across nultiple physical channels wth inconsistent
MIUs, it is possible that a probe will be delivered even if it is too
| arge for sone of the physical channels. |n such cases, raising the
Path MIU to the probe size can cause severe packet |oss and abysmnal
performance. After raising the MIU, the new MIU size can be verified
by nonitoring the loss rate.
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Packeti zation Layer PMIUD (PLPMIUD) introduces sone flexibility in
the inplenentation of classical Path MIU Di scovery. 1t can be
configured to performjust |ICMP black hole recovery to increase the
robust ness of classical Path MIU Di scovery, or at the other extrene,
all |1 CWP processing can be di sabl ed and PLPMIUD can conpl etely

repl ace classical Path MIU Di scovery.

O assical Path MrU Di scovery is subject to protocol failures
(connection hangs) if | CMP Packet Too Big (PTB) nessages are not
delivered or processed for sonme reason [RFC2923]. Wth PLPMIUD

cl assical Path MIU Di scovery can be nodified to include additiona
consi stency checks without increasing the risk of connection hangs
due to spurious failures of the additional checks. Such changes to
cl assical Path MIU Di scovery are beyond the scope of this docunent.

Inthe limting case, all |ICVMP PTB nmessages m ght be unconditionally
i gnored, and PLPMIUD can be used as the sole nethod to discover the
Path MTU. In this configuration, PLPMIUD parallels congestion
control. An end-to-end transport protocol adjusts properties of the
data stream (w ndow si ze or packet size) while using packet |osses to
deduce the appropriateness of the adjustnents. This technique seens
to be nore philosophically consistent with the end-to-end principle
of the Internet than relying on | CMP nessages containing transcribed
headers of nultiple protocol |ayers

Most of the difficulty in inplenenting PLPMIUD ari ses because it
needs to be inplenmented in several different places within a single
node. In general, each Packetization Protocol needs to have its own
i npl ement ati on of PLPMIUD. Furthernore, the natural nmechanismto
share Path MIU i nfornati on between concurrent or subsequent
connections is a path information cache in the IP layer. The various
Packeti zation Protocols need to have the neans to access and update
the shared cache in the IP layer. This neno describes PLPMIUD in
terns of its primary subsystens without fully describing how they are
assenbl ed into a conplete inplenentation.

The vast mgjority of the inplenmentation details described in this
docunent are reconmendations based on experiences with earlier

versi ons of Path MIU Di scovery. These reconmendati ons are notivated
by a desire to naxim ze robustness of PLPMIUD in the presence of |ess
than ideal network conditions as they exist in the field.

This docunent does not contain a conplete description of an
i mpl ementation. It only sketches details that do not affect
interoperability with other inplenmentations and have strong
externally inposed optimality criteria (e.g., the MU searching and
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caching heuristics). Oher details are explicitly included because
there is an obvious alternative inplenentation that doesn't work well
in sone (possibly subtle) case.

Section 3 provides a conplete glossary of terns.

Section 4 describes the details of PLPMIUD t hat affect
interoperability with other standards or |Internet protocols.

Section 5 describes howto partition PLPMIUD into |ayers, and how to
manage the path information cache in the IP |ayer

Section 6 describes the general Packetization Layer properties and
features needed to inplenent PLPMIUD.

Section 7 describes how to use probes to search for the Path MIuU

Section 8 recomends using |Pv4 fragmentation in a configuration that
mmcs |Pv6 functionality, to mininmze future problens nmigrating to
| Pv6.

Section 9 describes a programming interface for inplenenting PLPMIUD
in applications that choose their own packet boundaries and for tools
to be able to diagnose path problens that interfere with Path MIU

Di scovery.

Section 10 di scusses inplenentation details for specific protocols,
i ncludi ng TCP

3. Term nol ogy

We use the following terns in this docunent:

IP. Either |1Pv4 [RFCO791] or |Pv6 [ RFC2460].

Node: A device that inplenents IP

Upper layer: A protocol layer imediately above IP. Exanples are
transport protocols such as TCP and UDP, control protocols such as
| CVMP, routing protocols such as OSPF, and Internet or |ower-|ayer
protocol s being "tunnel ed” over (i.e., encapsulated in) IP such as
| PX, AppleTalk, or IP itself.

Li nk: A comuni cation facility or medi um over which nodes can

conmuni cate at the link layer, i.e., the layer inmmediately bel ow
| P. Exanples are Ethernets (sinple or bridged); PPP links; X 25,
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Franme Rel ay, or Asynchronous Transfer Mde (ATM networks; and
Internet (or higher) layer "tunnels", such as tunnels over |Pv4 or
| Pv6. Cccasionally we use the slightly nore general term "I ower

| ayer" for this concept.

Interface: A node’s attachnent to a |ink

Address: An IP layer identifier for an interface or a set of
i nterfaces.

Packet: An | P header plus payl oad.

MIU:  Maxi mum Transmi ssion Unit, the size in bytes of the largest IP
packet, including the | P header and payl oad, that can be
transmitted on a link or path. Note that this could nore properly
be called the IP MIU, to be consistent with how other standards
organi zati ons use the acronym MIuU

Li nk MTU: The Maxi mum Transmi ssion Unit, i.e., maxi num | P packet
size in bytes, that can be conveyed in one piece over a link. Be
aware that this definition is different fromthe definition used
by ot her standards organizati ons.

For | ETF docunents, link MU is uniformy defined as the IP MIU
over the link. This includes the I P header, but excludes |ink

| ayer headers and other framing that is not part of IP or the IP
payl oad.

Be aware that other standards organizations generally define |ink
MIU to include the link | ayer headers.

Path: The set of links traversed by a packet between a source node
and a destination node.

Path MIU, or PMIU:. The minimumIlink MU of all the links in a path
bet ween a source node and a destination node.

O assical Path MrU Di scovery: Process described in RFC 1191 and RFC
1981, in which nodes rely on | QWP Packet Too Big (PTB) nessages to
|l earn the MIU of a path.

Packeti zation Layer: The layer of the network stack that segnments
data i nto packets.
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Ef fective PMIU:. The current estimated value for PMIU used by a
Packeti zati on Layer for segmentation.

PLPMIUD: Packeti zation Layer Path MIU Di scovery, the method
described in this docunent, which is an extension to classica
PMIU Di scovery.

PTB (Packet Too Big) nessage: An |ICMP nessage reporting that an I P
packet is too large to forward. This is the IPv6 termthat
corresponds to the IPv4 | CMP "Fragnentati on Needed and DF Set"
nessage.

Flow. A context in which MIU Di scovery al gorithns can be invoked.
This is naturally an instance of a Packetization Protocol, for
exanpl e, one side of a TCP connection

MBS: The TCP Maxi num Segnent Size [RFC0793], the maxi mum payl oad
size available to the TCP layer. This is typically the Path MU
nm nus the size of the IP and TCP headers.

Probe packet: A packet that is being used to test a path for a
| arger MTU.

Probe size: The size of a packet being used to probe for a |arger
MTU, including |IP headers.

Probe gap: The payload data that will be |ost and need to be
retransmtted if the probe is not delivered.

Leadi ng wi ndow. Any unacknow edged data in a flow at the tine a
probe is sent.

Trailing window. Any data in a flow sent after a probe, but before
the probe is acknow edged.

Search strategy: The heuristics used to choose successive probe
sizes to converge on the proper Path MIU, as described in
Section 7. 3.

Full -stop tinmeout: A tinmeout where none of the packets transmitted
after sonme event are acknow edged by the receiver, including any
retransm ssions. This is taken as an indication of sone failure
condition in the network, such as a routing change onto a |ink
with a smaller MIU.  This is described in nore detail in
Section 7.7.
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4.

Requi renment s

Al'l 1inks MIST enforce their MIU. |inks that night non-
determ nistically deliver packets that are larger than their rated
MIU MUST consi stently di scard such packets.

In the distant past, there were a snmall nunber of network devices
that did not enforce MIU, but could not reliably deliver oversized
packets. For exanple, sone early bit-wi se Ethernet repeaters would
forward arbitrarily sized packets, but could not do so reliably due
to finite hardware data clock stability. This is the only

requi renent that PLPMIUD pl aces on lower layers. It is inportant
that this requirement be explicit to forestall the future
standardi zati on or depl oynent of technol ogies that nmi ght be

i nconpati ble with PLPMIUD.

Al'l hosts SHOULD use IPv4 fragnentation in a node that mmics | Pve
functionality. Al fragnentati on SHOULD be done on the host, and al
| Pv4 packets, including fragnents, SHOULD have the DF bit set such
that they will not be fragnmented (again) in the network. See
Section 8.

The requirenents below only apply to those inplenentations that
i ncl ude PLPMTUD.

To use PLPMIUD, a Packetization Layer MJST have a | oss reporting
mechani smthat provides the sender with tinmely and accurate
i ndi cations of which packets were lost in the network

Nor mal congestion control algorithnse MUST remain in effect under al
conditions except when only an isolated probe packet is detected as
lost. In this case alone, the normal congestion (w ndow or data
rate) reduction SHOULD be suppressed. |If any other data loss is
det ected, standard congestion control MJST take place.

Suppressed congestion control MJST be rate limted such that it
occurs less frequently than the worst-case |loss rate for TCP
congestion control at a conparable data rate over the sane path
(i.e., less than the "TCP-friendly" loss rate [tcp-friendly]). This
SHOULD be enforced by requiring a mni rum headway between a
suppressed congestion adjustnment (due to a failed probe) and the next
attenpted probe, which is equal to one round-trip tine for each
packet pernitted by the congestion window This is discussed further
in Section 7.6. 2.

Whenever the MIU is raised, the congestion state variables MJST be
rescaled so as not to raise the window size in bytes (or data rate in
byt es per seconds).
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Whenever the MIU is reduced (e.g., when processing | CvP PTB
messages), the congestion state variable SHOULD be rescal ed so as not
to rai se the wi ndow size in packets.

I f PLPMIUD updates the MIU for a particular path, all Packetization
Layer sessions that share the path representation (as described in

Section 5.2) SHOULD be notified to nake use of the new MU and neke
the required congestion control adjustnents.

Al'l i nmpl ement ati ons MJST i nclude nmechani sms for applications to
selectively transnmit packets larger than the current effective Path
MIU, but smaller than the first-hop link MU This is necessary to

i mpl ement PLPMIUD using a connectionless protocol within an
application and to inplenent diagnostic tools that do not rely on the
operating systenm s inplenmentation of Path MIU Di scovery. See

Section 9 for further discussion

| mpl enent ati ons MAY use different heuristics to select the initial
effective Path MIU for each protocol. Connectionless protocols and
protocol s that do not support PLPMIUD SHOULD have their own default
value for the initial effective Path MIU, which can be set to a nore
conservative (smaller) value than the initial value used by TCP and
other protocols that are well suited to PLPMIUD. There SHOULD be
per-protocol and per-route limts on the initial effective Path MU
(eff_pnmtu) and the upper searching limt (search_high). See

Section 7.2 for further discussion

5.  Layering

Packeti zation Layer Path MIU Di scovery is nost easily inplenented by
splitting its functions between |layers. The IP layer is the best

pl ace to keep shared state, collect the | CMP nessages, track |IP
header sizes, and manage MIU i nformati on provided by the link |ayer
interfaces. However, the procedures that PLPMIUD uses for probing
and verification of the Path MIU are very tightly coupled to features
of the Packetization Layers, such as data recovery and congestion
control state nachines

Note that this layering approach is a direct extension of the advice
in the current PMIUD specifications in RFC 1191 and RFC 1981.

5.1. Accounting for Header Sizes

The way in which PLPMIUD operates across multiple |ayers requires a
mechani sm for accounting header sizes at all |ayers between IP and
the Packetization Layer (inclusive). Wen transnitting non-probe
packets, it is sufficient for the Packetization Layer to ensure an
upper bound on final |IP packet size, so as not to exceed the current
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effective Path MIU. Al Packetization Layers participating in
classical Path MIU Di scovery have this requirenent already. Wen
conducting a probe, the Packetization Layer MJST deternine the probe
packet’s final size including |IP headers. This requirenment is
specific to PLPMIUD, and satisfying it nmay require additional inter-
| ayer conmunication in existing inplenentations.

5.2. Storing PMIU I nformation

This meno uses the concept of a "flow' to define the scope of the
Path MIU Di scovery algorithnms. For many inplenentations, a flow
woul d naturally correspond to an instance of each protocol (i.e.

each connection or session). In such inplenentations, the algorithns
described in this docunent are performed within each session for each
protocol. The observed PMIU (eff_pmu in Section 7.1) MAY be shared
between different flows with a conmon path representation

Al ternatively, PLPMIUD could be inplenented such that its conplete
state is associated with the path representations. Such an

i mpl ement ation could use nmultiple connections or sessions for each
probe sequence. This approach is likely to converge nmuch nore

qui ckly in some environments, such as where an application uses nany
smal | connections, each of which is too short to conplete the Path
MIU Di scovery process.

Wthin a single inplenentation, different protocols can use either of
these two approaches. Due to protocol specific differences in
constraints on generating probes (Section 6.2) and the MIU searching
al gorithm (Section 7.3), it may not be feasible for different

Packeti zation Layer protocols to share PLPMIUD state. This suggests
that it may be possible for sonme protocols to share probing state,
but ot her protocols can only share observed PMIU. In this case, the
different protocols will have different PMIU convergence properties

The 1P layer SHOULD be used to store the cached PMIU val ue and ot her
shared state such as MIU val ues reported by | CVP PTB nessages.
Ideally, this shared state should be associated with a specific path
traversed by packets exchanged between the source and destination
nodes. However, in nost cases a node will not have enough
information to conpletely and accurately identify such a path.

Rat her, a node nust associate a PMIU value with sone | oca
representation of a path. It is left to the inplenentation to select
the | ocal representation of a path.

An inplenmentation MAY use the destination address as the |oca
representation of a path. The PMIU val ue associated with a
destination would be the m ni mum PMIU | ear ned across the set of all
paths in use to that destination. The set of paths in use to a
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particul ar destination is expected to be small, in many cases
consisting of a single path. This approach will result in the use of
optinmally sized packets on a per-destination basis, and integrates
nicely with the conceptual nodel of a host as described in [ RFC2461]:
a PMIU val ue could be stored with the corresponding entry in the
destination cache. Since Network Address Translators (NATs) and
other forns of mddle boxes may exhibit differing PMIUs

sinul taneously at a single |IP address, the nininmum val ue SHOULD be
stored.

Net wor k or subnet nunmbers MUST NOT be used as representations of a
pat h, because there is not a general nechanismto deternine the
network mask at the renote host.

For source-routed packets (i.e., packets containing an |IPv6 routing
header, or |Pv4 Loose Source and Record Route (LSRR) or Strict Source
and Record Route (SSRR) options), the source route MAY further
qualify the local representation of a path. An inplenentation MAY
use source route information in the local representation of a path.

If I1Pv6 flows are in use, an inplenentati on MAY use the 3-tuple of
the Flow |l abel and the source and destinati on addresses

[ RFC2460] [ RFC3697] as the local representation of a path. Such an
approach could theoretically result in the use of optinally sized
packets on a per-flow basis, providing finer granularity than MU
val ues nmi ntai ned on a per-destination basis.

5.3. Accounting for |Psec

Thi s docunent does not take a stance on the placenent of I P Security
(I Psec) [RFC2401], which logically sits between |IP and the

Packeti zation Layer. A PLPMIUD i nplenentation can treat |Psec either
as part of IP or as part of the Packetization Layer, as long as the

accounting is consistent within the inplenentation. |If IPsec is
treated as part of the IP layer, then each security association to a
renote node may need to be treated as a separate path. [If IPsec is

treated as part of the Packetization Layer, the |IPsec header size
MJUST be included in the Packetization Layer’s header size
cal cul ati ons

5.4. Ml ticast
In the case of a nmulticast destination address, copies of a packet
may traverse many different paths to reach many different nodes. The

| ocal representation of the "path" to a multicast destination nust in
fact represent a potentially |large set of paths.
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Mninmally, an inplementation MAY maintain a single MU value to be
used for all nulticast packets originated fromthe node. This MIU
SHOULD be sufficiently small that it is expected to be Iess than the
Path MU of all paths conprising the nmulticast tree. |If a Path MIU
of less than the configured nulticast MU is | earned via unicast
means, the nulticast MU MAY be reduced to this value. This approach
is likely to result in the use of smaller packets than is necessary
for many paths.

If the application using nmulticast gets conplete delivery reports
(unlikely since this requirenent has poor scaling properties),
PLPMIUD MAY be inplenmented in nulticast protocols such that the
smal | est path MIU | earned across a group becones the effective MU
for that group.

6. Common Packetization Properties

This section describes general Packetization Layer properties and
characteristics needed to inplement PLPMIUD. It al so describes sone
i mpl ement ation issues that are common to all Packetization Layers.

6. 1. Mechani smto Detect Loss

It is inmportant that the Packetization Layer has a tinely and robust
mechani sm for detecting and reporting | osses. PLPMIUD nmakes MIU

adj ustnents on the basis of detected |osses. Any delays or

i naccuracy in loss notification is likely to result in incorrect MU
deci sions or slow convergence. It is inmportant that the mechani sm
can robustly distinguish between the isolated | oss of just a probe
and other losses in the probe’s leading and trailing w ndows.

It is best if Packetization Protocols use an explicit |oss detection
mechani sm such as a Sel ective Acknow edgnent (SACK) scoreboard

[ RFC3517] or ACK Vector [RFC4340] to distinguish real |osses from
reordered data, although inplicit mechani snms such as TCP Reno style
dupl i cate acknow edgnents counting are sufficient.

PLPMIUD can al so be inplenmented in protocols that rely on tineouts as
their primary mechanismfor |oss recovery; however, timeouts SHOULD
NOT be used as the primary nmechani smfor |oss indication unless there
are no other alternatives.

6.2. Cenerating Probes
There are several possible ways to alter Packetization Layers to
generate probes. The different techniques incur different overheads

in three areas: difficulty in generating the probe packet (in terns
of Packetization Layer inplenentation conplexity and extra data
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noti on), possible additional network capacity consuned by the probes,
and the overhead of recovering fromfailed probes (both network and
protocol overheads).

Some protocols mght be extended to allow arbitrary padding with
dunmmy data. This greatly sinplifies the inplenentation because the
probi ng can be performed wi thout participation from higher |ayers and
if the probe fails, the nmissing data (the "probe gap") is ensured to
fit within the current MIU when it is retransnmitted. This is
probably the nost appropriate method for protocols that support
arbitrary length options or multiplexing within the protocol itself.

Many Packeti zation Layer protocols can carry pure control nessages
(wi thout any data from hi gher protocol |ayers), which can be padded
to arbitrary lengths. For exanple, the SCTP PAD chunk can be used in
this manner (see Section 10.2). This approach has the advantage that
not hi ng needs to be retransnmitted if the probe is |ost.

These techni ques do not work for TCP, because there is not a separate
length field or other mechanismto differentiate between paddi ng and
real payload data. Wth TCP the only approach is to send additiona
payl oad data in an over-sized segnent. There are at |least two
variants of this approach, discussed in Section 10. 1.

In a few cases, there may be no reasonabl e nechani sns to generate
probes within the Packetization Layer protocol itself. As a |ast
resort, it nmay be possible to rely on an adjunct protocol, such as
| CMP ECHO ("ping"), to send probe packets. See Section 10.3 for
further discussion of this approach

7. The Probing Method
This section describes the details of the MIU probi ng net hod,
i ncluding how to send probes and process error indications necessary
to search for the Path MIU

7.1. Packet Size Ranges

Thi s docunent describes the probing nethod using three state
vari abl es:

search_low. The snallest useful probe size, mnus one. The network
is expected to be able to deliver packets of size search_| ow

search_high: The greatest useful probe size. Packets of size

search_hi gh are expected to be too large for the network to
del i ver.
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eff _pmu: The effective PMIU for this flow This is the |argest
non- probe packet pernmitted by PLPMIUD for the path.

search_| ow eff_pntu search_hi gh

probe size range
Figure 1

When transnitting non-probes, the Packetization Layer SHOULD create
packets of a size less than or equal to eff_pntu.

When transmitting probes, the Packetization Layer MJST sel ect a probe
size that is larger than search_|ow and snmaller than or equal to
sear ch_hi gh.

When probing upward, eff_pmu always equals search_low. In other
states, such as initial conditions, after | CMP PTB nessage processing
or follow ng PLPMIUD on another flow sharing the sane path
representation, eff _pnmtu may be different fromsearch |low. Nornmally,
eff _pmtu will be greater than or equal to search_|l ow and | ess than
search_high. It is generally expected but not required that probe
size will be greater than eff_pntu.

For initial conditions when there is no information about the path,
eff _pmtu nay be greater than search_low. The initial value of
search_| ow SHOULD be conservatively | ow, but perfornance nmay be
better if eff _pntu starts at a higher, | ess conservative, value. See
Section 7. 2.

If eff pntu is larger than search low, it is explicitly permtted to
send non- probe packets |arger than search_|low. Wen such a packet is
acknow edged, it is effectively an "inplicit probe" and search_| ow
SHOULD be raised to the size of the acknow edged packet. However, if
an "inmplicit probe" is lost, it MJIST NOT be treated as a probe
failure as a true probe would be. If eff_pntu is too large, this
condition will only be detected with | CMP PTB nessages or bl ack hole
di scovery (see Section 7.7).
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7.2. Selecting Initial Values

The initial value for search_high SHOULD be the | argest possible
packet that m ght be supported by the flow This nmay be limted by
the I ocal interface MIU, by an explicit protocol mechani sm such as
the TCP MBS option, or by an intrinsic limt such as the size of a
protocol length field. |In addition, the initial value for
search_high MAY be Iimted by a configuration option to prevent
probi ng above some maxi num size. Search_high is likely to be the
same as the initial Path MU as conputed by the classical Path MU
Di scovery al gorithm

It is RECOWENDED that search_|low be initially set to an MIU size
that is likely to work over a very w de range of environments. G ven
today’' s technol ogies, a value of 1024 bytes is probably safe enough
The initial value for search_| ow SHOULD be confi gurabl e.

Properly functioning Path MIU Di scovery is critical to the robust and
efficient operation of the Internet. Any major change (as descri bed
in this docunent) has the potential to be very disruptive if it
causes any unexpected changes in protocol behaviors. The selection
of the initial value for eff_pntu determ nes to what extent a PLPMIUD
i npl enment ati on’ s behavi or resenbl es classical PMIUD i n cases where
the classical nmethod is sufficient.

A conservative configuration would be to set eff_pntu to search_high
and rely on | CMP PTB nessages to set the eff_pntu down as
appropriate. In this configuration, classical PMIUD is fully
functional and PLPMIUD is only invoked to recover fromI|CMP bl ack
hol es through the procedure described in Section 7.7.

In sone cases, where it is known that classical PMIUD is likely to
fail (for exanple, if ICMP PTB nmessages are adninistratively disabled
for security reasons), using a small initial eff_pnmtu will avoid the
costly tineouts required for black hole detection. The trade-off is
that using a snmaller than necessary initial eff_pmtu nmght cause
reduced performance.

Note that the initial eff_pmu can be any value in the range
search_low to search_high. An initial eff_pmu of 1400 bytes mi ght
be a good conpromn se because it would be safe for nearly all tunnels
over all comon networking gear, and yet close to the optimal MIU for
the majority of paths in the Internet today. This night be inproved
by using sone statistics of other recent flows: for exanple, the
initial eff_pmu for a flow night be set to the nmedian of the probe
size for all recent successful probes.
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Since the cost of PLPMIUD is domi nated by the protocol specific

over heads of generating and processing probes, it is probably
desirable for each protocol to have its own heuristics to select the
initial eff _pnmu. It is especially inportant that connectionl ess
protocol s and other protocols that may not receive clear indications
of I CVMP bl ack hol es use conservative (snaller) initial values for
eff _pmtu, as described in Section 10. 3.

There SHOULD be per-protocol and per-route configuration options to
override initial values for eff_pntu and other PLPMIUD state
vari abl es.

7.3. Selecting Probe Size

The probe may have a size anywhere in the "probe size range"

descri bed above. However, a nunber of factors affect the selection
of an appropriate size. A sinple strategy m ght be to do a binary
search hal ving the probe size range with each probe. However, for
sonme protocols, such as TCP, failed probes are nore expensive than
successful ones, since data in a failed probe will need to be
retransmtted. For such protocols, a strategy that raises the probe
size in smaller increments m ght have | ower overhead. For nmany
protocol s, both at and above the Packetization Layer, the benefit of
i ncreasing MIU sizes may follow a step function such that it is not
advant ageous to probe within certain regions at all

As an optimization, it rmay be appropriate to probe at certain conmon
or expected MIU sizes, for exanple, 1500 bytes for standard Ethernet,
or 1500 bytes m nus header sizes for tunnel protocols.

Sonme protocols nmay use other nechani snms to choose the probe sizes.
For exanple, protocols that have certain natural data bl ock sizes
m ght sinply assenbl e nmessages froma nunber of blocks until the
total size is smaller than search_high, and if possible [arger than
search_I| ow.

Each Packeti zation Layer MJST deterni ne when probi ng has converged,
that is, when the probe size range is small enough that further
probing is no longer worth its cost. Wen probing has converged, a
timer SHOULD be set. Wen the timer expires, search_high should be
reset toits initial value (described above) so that probing can
resune. Thus, if the path changes, increasing the Path MIU, then the
floww Il eventually take advantage of it. The value for this tinmer
MJUST NOT be less than 5 nminutes and is recommended to be 10 mi nutes,
per RFC 1981.
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7.4. Probing Preconditions

Bef ore sending a probe, the flow MJST neet at |east the follow ng
condi tions:

o It has no outstanding probes or | osses.

o If the last probe failed or was inconclusive, then the probe
ti meout has expired (see Section 7.6.2).

o The available window is greater than the probe size.

o For a protocol using in-band data for probing, enough data is
avail able to send the probe.

In addition, the tinmely | oss detection algorithns in npost protocols
have pre-conditions that SHOULD be satisfied before sending a probe.
For exanple, TCP Fast Retransnit is not robust unless there are
sufficient segnents following a probe; that is, the sender SHOULD
have enough data queued and sufficient receiver window to send the
probe plus at least Tcprexntthresh [ RFC2760] additi onal segnents.
This restriction may inhibit probing in sone protocol states, such as
too close to the end of a connection, or when the wi ndow is too
smal | .

Prot ocol s MAY del ay sendi ng non-probes in order to accunul ate enough
data to nmeet the pre-conditions for probing. The delayed sending

al gorithm SHOULD use sone self-scaling technique to appropriately
limt the tine that the data is del ayed. For exanple, the returning
ACKs can be used to prevent the window fromfalling by nore than the
anount of data needed for the probe.

7.5. Conducting a Probe

Once a probe size in the appropriate range has been sel ected, and the
above preconditions have been net, the Packetization Layer MAY
conduct a probe. To do so, it creates a probe packet such that its
size, including the outernost | P headers, is equal to the probe size.
After sending the probe it awaits a response, which will have one of
the following results:

Success: The probe is acknow edged as havi ng been received by the
renot e host.

Failure: A protocol nechanismindicates that the probe was |ost, but
no packets in the leading or trailing wi ndow were |ost.
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Tinmeout failure: A protocol nechanismindicates that the probe was
| ost, and no packets in the | eading wi ndow were lost, but is
unabl e to deterni ne whet her any packets in the trailing w ndow
were lost. For example, loss is detected by a tineout, and
go- back-n retransm ssion is used.

I nconcl usive: The probe was lost in addition to other packets in the
| eading or trailing wi ndows.

7.6. Response to Probe Results

When a probe has conpleted, the result SHOULD be processed as
foll ows, categorized by the probe’'s result type.

7.6.1. Probe Success

When the probe is delivered, it is an indication that the Path MU is
at least as large as the probe size. Set search_|ow to the probe
size. |If the probe size is larger than the eff_pntu, raise eff_pntu
to the probe size. The probe size might be snaller than the eff pntu
if the fl ow has not been using the full MIU of the path because it is
subject to sonme other limtation, such as available data in an

i nteractive session.

Note that if a flow s packets are routed via nmultiple paths, or over
a path with a non-determnistic MIU, delivery of a single probe
packet does not indicate that all packets of that size will be
delivered. To be robust in such a case, the Packetization Layer
SHOULD conduct MrIU verification as described in Section 7.8.

7.6.2. Probe Failure

Wien only the probe is lost, it is treated as an indication that the
Path MIU is snaller than the probe size. 1In this case alone, the
| oss SHOULD NOT be interpreted as congestion signal

In the absence of other indications, set search_high to the probe
size minus one. The eff _pmu night be larger than the probe size if
the flow has not been using the full MU of the path because it is
subject to sonme other limtation, such as available data in an
interactive session. |If eff_pmu is larger than the probe size,
eff_pmu MUST be reduced to no larger than search_high, and SHOULD be
reduced to search _low, as the eff_pmu has been deternined to be
invalid, sinmlar to after a full-stop tinmeout (see Section 7.7).
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If an | CvP PTB nessage is received nmatching the probe packet, then
search_high and eff_pmtu MAY be set fromthe MIU value indicated in
the message. Note that the | CVWP nessage may be received either
before or after the protocol |oss indication.

A probe failure event is the one situation under which the

Packeti zation Layer SHOULD i gnore | oss as a congestion signal
Because there is some small risk that suppressing congestion control
m ght have unanti ci pated consequences (even for one isolated |oss),
it is REQU RED that probe failure events be |ess frequent than the
normal period for |osses under standard congestion control
Specifically, after a probe failure event and suppressed congestion
control, PLPMIUD MUST NOT probe again until an interval that is

| arger than the expected interval between congestion control events.
See Section 4 for details. The sinplest estimate of the interval to
t he next congestion event is the same nunber of round trips as the
current congestion wi ndow i n packets.

7.6.3. Probe Tineout Failure

If the loss was detected with a tinmeout and repaired with go-back-n
retransm ssion, then congestion wi ndow reduction will be necessary.
The relatively high price of a failed probe in this case may nerit a
longer time interval until the next probe. A tinme interval that is
five tinmes the non-tineout failure case (Section 7.6.2) is
RECOMVENDED.

7.6.4. Pr obe I nconcl usi ve

The presence of other |osses near the | oss of the probe nmay indicate
that the probe was |ost due to congestion rather than due to an MIu
limtation. 1In this case, the state variables eff _pntu, search_ | ow,
and search_hi gh SHOULD NOT be updated, and the sane-sized probe
SHOULD be attenpted again as soon as the probing preconditions are
met (i.e., once the packetization |ayer has no outstanding
unrecovered losses). At this point, it is particularly appropriate
to re-probe since the flow s congestion window will be at its |owest
point, mnimzing the probability of congestive |osses.

7.7. Full-Stop Timeout

Under all conditions, a full-stop tineout (also known as a
"persistent tineout" in other docunents) SHOULD be taken as an

i ndi cation of some significantly disruptive event in the network,
such as a router failure or a routing change to a path with a smaller
MIU. For TCP, this occurs when the Rl timeout threshold described by
[ RFC1122] expires.
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If there is a full-stop tineout and there was not an | CMP nessage

i ndicating a reason (PTB, Net unreachable, etc., or the | CMP nessage
was ignored for sone reason), the RECOMVENDED first recovery action
is totreat this as a detected | CWP bl ack hole as defined in

[ RFC2923] .

The response to a detected black hol e depends on the current val ues
for search_low and eff_pnmtu. |If eff_pntu is larger than search_| ow
set eff _pntu to search_low. Qherw se, set both eff_pntu and
search_low to the initial value for search_low Upon additiona
successive tinmeouts, search_|low and eff_pntu SHOULD be halved, with a
| ower bound of 68 bytes for IPv4 and 1280 bytes for |IPv6. Even | ower
| ower bounds MAY be pernitted to support |limted operation over links
with MIUs that are smaller than pernitted by the | P specifications.

7. 8. MIU Verification

It is possible for a flow to sinultaneously traverse nultiple paths,
but an inplenentation will only be able to keep a single path
representation for the flow |If the paths have different MIUs,
storing the mnimum MU of all paths in the flow s path

representation will result in correct behavior. |If |ICWMP PTB nessages
are delivered, then classical PMIUD will work correctly in this
si tuati on.

If I1CWP delivery fails, breaking classical PMIUD, the connection will
rely solely on PLPMIUD. In this case, PLPMIUD may fail as well since
it assunes a flow traverses a path with a single MIU. A probe with a
size greater than the m ni mum but snaller than the naxi num of the

Path MIUs may be successful. However, upon raising the flows
effective PMIU, the loss rate will significantly increase. The flow
may still nake progress, but the resultant loss rate is likely to be

unacceptabl e. For exanple, when using two-way round-robin striping,
50% of full-sized packets woul d be dropped.

Striping in this nmanner is often operationally undesirable for other
reasons (e.g., due to packet reordering) and is usually avoi ded by
hashi ng each flowto a single path. However, to increase robustness,
an inplenmentation SHOULD i npl enent sonme form of MIU verification,
such that if increasing eff_pmu results in a sharp increase in |oss
rate, it will fall back to using a | ower MIU

A RECOVMENDED strategy would be to save the value of eff _pntu before
raising it. Then, if loss rate rises above a threshold for a period
of time (e.g., loss rate is higher than 10% over multiple

retransm ssion tinmeout (RTO intervals), then the new MU is
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considered incorrect. The saved val ue of eff_pntu SHOULD be
restored, and search_high reduced in the same manner as in a probe
failure. PLPMIUD inpl ementati ons SHOULD i npl ement MIU verification.

8. Host Fragnentation

Packeti zation Layers SHOULD avoi d sendi ng nessages that will require
fragmentation [Kent87] [frag-errors]. However, entirely preventing
fragmentation is not always possible. Sonme Packetization Layers,
such as a UDP application outside the kernel, may be unable to change
the size of messages it sends, resulting in datagram sizes that
exceed the Path Mru

| Pv4 pernitted such applications to send packets without the DF bit
set. Oversized packets wi thout the DF bit set would be fragnmented in
the network or sending host when they encountered a link with an MIU
smal l er than the packet. |In sonme case, packets could be fragnented
nore than once if there were cascaded |inks with progressively
smal l er MIUs. This approach is NOT RECOVMENDED.

It is RECOWENDED that |Pv4 inplenmentations use a strategy that
mmcs IPv6 functionality. Wen an application sends datagrans that
are larger than the effective Path MIU, they SHOULD be fragnented to
the Path MU in the host IP layer even if they are smaller than the
MIU of the first link, directly attached to the host. The DF bit
SHOULD be set on the fragments, so they will not be fragnmented again
in the network. This technique will mnininize the l|ikelihood that
applications will rely on I Pv4 fragnentation in a way that cannot be
inplemented in I Pv6. At |east one nmajor operating system al ready
uses this strategy. Section 9 describes sone exceptions to this rule
when the application is sending oversized packets for probing or

di agnosti c purposes.

Since protocols that do not inplenent PLPMIUD are still subject to
probl ens due to I CVWP black holes, it may be desirable to limt to
these protocols to "safe" MIUs likely to work on any path (e.g., 1280
bytes). Allow any protocol inplenenting PLPMIUD to operate over the
full range supported by the |ower |ayer

Note that IP fragnmentation divides data into packets, so it is
mnimally a Packetization Layer. However, it does not have a
mechani smto detect |ost packets, so it cannot support a native

i mpl enentati on of PLPMIUD. Fragnentation-based PLPMIUD requires an
adj unct protocol as described in Section 10. 3.
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9.

10.

10.

Appl i cation Probing

Al'l i nplenmentations MJST i nclude a nmechani sm where applications using
connectionl ess protocols can send their own probes. This is
necessary to inplenment PLPMIUD in an application protocol as
described in Section 10.4 or to inplenent diagnostic tools for
debuggi ng problenms with PMIUD. There MJST be a nechani smthat
pernmits an application to send datagrans that are larger than
eff_pmtu, the operating systens estimate of the Path MIU, without
being fragnented. |If these are | Pv4 packets, they MJST have the DF
bit set.

At this tinme, nost operating systens support two nodes for sending
datagrans: one that silently fragnents packets that are too |arge
and anot her that rejects packets that are too large. Neither of
these nodes is suitable for inplementing PLPMIUD i n an application or
di agnosi ng problens with Path MIU Di scovery. A third node is

REQUI RED where the datagramis sent even if it is larger than the
current estimate of the Path MIuU

| mpl enenting PLPMIUD in an application also requires a nechani sm
where the application can informthe operating system about the

out come of the probe as described in Section 7.6, or directly update
search_| ow, search_high, and eff_pntu, described in Section 7. 1.

Di agnostic applications are useful for finding PMIUD probl ens, such
as those that m ght be caused by a defective router that returns | CW
PTB nessages with incorrect size information. Such problens can be
nmost quickly located with a tool that can send probes of any
specified size, and collect and display all returned | CMP PTB
nessages.

Speci fic Packetization Layers

Al'l Packetization Layer protocols nust consider all of the issues

di scussed in Section 6. For many protocols, it is straightforward to
address these issues. This section discusses specific details for

i mpl enmenting PLPMIUD with a couple of protocols. It is hoped that
the descriptions here will be sufficient illustration for

i npl ementers to adapt to additional protocols.

1. Probing Method Using TCP

TCP has no mechani smto distinguish in-band data from paddi ng.
Therefore, TCP nust generate probes by appropriately segmenting data.
There are two approaches to segnmentation: overlapping and non-
over | appi ng.
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In the non-overl appi ng nethod, data is segnented such that the probe

and any subsequent segnents contain no overlapping data. |If the
probe is lost, the "probe gap”" will be a full probe size m nus
headers. Data in the probe gap will need to be retransmitted with

multiple smaller segnents.

TCP sequence nunber

t <emme>
i Cemmmmmo- > (probe)
m <---->
e
(probe | ost)
<> (probe gap retransnitted)

<-->
Figure 2

An alternate approach is to send subsequent data overl apping the
probe such that the probe gap is equal in length to the current MSS.
In the case of a successful probe, this has added overhead in that it
will send sonme data twice, but it will have to retransnit only one

segrment after a lost probe. Wien a probe succeeds, there will likely
be sonme duplicate acknowl edgnents generated due to the duplicate data
sent. It is inportant that these duplicate acknow edgnents not

trigger Fast Retransnmit. As such, an inplenentation using this
approach SHOULD linmit the probe size to three tines the current MS
(causing at nost 2 duplicate acknow edgnents), or appropriately
adjust its duplicate acknow edgnment threshold for data i mediately
after a successful probe.
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10.

TCP sequence nunber

t <emma>
D > (probe)
m <---->
e <---->
(probe | ost)
<----> (probe gap retransnitted)

Fi gure 3

The choi ce of which segnentation nmethod to use should be based on
what is sinplest and nost efficient for a given TCP inplenentation

2. Probing Method Using SCTP

In the Stream Control Transm ssion Protocol (SCTP) [RFC2960], the
application wites nessages to SCTP, which divides the data into
smal l er "chunks" suitable for transm ssion through the network. Each
chunk is assigned a Transnission Sequence Nunmber (TSN). Once a TSN
has been transmitted, SCTP cannot change the chunk size. SCTP multi -
path support normally requires SCTP to choose a chunk size such that
its nmessages to fit the smallest PMIU of all paths. Although not
required, inplenentations may bundle multiple data chunks together to
make | arger | P packets to send on paths with a larger PMIU. Note
that SCTP nust independently probe the PMIU on each path to the peer

The RECOMMENDED net hod for generating probes is to add a chunk

consi sting only of padding to an SCTP nessage. The PAD chunk defi ned
in [ RFC4820] SHOULD be attached to a m ni num | engt h HEARTBEAT ( HB)
chunk to build a probe packet. This nethod is fully conpatible with
all current SCTP inpl enentations.

SCTP MAY al so probe with a nethod sinmilar to TCP s described above,
using inline data. Using such a nethod has the advantage that
successful probes have no additional overhead; however, failed probes
will require retransm ssion of data, which may inpact fl ow

per f or mance.
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10.3. Probing Method for | P Fragnentation

There are a few protocols and applications that normally send | arge
datagranms and rely on I P fragmentation to deliver them It has been
known for a long tinme that this has sone undesirabl e consequences
[Kent87]. More recently, it has cone to light that |Pv4
fragmentation is not sufficiently robust for general use in today’'s
Internet. The 16-bit IP identification field is not |arge enough to
prevent frequent mis-associated IP fragnents, and the TCP and UDP
checksuns are insufficient to prevent the resulting corrupted data
frombeing delivered to higher protocol |ayers [frag-errors].

As nentioned in Section 8, datagram protocols (such as UDP) m ght
rely on IP fragnentati on as a Packetization Layer. However, using IP
fragmentation to inplenment PLPMIUD i s problematic because the IP

| ayer has no nmechani smto deternine whether the packets are
ultimately delivered to the far node, without direct participation by
the application.

To support I P fragnmentation as a Packetization Layer under an

unnodi fied application, an inplenmentation SHOULD rely on the Path MIU
sharing described in Section 5.2 plus an adjunct protocol to probe
the Path MIU. There are a nunber of protocols that m ght be used for
t he purpose, such as |ICMP ECHO and ECHO REPLY, or "traceroute" style
UDP datagrans that trigger | CVWP nessages. Use of |CWP ECHO and ECHO
REPLY wi || probe both forward and return paths, so the sender will
only be able to take advantage of the ninimum of the two. O her

nmet hods that probe only the forward path are preferred if avail abl e.

Al'l of these approaches have a nunber of potential robustness
problens. The nost likely failures are due to |l osses unrelated to
MIU (e.g., nodes that discard sonme protocol types). These non- MU
rel ated | osses can prevent PLPMIUD fromraising the MU, forcing IP
fragmentation to use a smaller MIU t han necessary. Since these
failures are not likely to cause interoperability problens they are
relatively benign.

However, other nore serious failure nodes do exist, such as m ght be
caused by niddl e boxes or upper-layer routers that choose different

paths for different protocol types or sessions. In such
environnments, adjunct protocols may legitimtely experience a
different Path MIU than the primary protocol. |f the adjunct

protocol finds a larger MU than the primary protocol, PLPMIUD nay
sel ect an MIU that is not usable by the primary protocol. Although
this is a potentially serious problem this sort of situation is
likely to be viewed as incorrect by a |arge nunber of observers, and
thus there will be strong notivation to correct it.
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10.

Si nce connectionless protocols mght not keep enough state to

ef fectively diagnose MIU bl ack holes, it woul d be nore robust to err
on the side of using too snall of an initial MU (e.g., 1 kByte or

| ess) prior to probing a path to neasure the MIU. For this reason

i npl enment ations that use IP fragnmentati on SHOULD use an initial
eff_pmtu, which is selected as described in Section 7.2, except using
a separate global control for the default initial eff_ntu for
connectionl ess protocol s.

Connectionl ess protocols also introduce an additional problemw th
mai ntai ning the path informati on cache: there are no events
correspondi ng to connection establishment and tear-down to use to
manage the cache itself. A natural approach would be to keep an

i mut abl e cache entry for the "default path", which has a eff_pntu
that is fixed at the initial value for connectionless protocols. The
adj unct Path MIU Di scovery protocol would be invoked once the nunber
of fragnmented datagrans to any particul ar destination reaches sone
configurable threshold (e.g., 5 datagrans). A new path cache entry
woul d be created when the adjunct protocol updates eff_ pntu, and
deleted on the basis of a tinmer or a Least Recently Used cache

repl acenent al gorithm

4. Probing Method Using Applications

The di sadvantages of relying on IP fragnentation and an adj unct
protocol to perform Path MU Di scovery can be overcome by

i mpl ementing Path MIU Di scovery within the application itself, using
the application’s own protocol. The application nmust have sone

sui tabl e nethod for generating probes and have an accurate and tinely
mechani smto determnm ne whether the probes were |ost.

I deally, the application protocol includes a |ightweight echo
function that confirms nmessage delivery, plus a mechanismfor padding
the messages out to the desired probe size, such that the padding is
not echoed. This conbination (akin to the SCTP HB plus PAD) is
RECOMVENDED because an application can separately neasure the MIU of
each direction on a path with asymetrical MIUs.

For protocols that cannot inplenent PLPMIUD with "echo plus pad"
there are often alternate nmethods for generating probes. For
exanpl e, the protocol may have a variable |length echo that

ef fectively neasures mni num MU of both the forward and return
path’s, or there may be a way to add padding to regul ar nessages
carrying real application data. There nmay also be alternate ways to
segment application data to generate probes, or as a last resort, it
may be feasible to extend the protocol w th new nessage types
specifically to support MIU di scovery.
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11.

12.

12.

Note that if it is necessary to add new nessage types to support
PLPMIUD, the npbst general approach is to add ECHO and PAD nessages,
which pernit the greatest possible latitude in how an application-
specific inplenentation of PLPMIUD interacts with other applications
and protocols on the same end system

Al'l application probing techniques require the ability to send
nessages that are larger than the current eff_pntu described in
Section 9.

Security Considerations

Under all conditions, the PLPMIUD procedures described in this
docunent are at |east as secure as the current standard Path MIuU
Di scovery procedures described in RFC 1191 and RFC 1981

Since PLPMIUD i s designed for robust operation w thout any | CWMP or
ot her nessages fromthe network, it can be configured to ignore all

| CMP nessages, either globally or on a per-application basis. In
such a configuration, it cannot be attacked unless the attacker can
identify and cause probe packets to be lost. Attacking PLPMIUD
reduces performance, but not as nuch as attacking congestion contro
by causing arbitrary packets to be lost. Such an attacker m ght do
far nore danage by conpletely disrupting specific protocols, such as
DNS.

Si nce packetization protocols nay share state with each other, if one
packetization protocol (particularly an application) were hostile to
other protocols on the sane host, it could harm performance in the
other protocols by reducing the effective MIU. |If a packetization
protocol is untrusted, it should not be allowed to wite to shared

st at e.
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