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Abst ract

When the establishment of a higher priority (Traffic Engineering
Label Switched Path) TE LSP requires the preenption of a set of |ower
priority TE LSPs, a node has to nake a |l ocal decision to select which
TE LSPs will be preenpted. The preenpted LSPs are then rerouted by
their respective Head-end Label Switch Router (LSR). This docunent
presents a flexible policy that can be used to achi eve different

obj ectives: preenpt the lowest priority LSPs; preenpt the mninm
nunber of LSPs; preenpt the set of TE LSPs that provide the closest
anount of bandwidth to the required bandwidth for the preenpting TE
LSPs (to nminimze bandwi dth wastage); preenpt the LSPs that will have
t he maxi num chance to get rerouted. Sinulation results are given and
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1

Moti vation

The | ETF Traffic Engi neering Wrking Goup has defined the

requi renents and protocol extensions for DiffServ-aware MPLS Traffic
Engi neering (DS-TE) [ RFC3564] [RFC4124]. Several Bandwi dth
Constraint nodels for use with DS-TE have been proposed [ RFC4127]

[ RFC4128] [RFC4126] and their perfornance was anal yzed with respect
to the use of preenption.

Preenption can be used as a tool to help ensure that high priority
LSPs can al ways be routed through relatively favorabl e paths.
Preenption can also be used to inplenent various prioritized access
policies as well as restoration policies following fault events

[ RFC2702] .

Al t hough not a mandatory attribute in the traditional |IP world,
preenption becones inportant in networks using online, distributed
Constrai ned Shortest Path First (CSPF) strategies for their Traffic
Engi neering Label Switched Path (TE LSP) path conputation to linmt
the inpact of bandwi dth fragmentation. Moreover, preenption is an
attractive strategy in an MPLS network in which traffic is treated in
a differentiated nanner and hi gh-inportance traffic may be given
special treatnment over |ower-inportance traffic [ DEC- PREP, ATM PREP].
Neverthel ess, in the DS-TE approach, whose issues and requirenents
are discussed in [ RFC3564], the preenption policy is considered an

i mportant piece on the bandwi dth reservati on and managenent puzzle,
but no preenption strategy is defined. Note that preenption also

pl ays an inportant role in regular MPLS Traffic Engi neering
environnments (with a single pool of bandw dth).

Thi s docunent proposes a flexible preenption policy that can be
adjusted in order to give different weight to various preenption
criteria: priority of LSPs to be preenpted, nunber of LSPs to be
preenpt ed, anount of bandwi dth preenpted, blocking probability. The
i nplications (cascading effect, bandw dth wastage, priority of
preenpted LSPs) of selecting a certain order of inportance for the
criteria are discussed for the exanples given

I nt roducti on

In [ RFC2702], issues and requirenments for Traffic Engineering in an
MPLS network are highlighted. In order to address both traffic-
oriented and resource-oriented performance objectives, the authors
point out the need for priority and preenption paraneters as Traffic
Engi neering attributes of traffic trunks. The notion of preenption
and preenption priority is defined in [ RFC3272], and preenption
attributes are defined in [RFC2702] and [ RFC3209].
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Atraffic trunk is defined as an aggregate of traffic flows bel onging
to the sane class that are placed inside an LSP [RFC3564]. In this
context, preenption is the act of selecting an LSP that will be
renoved froma given path in order to give roomto another LSP with a
hi gher priority (lower preenption nunber). Mre specifically, the
preenption attributes determ ne whether an LSP with a certain setup
preenption priority can preenpt another LSP with a | ower hol di ng
preenption priority froma given path, when there is conpetition for
avai l abl e resources. Note that conpeting for resources is one
situation in which preenption can be triggered, but other situations
may exist, thenselves controlled by a policy.

For readability, a nunber of definitions from][RFC3564] are repeated
her e:

O ass-Type (CT): The set of Traffic Trunks crossing a link that is
governed by a specific set of Bandwi dth constraints. CT is used for
t he purposes of |ink bandwi dth all ocation, constraint-based routing,
and admi ssion control. A given Traffic Trunk belongs to the sane CT
on all Iinks.

TE-C ass: A pair of:
i. A dass-Type.

ii. A preenption priority allowed for that C ass-Type. This means
that an LSP transporting a Traffic Trunk fromthat C ass-Type can use
that preenption priority as the set-up priority, as the hol ding
priority, or both.

By definition, there nay be nore than one TE-Cl ass using the sane CT,
as long as each TE-CO ass uses a different preenption priority. Also,
there nay be nore than one TE-Class with the same preenption
priority, provided that each TE-C ass uses a different CT. The
networ k admini strator may define the TE-Cl asses in order to support
preenption across CIs, to avoid preenption within a certain CT, or to
avoi d preenption conpletely, when so desired. To ensure coherent
operation, the sane TE-Cl asses must be configured in every Label

Swi tched Router (LSR) in the DS-TE domain.

As a consequence of a per-TE-C ass treatnent, the Interior Gateway
Protocol (I1GP) needs to advertise separate Traffic Engi neering
information for each TE-Cl ass, which consists of the Unreserved
Bandwi dth (UB) information [RFC4124]. The UB information will be
used by the routers, checking against the bandw dth constraint nodel
paraneters, to decide whether preenption is needed. Details on how
to calculate the UB are given in [RFC4124].
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3.

LSP Setup Procedure and Preenption

A new LSP setup request has two inportant parameters: bandw dth and
preenption priority. The set of LSPs to be preenpted can be sel ected
by optim zing an objective function that represents these two
paraneters, and the nunber of LSPs to be preenpted. More
specifically, the objective function could be any, or a conbination
of the follow ng [ DEC- PREP, ATM PREP] :

* Preenpt the LSPs that have the least priority (preenption
priority). The Qality of Service (QS) of high priority traffic
woul d be better satisfied, and the cascadi ng ef fect described bel ow
can be limted.

* Preenpt the | east nunber of LSPs. The nunber of LSPs that need to
be rerouted woul d be | ower.

* Preenpt the |east anobunt of bandwidth that still satisfies the
request. Resource utilization could be inproved. The preenption
of larger TE LSPs (nore than requested) by the newy signaled TE
LSP inplies a larger amount of bandwi dth to be rerouted, which is
likely to increase the probability of blocking (inability to find a
path for some TE LSPs)

* Preenpt LSPs that nminimze the blocking probability (risk that
preenpted TE LSP cannot be rerouted).

After the preenption selection phase is finished, the selected LSPs
are signaled as preenpted and the new LSP is established (if a new
path satisfying the constraints can be found). The UB information is
then updated via flooding of an | GP-TE update and/or sinply pruning
the link where preenption occurred. Figure 1 shows a flowchart that
sunmari zes how each LSP setup request is treated in a preenption-
enabl ed scenari o.
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LSP Set up Request
(TE-d ass i, bw=r)
|
|

s NO
UB[TE-Class i] >=r ? ------- > Reject LSP
Setup and flood an updated | GP-TE
| LSA/ LSP
| YES
s NO
Preenption Needed ? ------- > Setup LSP/Update UB if a threshold is
| crossed
| YES
%
Preenption - Setup LSP/ Reroute Preenpted LSPs
Al gorithm Update UB

Figure 1: Flowchart for LSP setup procedure.

In [ DEC- PREP], the authors propose connection preenption policies
that optim ze the discussed criteria in a given order of inportance:
nunber of LSPs, bandwi dth, and priority; bandwi dth, priority, and
nunber of LSPs. The novelty in our approach is the use of an

obj ective function that can be adjusted by the service provider in
order to stress the desired criteria. No particular criteria order
is enforced. Moreover, a new criterion is added to the objective
function: optinize the bl ocking probability (to minimze the risk
that an LSP is not rerouted after being preenpted).

4. Preenption Cascadi ng

The decision of preenpting an LSP may cause other preenptions in the
network. This is called preenption cascading effect and different
cascadi ng | evel s nay be achi eved by the preenption of a single LSP
The cascading levels are defined in the foll owi ng manner: when an LSP
is preenpted and rerouted w thout causing any further preenption, the
cascading is said to be of |level zero. However, when a preenpted LSP
is rerouted, and in order to be established in the newroute it also
causes the preenption of other LSPs, the cascading is said to be of

I evel 1, and so on

Preenption cascading is not desirable and therefore policies that
mnimze it are of interest. Typically, this can result in severe

network instabilities. In Section 5, a new versatile preenption
heuristic will be presented. |In Section 6, preenption sinulation
results will be discussed and the cascading effect will be analyzed
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5. Preenption Heuristic
5.1. Preenpting Resources on a Path

It is inmportant to note that once a request for an LSP setup arrives,
each LSR along the TE LSP path checks the available bandwidth on its
outgoing link. For the links in which the available bandwi dth is not
enough, the preenption policy needs to be activated in order to
guarantee the end-to-end bandwi dth reservation for the new LSP. This
is a distributed approach, in which every node on the path is
responsi ble for running the preenption algorithm and determ ning
which LSPs woul d be preenpted in order to fit the new request. A

di stributed approach may not lead to an optinmal solution

Alternatively, in a centralized approach, a manager entity runs the
preenption policy and determines the best LSPs to be preenpted in
order to free the required bandwidth in all the |links that conpose
the path. The preenption policy would try to select LSPs that
overlap with the path being considered (preenpt a single LSP that
overlaps with the route versus preenpt a single LSP on every link
that belongs to the route).

Both centralized and distributed approaches have advantages and
drawbacks. A centralized approach would be nore precise, but require
that the whol e network state be stored and updated accordi ngly, which
rai ses scalability issues. 1In a network where LSPs are nostly
static, an offline decision can be made to reroute LSPs and the
centralized approach could be appropriate. However, in a dynanic
network in which LSPs are set up and torn down in a frequent manner
because of new TE LSPs, bandwi dth increase, reroute due to failure,
etc., the correctness of the stored network state could be
qguestionable. Mreover, the setup time is generally increased when
conmpared to a distributed solution. |In this scenario, the

di stributed approach would bring nore benefits, even when resulting
in a non-optimal solution (The gain in optimality of a centralized
approach conpared to a distributed approach depends on many factors:
networ k topol ogy, traffic matrix, TE strategy, etc.). A distributed
approach is also easier to be inplenented due to the distributed
nature of the current Internet protocols.

Since the current Internet routing protocols are essentially

di stributed, a decentralized approach was selected for the LSP
preenption policy. The paraneters required by the new preenption
policies are currently available for OSPF and Internediate Systemto
Internediate System (1S-19S).

de diveira, et al. I nf or mat i onal [ Page 7]



RFC 4829 LSP Preenption Policies for MPLS-TE April 2007

5.2. Preenption Heuristic Al gorithm

Consi der a request for a new LSP setup with bandwi dth b and setup
preenption priority p. Wen preenption is needed, due to |l ack of
avai |l abl e resources, the preenptable LSPs will be chosen anong the
ones with | ower holding preenption priority (higher nunerical val ue)
in order to fit r=b-Abw(l). The variable r represents the actua
bandwi dth that needs to be preenpted (the requested, b, minus the
avai |l abl e bandwi dth on link I: Abw(Il)).

L is the set of active LSPs having a hol ding preenption priority

|l ower (nunerically higher) than p. So L is the set of candidates for
preenption. b(l) is the bandwi dth reserved by LSP | in L, expressed
in bandwi dth units, and p(l) is the holding preenption priority of
LSP I .

In order to represent a cost for each preenption priority, an

associ ated cost y(l) inversely related to the hol ding preenption
priority p(l) is defined. For sinplicity, a linear relation
y(1)=8-p(l) is chosen. y is a cost vector with L conmponents, y(l). b
is a reserved bandwi dth vector with dinmension L, and conponents b(l).

Concerni ng the objective function, four nmain objectives can be
reached in the selection of preenpted LSPs:

mnimze the priority of preenpted LSPs
m nimze the nunber of preenpted LSPs,
m nimze the preenpted bandwi dt h,

m ni m ze the bl ocking probability.

E

To have the w dest choice on the overall objective that each service
provi der needs to achieve, the foll owi ng equati on was defined (for
simplicity chosen as a weighted sum of the above mentioned criteria):
H(l)= al pha y(l) + beta 1/b(l) + gamma (b(l)-r)"2 + theta b(l)

In this equation:

- alpha y(l) captures the cost of preenpting high priority LSPs.

- beta 1/b(l) penalizes the preenption of |ow bandw dth LSPs,
capturing the cost of preenpting a | arge nunber of LSPs.

- ganma (b(l)-r)”2 captures the cost of preenption of LSPs that are
much larger or nuch smaller than r.

- theta b(l) captures the cost of preenpting |arge LSPs.
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Coefficients al pha, beta, gamm, and theta can be chosen to enphasize
one or nore conponents of H

The coefficient theta is defined such that theta = 0 if gamm > 0.
This is because when trying to mninize the bl ocking probability of
preenpted LSPs, the heuristic gives preference to preenpting severa
smal | LSPs (therefore gamma, which is the weight for mnimzing the
preenpt ed bandwi dth enforcing the selection of LSPs with simlar
anount of bandwi dth as the requested, needs to be set as zero). The
selection of several small LSPs in a normally | oaded portion of the
network will increase the chance that such LSPs are successfully
rerouted. Moreover, the selection of several snmall LSPs nmay not

i mply preenpting nuch nore than the required bandwidth (resulting in
| ow bandwi dt h wastage), as it will be seen in the discussed exanpl es.
When preenption is to happen in a heavy | oaded portion of the

network, to mnimze blocking probability, the heuristic will select
fewer LSPs for preenption in order to increase the chance of
rerouting.

His calculated for each LSP in L. The LSPs to be preenpted are
chosen as the ones with smaller H that add enough bandwi dth to
acconmodate r. \When sorting LSPs by H LSPs with the sane val ue for
H are ordered by bandwidth b, in increasing order. For each LSP with
repeated H, the algorithmchecks whet her the bandwidth b assigned to
only that LSP is enough to satisfy r. |If there is no such LSP, it
checks whether the bandwi dth of each of those LSPs added to the
previously preenpted LSPs’ bandwi dth is enough to satisfy r. |[If that
is not true for any LSP in that repeated H val ue sequence, the

al gorithm preenpts the LSP that has the | arger anount of bandwi dth in
t he sequence, and keeps preenpting in decreasing order of b until r
is satisfied or the sequence is finished. |f the sequence is
finished and r is not satisfied, the algorithmagain selects LSPs to
be preenpted based on an increasing order of H Mre details on the
al gorithm are given in [ PREEMPTI QN] .

When the objective is to mnimze blocking, the heuristic will foll ow
two options on howto calculate H

* |f the link in which preenption is to happen is nornally | oaded,
several small LSPs will be selected for preenption using H(l)=
al pha y(1) + theta b(l).

* |f the link is overloaded, few LSPs are sel ected using H(l)= al pha
y(l) + beta 1/b(l).
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6. Exanples
6.1. Sinple Case: Single Link

We first consider a very sinple case, in which the path considered
for preenption is conposed by a single hop. The objective of this
exanple is to illustrate how the heuristic works. In the next
section, we will study a nore conplex case in which the preenption
policies are being tested on a network.

Consider a link with 16 LSPs with reserved bandwi dth b in Mps,

preenption holding priority p, and cost y, as shown in Table 1. In

this exanple, 8 TE-Cl asses are active. The preenption here is being

performed on a single link as an illustrative exanple.
LSP L1 L2 L3 L4 L5 L6 L7 L8
Bandwi dt h (b) 20 10 60 25 20 1 75 45
Priority (p) 1 2 3 4 5 6 7 5
Cost (y) 7 6 5 4 3 2 1 3
LSP L9 L10 L1121 L12 L13 L14 L15 L16
Bandwi dt h (b) 100 5 40 8 50 20 70 25
Priority (p) 3 6 4 5 2 3 4 7
Cost (y) 5 2 4 3 6 5 4 1

Table 1: LSPs in the considered |ink

A request for an LSP establishnment arrives with r=175 Mps and p=0
(highest possible priority, which inplies that all LSPs with p>0 in
Table 1 will be considered when running the algorithm. Assune
Abw( | ) =0.

If priority is the only inportant criterion, the network operator
configures al pha=1, beta=gamma=theta=0. 1In this case, LSPs L6, L7,
L10, L12, and L16 are selected for preenption, freeing 191 bandw dth
units to establish the high-priority LSP. Note that 5 LSPs were
preenpted, but all with a priority level between 5 and 7.

In a network in which rerouting is an expensive task to perform (and
t he nunber of rerouted TE LSPs should be as snall as possible), one
m ght prefer to set beta=1 and al pha=ganma=t heta=0. LSPs L9 and L12
woul d then be selected for preenption, adding up to 185 bandwi dth
units (less wastage than the previous case). The priorities of the
selected LSPs are 3 and 5 (which neans that they night thensel ves
preenpt sone other LSPs when rerouted).

de diveira, et al. I nf or mat i onal [ Page 10]



RFC 4829 LSP Preenption Policies for MPLS-TE April 2007

Suppose the network operator decides that it is nore appropriate to
configure al pha=1, beta=10, ganma=0, theta=0 (the paraneters were set
to val ues that woul d bal ance the wei ght of each conponent, nanely
priority and nunber, in the cost function), because in this network
rerouting is very expensive, LSP priority is inportant, but bandw dth
is not acritical issue. |In this case, LSPs L7, L12, and L16 are

sel ected for preenption. This configuration results in a snaller
nunmber of preenpted LSPs when conpared to the first case, and the
priority levels are kept between 5 and 7.

To take into account the nunber of LSPs preenpted, the preenption
priority, and the anount of bandw dth preenpted, the network operator
may set alpha > 0, beta > 0, and gac”ma > 0.  To achi eve a bal ance
anong the three conponents, the paraneters need to be normalized.
Aimng for a balance, the paraneters could be set as al pha=1, beta=10
(bringing the term1/b(l) closer to the other paraneters), and
gamma=0. 001 (bringing the value of the term (b(l)-r)”2 closer to the
other paranmeters). LSPs L7 and L9 are selected for preenption
resulting in exactly 175 bandwi dth units and with priorities 3 and 7
(note that less LSP are preenpted but they have a higher priority
which may result in a cascading effect).

If the minimzation of the blocking probability is the criterion of
nost interest, the cost function could be configured with theta=1

al pha=bet a=gamma=0. | n that case, several small LSPs are sel ected
for preenption: LSPs L2, L4, L5, L6, L7, L10, L14, and L16. Their
preenption will free 181 Mips in this link, and because the selected
LSPs have small bandwi dth requirement there is a good chance that
each of themw Il find a new route in the network.

From the above exanple, it can be observed that when the priority was
t he hi ghest concern and the nunmber of preenpted LSPs was not an
issue, 5 LSPs with the |owest priority were selected for preenption
When only the nunber of LSPs was an issue, the m ni mum nunmber of LSPs
was selected for preenption: 2, but the priority was higher than in
the previous case. Wien priority and nunber were inportant factors
and a possible waste of bandwi dth was not an issue, 3 LSPs were

sel ected, adding nore bandw dth than requested, but still with | ow
preenption priority. Wen considering all the paraneters but the

bl ocki ng probability, the smallest set of LSP was selected, 2, adding
just enough bandw dth, 175 Mops, and with priority levels 3 and 7.

When the bl ocking probability was the criterion of interest, severa
(8) snmall LSPs were preenpted. The bandwi dth wastage is |ow, but the
nurmber of rerouting events will increase. G ven the bandw dth

requi renent of the preenpted LSPs, it is expected that the chances of
finding a newroute for each LSP will be high
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6.2. Network Case

For these experinents, we consider a 150 nodes topology with an
average network connectivity of 3. 10% of the nodes in the topol ogy
have a degree of connectivity of 6. 10%of the Iinks are OC3, 70% are
OC48, and 20% are OC192.

Two classes of TE LSPs are in use: Voice LSPs and Data | nternet/VPN
LSPs. For each class of TE LSP, the set of preenptions (and the
proportion of LSPs for each preenption) and the size distributions
are as follows (a total of T LSPs is considered):

T. total nunber of TE LSPs in the network (T = 18, 306 LSPs)
Voi ce:

Nunber: 20% of T
Preenption: 0, 1 and 2
Size: uniformdistribution between 30M and 50M

I nt ernet/ VPN TE:

Nunber: 4% of T
Preenption: 3
Size: uniformdistribution between 20M and 50M

Nunmber: 8% of T
Preenption 4
Size: uniformdistribution between 15M and 40M

Nunmber: 8% of T
Preenption 5
Size: uniformdistribution between 10M and 20M

Nunber: 20% of T
Preenption 6
Size: uniformdistribution between 1M and 20M

Nunber: 40% of T
Preenption 7
Size: uniformdistribution between 1K and 1M

LSPs are set up nainly due to network failure: a link or a node
failed and LSPs are rerouted.
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The network failure events were sinmulated with two functions:

- Constant: 1 failure chosen randomly anong the set of links every 1
hour .

- Poi sson process with interarrival average = 1 hour.

Table 2 shows the results for simulations with constant failure. The
simul ations were run with the preenption heuristic configured to

bal ance different criteria (left side of the table), and then wth
different preenption policies that consider the criteria in a given
order of inportance rather than bal ancing them (right side of the
tabl e).

The proposed heuristic was configured to bal ance the foll ow ng
criteria:

HPB: The heuristic with priority and bandw dth wastage as the nost
important criteria (al pha=10, beta=0, gamma=0. 001, theta=0).

HBl ock: The heuristic considering the mnininization of bl ocking
probability (normal |oad |inks: al pha=1, beta=0, gamma=0, theta=0.01)
(heavy | oad |inks: al pha=1, beta=10).

HNB: The heuristic with nunber of preenptions and wasted bandwidth in
consi derati on (al pha=0, beta=10, gammma=0.001, theta=0).

O her algorithns that consider the criteria in a given order of
i mport ance:

P. Sorts candidate LSPs by priority only.

PN: Sorts the LSPs by priority, and for cases in which the priority
is the same, orders those LSPs by decreasing bandw dth (sel ects

| arger LSPs for preenption in order to mnimze nunber of preenpted
LSPs) .

PB: Sorts the LSPs by priority, and for LSPs with the same priority,

sorts those by increasing bandwi dth (select smaller LSPs in order to
reduce bandw dt h wast age).
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| Heuri stic | O her al gorithns |

| HPB | HBlock|] HNB | P | PN | PB
Need to be | 532 | 532 | 532 | 532 | 532 | 532
Rer out ed | | | | | | |
Preenpt ed | 612 | 483 | 619 | 504 | 477 | 598
Rer out ed | 467] 769 341| 73% 475| 77% 347| 69% 335| 70% 436| 73%
Bl ocked | 145] 249% 130| 27% 144] 23% 157| 319% 142| 30% 162| 27%
Max Cascadi ng | 4.5 | 2 | 5 | 2.75 | 2 | 2.75

Wast ed Bandwi dt hj | | | | |
AVR (Mops) | 6638 | 532 | 6479 | 8247 | 8955 | 6832 |
Worst Case(Mops)| 35321 | 26010 |36809 | 28501 | 31406 | 23449 |

Priority | | | | | | |
Aver age | 6 | 6.5 | 5.8 | 6.6 | 6.6 | 6.6
Wor st Case | 1.5 | 3.8 | 1.2 | 3.8 | 3.8 | 3.8
Extra Hops | | | | | | |
Aver age | 0.23 ] 0.25 | 0.22 | 0.25 | 0.25 | 0.23
Wor st Case | 3.25| 3 | 3.2 | 3 | 3 | 2.75

Table 2: Sinmulation results for constant network failure:
1 random failure every hour

From Tabl e 2, we can conclude that anong the heuristic (HPB, HBIock
HNB) results, HBlock resulted in the smaller nunber of LSPs being
preenpted. Mre inportantly, it also resulted in an overall snaller
rejection rate and snall er average wasted bandw dth (and second
overall smaller worst-case wasted bandw dth.)

Al t hough HBl ock does not try to nininmize the nunber of preenpted
LSPs, it ends up doing so, because it preenpts LSPs with | ower
priority nmostly, and therefore it does not propagate cascadi ng nmuch
further. Cascading was the overall |owest (preenption caused at nost
two | evel s of preenption, which was also the case for the policy PN)
The average and worst preenption priority was very satisfactory
(preenpting nostly lowest-priority LSPs, |ike the other algorithns P,
PN, and PB).

When HPB was in use, nore LSPs were preenpted as a consequence of the

hi gher cascading effect. That is due to the heuristic’s choice of
preenpting LSPs that are very simlar in bandwi dth size to the
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bandwi dth size of the preenptor LSP (which can result in preenpting a
hi gher priority LSP and therefore causing cascading). The wasted
bandwi dt h was reduced when conpared to the other algorithms (P, PN,
PB)

When HNB was used, cascadi ng was hi gher than the other cases, due to
the fact that LSPs with higher priority could be preenpted. Wen
conpared to P, PN, or PB, the heuristic HNB preenpted nore LSPs (in
fact, it preenpted the |argest nunber of LSPs overall, clearly
showi ng the cascadi ng effect), but the average wasted bandw dth was
smal | er, although not as snmall as HBIock’s (the HNB heuristic tries
to preenpt a single LSP, neaning it will preenpt LSPs that have a
reserved bandwi dth sinmilar to the actual bandw dth needed. The
algorithmis not always successful, because such a nmatch may not
exist, and in that case, the wasted bandw dth could be high). The
preenpted priority was the highest on average and worse case, which
al so shows why the cascading | evel was al so the highest (the
heuristic tries to select LSPs for preenption without |ooking at
their priority levels). |In summary, this policy resulted in a poor
per f or mance.

Policy PN resulted in the small nunber of preenpted LSPs overall and
smal | nunber of LSPs not successfully rerouted. Cascading is |ow
but bandw dth wastage is very high (overall highest bandwi dth

wast age). Mreover, in several cases in which rerouting happened on
portions of the network that were underl oaded, the heuristic HBI ock
preenpted a small er nunmber of LSPs than PN

Policy P selects a | arger number of LSPs (when conpared to PN) with
low priority for preenption, and therefore it is able to successfully
reroute | ess LSPs when conpared to HBI ock, HPB, HNB, or PN. The
bandwi dt h wastage is al so hi gher when conpared to any of the
heuristic results or to PB, and it could be worse if the network had
LSPs with a low priority and | arge bandw dth, which is not the case

Policy PB, when conpared to PN, resulted in a |larger nunber of
preenpted LSPs and an overall |arger nunber of blocked LSPs (not
rerouted), due to preenption. Cascading was slightly higher. Since
the selected LSPs have low priority, they are not able to preenpt
much further and are bl ocked when the |links are congested. Bandwi dth
wast age was snaller since the policy tries to minimnze wastage, and
preenpted priority was about the sane on average and worst case.

The sinulation results show that when preenption is based on
priority, cascading is not critical since the preenpted LSPs will not
be able to propagate preenption nmuch further. Wen the nunber of
LSPs is considered, fewer LSPs are preenpted and the chances of
rerouting increases. Wen bandw dth wastage is considered, snaller
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LSPs are preenpted in each link and the wasted bandwidth is |low. The
heuristic seens to conbine these features, yielding the best results,
especially in the case of blocking probability. Wen the heuristic
was configured to mnimze bl ocking probability (HBlock), small LSPs
with low priority were selected for preenption on normally | oaded
links and fewer (larger) LSPs with low priority were selected on
congested links. Due to their low priority, cascading was not an

i ssue. Several LSPs were selected for preenption, but the rate of
LSPs that were not successfully rerouted was the |lowest. Since the
LSPs are small, it is easier to find a new route in the network

When sel ecting LSPs on a congested link, fewer larger LSPs are

sel ected inproving | oad bal ance. Moreover, the bandw dth wastage was
the overall lowest. In sumary, the heuristic is very flexible and
can be configured according to the network provider’'s best interest
regardi ng the considered criteria.

For several cases, the failure of a link resulted in no preenption at
all (all LSPs were able to find an alternate path in the network) or
resulted in preenption of very few LSPs and subsequent successfully
rerouting of the sane with no cascading effect.

It is also inportant to note that for all policies in use, the nunber
of extra hops when LSPs are rerouted was not critical, show ng that
preenpted LSPs can be rerouted on a path with the sane length or a
path that is slightly longer in nunber of hops.

7. Security Considerations

The practice described in this docunent does not raise specific
security issues beyond those of existing TE.
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