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Abst ract

Localized nobility managenent is a well-understood concept in the

| ETF, with a nunber of solutions already available. This docunent

| ooks at the principal shortcom ngs of the existing solutions, all of
whi ch involve the host in nmobility nmanagenent, and nmakes a case for
net wor k- based | ocal nobility managenent.
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1

I ntroduction

Localized nobility managenent has been the topic of nuch work in the
| ETF. The experinmental protocols devel oped from previ ous works,
nanel y Fast-Handovers for Mdbile IPv6 (FM Pv6) [13] and Hierarchica
Mobile IPv6 (HM Pv6) [18], involve host-based solutions that require
host involvenent at the IP layer simlar to, or in addition to, that
required by Mbile IPv6 [10] for gl obal nobility nanagenent.

However, recent devel opnents in the | ETF and the Wreless LAN (W.AN)
infrastructure nmarket suggest that it may be tinme to take a fresh

| ook at | ocalized nobility nmanagenent.

First, new | ETF work on gl obal nobility managenent protocols that are
not Mbile I Pv6, such as Host Identity Protocol (HP) [16] and | KEv2
Mobility and Multihoming (MOBIKE) [4], suggests that future wirel ess
| P nodes may support a nore diverse set of global nobility protocols.
VWhile it is possible that existing localized nobility managenent
protocols could be used with H P and MOBI KE, sone would require
additional effort to inplenent, deploy, or in sone cases, even
specify in a non-Mbile | Pv6 nobile environnent.

Second, the success in the WLAN i nfrastructure nmarket of W.AN

swi tches, which performlocalized managenent wi thout any host stack
i nvol venent, suggests a possible paradigmthat could be used to
acconmodat e other global nobility options on the nobile node while
reduci ng host stack software conpl exity, expanding the range of
nobi | e nodes that coul d be acconmobdat ed.

This docunment briefly describes the general local nobility problem
and scenari os where localized nobility nmanagenent woul d be desirable.
Then problens with existing or proposed | ETF | ocalized nobility
managenment protocols are briefly discussed. The network-based
nmobi | ity managenent architecture and a short description of howit
sol ves these problens are presented. A nore detail ed discussion of
goal s for a network-based, |ocalized nmobility managenent protocol and
gap analysis for existing protocols can be found in [11]. Note that
| Pv6 and wireless links are considered to be the initial scope for a
net wor k- based | ocal i zed nobility managenent, so the language in this
docunent reflects that scope. However, the conclusions of this
docunent apply equally to I Pv4 and wired |inks, where nodes are

di sconnecti ng and reconnecti ng.
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1.1. Termnol ogy

Mobility terminology in this docunent follows that in RFC 3753 [14],
with the addition of sone new and revised term nol ogy given here:

WLAN Swi t ch

A WLAN switch is a nultiport bridge Ethernet [8] switch that
connects network segments but also allows a physical and | ogica
star topol ogy, which runs a protocol to control a collection of
802. 11 [6] access points. The access point control protoco

allows the switch to performradi o resource nmanagenent functions
such as power control and terminal |oad bal anci ng between the
access points. Mst WAN switches al so support a proprietary
protocol for inter-subnet IP nmobility, usually involving sone kind
of inter-switch I P tunnel, which provides session continuity when
a term nal noves between subnets.

Access Net wor k

An access network is a collection of fixed and nobil e network
components allowi ng access to the Internet all belonging to a
single operational domain. It may consist of nultiple air
interface technol ogies (for exanple, 802.16e [7], Universal Mbile
Tel econmuni cati ons System (UMIS) [1], etc.) interconnected with
nmul ti ple types of backhaul interconnections (such as Synchronous
Optical Network (SONET) [9], metro Ethernet [15] [8], etc.).

Local Mobility (revised)

Local Mobility is nobility over an access network. Note that

al t hough the area of network topol ogy over which the nobil e node
nmoves may be restricted, the actual geographic area could be quite
| arge, dependi ng on the mappi ng between the network topol ogy and
the wirel ess coverage area.

Local i zed Mobility Managenent
Localized Mbility Managenent is a generic termfor any protoco
that maintains the I P connectivity and reachability of a nobile
node for purposes of maintaining session continuity when the
nobi | e node noves, and whose signaling is confined to an access
net wor k.

Localized Mbility Managenent Protocol

A protocol that supports localized nmobility managenent.
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2.

d obal Mobility Managenent Protocol

A d obal Mbility Managenment Protocol is a nmobility protocol used
by the nobile node to change the gl obal, end-to-end routing of
packets for purposes of naintaining session continuity when
novenent causes a topol ogy change, thus invalidating a globa

uni cast address of the nobile node. This protocol could be Mbile
IP[10] [17], but it could also be H P [16] or MXBIKE [4].

d obal Mobility Anchor Poi nt

A node in the network where the nobil e node nmintains a pernmanent
address and a mappi ng between the permanent address and the |oca
tenporary address where the nobil e node happens to be currently

| ocated. The G obal Mbility Anchor Point nmay be used for

pur poses of rendezvous and possibly traffic forwarding.

Intra-Link Mbility

Intra-Link Mobility is nmobility between wirel ess access points
within a link. Typically, this kind of nobility only involves
Layer 2 nechanisns, so Intra-Link Mobility is often called Layer 2
mobility. No |IP subnet configuration is required upon novenent
since the Iink does not change, but sone IP signaling nay be
required for the nobile node to confirmwhether or not the change
of wireless access point also resulted in the previous access
routers beconing unreachable. If the link is served by a single
access point/router conbination, then this type of nobility is
typically absent. See Figure 1.

The Local Mobility Probl em

The local nobility problemis restricted to providing IP nobility
managenent for nobile nodes within an access network. The access

net wor k gat eways function as aggregation routers. |In this case,
there is no specialized routing protocol (e.g., Generic Tunneling
Protocol (GIP), Cellular IP, Hawaii, etc.) and the routers forma

standard I P routed network (e.g., OSPF, Internediate Systemto
Internediate System (1S-1S), RIP, etc.). This is illustrated in
Figure 1, where the access network gateway routers are designated as
"ANG'. Transitions between service providers in separate autononous
systens, or across broader, topol ogical "boundaries" within the sane
service provider, are excluded.

Figure 1 depicts the scope of local mobility in conparison to globa
mobility. The Access Network Gateways (ANGs), GAl and GBl, are
gateways to their access networks. The Access Routers (ARs), RAl and
RA2, are in access network A; RBL is in access network B. Note that
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it is possible to have additional aggregation routers between ANG GAl
and ANG GB1, and the access routers if the access network is |arge.
Access Points (APs) PAl through PA3 are in access network A; PBl1 and
PB2 are in access network B. Oher ANGs, ARs, and APs are al so
possi bl e, and other routers can separate the ARs fromthe ANGs. The
figure inplies a star topology for the access network depl oynent, and
the star topology is the prinmary interest since it is quite conmon,
but the problens discussed here are equally relevant to ring or nesh
topol ogies in which ARs are directly connected through sone part of

t he networ k.

Access Network A Access Network B
Fomm e + Fomm e +
| ANG GALl| (other ANGs) | ANG GB1| (other ANGs)
S + S +
@ @ @
@ @ @
@ @ @ (other routers)
@ @ @
@ @ @
@ @ @
Hom - - + Hom - - + Hom - - +
| AR RA1| | AR RA2| (other ARs) | AR RB1| (other ARs)
R + R + R +
* % * * %
* * * * *
* * * * *
* * * (other APs) * * (other APs)
I\ I\ I\ I\ I\
| AP\ | AP\ | AP\ | AP\ | AP\
/ PA1 \ / PA2 \ / PA3 \ / PB1 \ / PB2 \
+- -+ +- -+ +- -+ +- -+
| MN - - - -- >| M -- - - - >| M --- - - > M|
+- -+ +- -+ +- -+ +- -+
Intra-Ilink Local d oba
(Layer 2) Mobility Mobility
Mobility

Figure 1. Scope of Local and G obal Mbility Managenent
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As shown in the figure, a global nobility protocol nmay be necessary
when a nobil e node (M\) noves between two access networks. Exactly
what the scope of the access networks is depends on depl oynent
considerations. Mbility between two APs under the same AR
constitutes intra-link (or Layer 2) mobility, and is typically
handl ed by Layer 2 nobility protocols (if there is only one AP/ cel
per AR then intra-link nobility nmay be lacking). Between these two
lies local nobility. Local nobility occurs when a nobile node noves
between two APs connected to two different ARs.

Ad obal nmobility protocols allow a nobile node to maintain
reachability when the MN's globally routable I P address changes. It
does this by updating the address nappi ng between the pernmanent
address and tenporary |ocal address at the gl obal mobility anchor
point, or even end to end by changing the tenporary | ocal address
directly at the node with which the nobile node is corresponding. A
gl obal nobility managenent protocol can therefore be used between ARs
for handling local nobility. However, there are three well-known
probl ens involved in using a global nobility protocol for every
novenent between ARs. Briefly, they are

1) Update latency. |If the global mobility anchor point and/or
correspondent node (for route-optimzed traffic) is at some
di stance fromthe nobile node’s access network, the gl oba
nmobi lity update nmay require a considerable anount of tinme. During
this time, packets continue to be routed to the old tenporary
| ocal address and are essentially dropped.

2) Signaling overhead. The anount of signaling required when a
nobi | e node noves fromone last-hop |ink to another can be quite
extensive, including all the signaling required to configure an I P
address on the new Iink and gl obal nobility protocol signaling
back into the network for changing the permanent to tenporary
| ocal address mapping. The signaling volume may negatively inpact
W rel ess bandwi dt h usage and real -tine service performance.

3) Location privacy. The change in tenporary |ocal address as the
nmobi | e node noves exposes the nobil e node’s topol ogical |ocation
to correspondents and potentially to eavesdroppers. An attacker
that can assenbl e a mappi ng between subnet prefixes in the nobile
node’ s access network and geographi cal |ocations can determn ne
exactly where the nobile node is |ocated. This can expose the
nmobi |l e node’'s user to threats on their location privacy. A nore
detail ed discussion of location privacy for Mbile I Pv6 can be
found in [12].
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These probl ens suggest that a protocol to |ocalize the nanagenent of
topologically snmall novenents is preferable to using a gl oba

nmobi | ity managenent protocol on each nmovenent to a newlink. In
addition to these problens, |ocalized nobility managenent can provide
a measure of local control, so mobility managenent can be tuned for
specialized local conditions. Note also that if localized nobility
managenent is provided, it is not strictly required for a nobile node
to support a global nobility nmanagenent protocol since novenent
within a restricted I P access network can still be accomodat ed.

Wt hout such support, however, a nobile node experiences a disruption
inits traffic when it noves beyond the border of the |ocalized
nobi | ity managenent donmai n.

3. Scenarios for Localized Mbility Managenent

There are a variety of scenarios in which localized nobility
managenent is useful

3.1. Large Canpus

One scenari o where |localized nobility nanagenent woul d be attractive
is a canpus W.AN depl oynent, in which the geographi cal span of the
canmpus, distribution of buildings, availability of wiring in
bui |l di ngs, etc. preclude deploying all W.AN access points as part of
the sane | P subnet. W.AN Layer 2 nobility could not be used across
the entire canpus.

In this case, the canpus is divided into separate |ast-hop |inks,
each served by one or nore access routers. This kind of deploynent
is served today by WLAN swi tches that coordinate IP nobility between
them effectively providing localized nobility managenent at the |ink
layer. Since the protocols are proprietary and not interoperable,
any deploynents that require IP nobility necessarily require swtches
fromthe sane vendor.

3.2. Advanced Cel | ul ar Network

Next - generation cellular protocols, such as 802.16e [7] and Super
3G 3.9G [2], have the potential to run I P deeper into the access
network than the current 3G cellular protocols, sinmlar to today’s
WLAN networks. This neans that the access network can beconme a
routed | P network. Interoperable |ocalized nobility managenent can
unify local nobility across a diverse set of wireless protocols al
served by I P, including advanced cellular, W.AN, and personal area
Wi rel ess technol ogi es such as UtraWwde Band (UAB) [5] and Bl uetooth
[3]. Localized nmobility managenent at the IP | ayer does not repl ace
Layer 2 nobility (where avail able) but rather conplenents it. A
standardi zed, interoperable |ocalized nobility nanagenent protoco
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for I P can renove the dependence on | P-layer localized nobility
protocols that are specialized to specific link technol ogies or
proprietary, which is the situation with today’s 3G protocols. The
expected benefit is a reduction in maintenance cost and depl oynent
complexity. See [11] for a nore detail ed discussion of the goals for
a networ k-based | ocalized nobility nanagenent protocol

3.3. Picocellular Network with Small But Node- Dense Last-Hop Links

Future radio |ink protocols at very high frequencies may be
constrained to very short, l|ine-of-sight operation. Even sone

exi sting protocols, such as UWB [5] and Bluetooth [3], are designed
for lowtransmt power, short-range operation. For such protocols,
extrenmely small picocells becone nore practical. Although picocells
do not necessarily inply "pico subnets", wreless sensors and ot her
advanced applications may end up maki ng such picocellul ar type

net wor ks node-dense, requiring subnets that cover small geographica
areas, such as a single room The ability to aggregate nany subnets
under a |l ocalized nobility managenent scheme can hel p reduce the
anount of | P signaling required on |ink novenent.

4. Problenms with Existing Sol utions

Exi sting solutions for localized nobility nmanagenent fall into two
cl asses:

1) Interoperable IP-l1evel protocols that require changes to the
nmobi |l e node’s | P stack and handl e | ocalized nobility managenent as
a service provided to the nobile node by the access network.

2) Link specific or proprietary protocols that handle | ocalized
nmobility for any nobile node but only for a specific type of link
| ayer, for exanple, 802.11 [6].

The dedicated |l ocalized nobility managenent | ETF protocols for
Solution 1 are not yet w dely depl oyed, but work continues on
standardi zati on. Sone Mobile | Pv4 deploynents use localized nobility
management. For Solution 1, the followi ng are specific problens:

1) The host stack software requirenment linmts broad usage even if the
nmodi fications are small. The success of W.AN sw tches indicates
that network operators and users prefer no host stack software
nodi fi cations. This preference is independent of the |ack of
wi despread Mbile | Pv4 depl oynent, since it is nmuch easier to
depl oy and use the network.
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2) Future nobile nodes may choose other global nobility managenent
protocols, such as H P or MBIKE The existing localized nobility
managenent sol utions all depend on Mobile I P or derivatives.

3) Existing localized nobility managenent sol utions do not support
both | Pv4 and | Pv6.

4) Existing host-based | ocalized nobility nmanagement sol utions
require setting up additional security associations with network
el ements in the access donain.

Mar ket acceptance of WLAN swi tches has been very large, so Solution 2
is widely deployed and continuing to grow. Solution 2 has the
foll owi ng probl ens:

1) Existing solutions only support W.AN networks with Ethernet
backhaul and therefore are not available for advanced cell ul ar
networ ks or picocellular protocols, or other types of wred
backhaul

2) Each WLAN swi tch vendor has its own proprietary protocol that does
not interoperate with other vendors’ equipnent.

3) Because the solutions are based on Layer 2 routing, they may not
scale up to a netropolitan area or |ocal province, particularly
when nultiple kinds of link technol ogies are used in the backbone.

5. Advant ages of Network-based Localized Mbility Managenent

Havi ng an interoperable, standardized |localized nobility managenent
protocol that is scalable to topologically |arge networks, but
requires no host stack involvenent for localized nobility nmanagenent
is a highly desirable solution. The advantages that this solution
has over Solutions 1 and 2 above are as foll ows:

1) Conpared with Solution 1, a network-based solution requires no
| ocal i zed nobility nmanagenent support on the nobile node and is
i ndependent of gl obal nmobility nanagenment protocol, so it can be
used with any or none of the existing global nobility managenent
protocols. The result is a nore nodular nobility managenent
architecture that better accommobdates changi ng technol ogy and
mar ket requirenments.

2) Conpared with Solution 2, an |P-1evel network-based |ocalized

nmobi I ity managenent solution works for link protocols other than
Et hernet, and for w de area networks.
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RFC 4831 [11] discusses a reference architecture for a network-
based, |ocalized nobility protocol and the goals of the protoco
desi gn.

6. Security Considerations

Localized nobility managenent has certain security considerations,
one of which -- the need for security fromaccess network to nobile
node -- was discussed in this docunment. Host-based |ocalized
nmobi | ity managenent protocols have all the security problens involved
with providing a service to a host. Network-based |ocalized nmobility
managenent requires security anong network elenents that is

equi valent to what is needed for routing information security, and
security between the host and network that is equivalent to what is
needed for network access, but no nmore. A nore conplete discussion
of the security goals for network-based |ocalized nmobility managenent
can be found in [11].
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