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1. Introduction

Thi s docunent describes architectural and operational issues arising
fromthe use of nultiple ways of encapsul ating |IP packets on the same
link.

While typically a link-layer protocol supports only a single Internet
Protocol (IP) encapsulation nmethod, this is not always the case. For
exanple, on the same cable it is possible to encapsulate an | Pv4
packet using Ethernet [DI X] encapsul ation as defined in "A Standard
for the Transm ssion of | P Datagrans over Ethernet Networks"

[ RFC894], the | EEE 802.2/802.3 LLC [|EEE-802. 3.2002] Type 1
encapsul ati on defined in "Two Methods For The Transnission of IP

Dat agranms over | EEE 802.3 Networks" [RFC948], or the | EEE 802

[ | EEE- 802. 1A. 1990] encapsul ation defined in "A Standard for the
Transm ssion of | P Datagranms over | EEE 802 Networks" [RFC1042].

Hi storically, a further encapsul ation nethod was used on sone

Et hernet systens as specified in "Trail er Encapsul ati ons" [RFC893].
Simlarly, ATM (e.g., see [RFC2684]), the Point-to-Point Protoco
(PPP) [RFC1661], and | EEE 802.16 [ EEE-802. 16e. 2005] al so support
mul ti pl e encapsul ati on nechani sns.

1.1. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Br oadcast dommai n
The set of all endpoints that receive broadcast franes sent by
an endpoint in the set.

Cl assification
As defined in [l EEE-802. 16e. 2005], the process by which a Medium
Access Control (MAC) Service Data Unit (SDU) is mapped into a
particul ar transport connection for transnission between MAC
peers.

Connection ldentifier (Cl D
In [| EEE-802. 16e. 2005] the connection identifier is a 16-bit
value that identifies a transport connection or an uplink
(UL)/downlink (DL) pair of associated managenent connections. A
connection is a unidirectional mapping between base station (BS)
and subscriber station (SS) MAC peers. Each transport
connection has a particular set of associated paraneters
i ndi cating characteristics such as the ciphersuite and quality-
of - service
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Li nk
A communi cation facility or medi um over which nodes can
conmuni cate at the link layer, i.e., the layer inmmediately bel ow
| P.

Li nk Layer

The conceptual |ayer of control or processing logic that is
responsi bl e for maintaining control of the Iink. The link-Iayer
functions provide an interface between the higher-layer |ogic
and the link. The link layer is the layer imediately below I P

1.2. Ethernet Experience

The fundanental issues with rmultiple encapsul ation nmethods on the
sane link are described in [ RFC1042] and "Requirenments for Internet
Hosts -- Conmuni cation Layers" [RFC1122]. This section sunmarizes
the concerns articulated in those docunments and al so describes the
limtations of approaches suggested to nitigate the problens,

i ncludi ng encapsul ati on negotiation and use of routers.

[ RFC1042] described the potential issues resulting from
cont empor aneous use of Ethernet and | EEE 802. 3 encapsul ati ons on the
same physical cable:

I nteroperation with Ethernet

It is possible to use the Ethernet link |evel protocol [DI X] on
the sane physical cable with the | EEE 802.3 link |evel protocol

A computer interfaced to a physical cable used in this way could
potentially read both Ethernet and 802.3 packets fromthe network.
If a conmputer does read both types of packets, it nust keep track
of which link protocol was used with each other conputer on the
networ k and use the proper link protocol when sendi ng packets.

One should note that in such an environment, link |evel broadcast
packets will not reach all the conputers attached to the network,
but only those using the link |evel protocol used for the

br oadcast .
Since it nust be assunmed that nobst conmputers will read and send
using only one type of link protocol, it is recommended that if

such an environment (a network with both link protocols) is
necessary, an | P gateway be used as if there were two distinct
net wor ks.

Note that the MIU for the Ethernet allows a 1500 octet |IP

datagram wth the MIU for the 802.3 network allows only a 1492
octet | P datagram

Aboba, et al. I nf or mat i onal [ Page 4]



RFC 4840 Mul ti pl e Encapsul ati on Met hods Har nf ul April 2007

When multiple I P encapsul ati on methods were supported on a given
link, all hosts could not be assuned to support the sane set of
encapsul ation nethods. This in turn inplied that the broadcast
domai n might not include all hosts on the link. Were a single
encapsul ati on does not reach all hosts on the link, a host needs to
determ ne the appropriate encapsulation prior to sending. Wile a
host supporting reception of nmultiple encapsul ations could keep track
of the encapsulations it receives, this does not enable initiation of
communi cati on; supporting initiation requires a host to support
sendi ng of multiple encapsulations in order to determ ne which one to
use. However, requiring hosts to send and receive multiple

encapsul ations is a potentially onerous requirenent. [RFC1122],
Section 2.3.3, notes the difficulties with this approach

Furthermore, it is not useful or even possible for a dual-fornat
host to discover automatically which format to send, because of
the probl em of |ink-1ayer broadcasts.

To enabl e hosts that only support sending and receiving of a single
encapsul ation to conmuni cate with each other, a router can be
utilized to segregate the hosts by encapsulation. Here only the
router needs to support sending and receiving of nultiple

encapsul ations. This requires assigning a separate unicast prefix to
each encapsul ation, or else all hosts in the broadcast donai n woul d
not be reachable with a single encapsul ation

[ RFC1122], Section 2.3.3, provided gui dance on encapsul ati on support:
Every Internet host connected to a 10Mops Et hernet cabl e:

0 MJST be able to send and recei ve packets using RFC 894
encapsul ati on;

0 SHOULD be able to receive RFC 1042 packets, interm xed with
RFC- 894 packets; and

o MAY be able to send packets using RFC- 1042 encapsul ati on

An Internet host that inplenents sending both the RFC-894 and the
RFC- 1042 encapsul ati on MJST provide a configuration switch to sel ect
which is sent, and this switch MIST default to RFC 894.

By naki ng Et hernet encapsul ation mandatory to inplenent for both send
and receive, and al so the default for sending, [RFCl122] recognized
Et hernet as the predoni nant encapsul ati on, heading of f potenti al

i nteroperability problens.
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1.2.1. | EEE 802.2/802.3 LLC Type 1 Encapsul ation

Prior to standardi zation of the | EEE 802 encapsul ation in [ RFC1042],
an | EEE 802. 2/802.3 LLC Type 1 encapsul ati on was specified in

[ RFC948], utilizing 6 in the Source Service Access Point (SSAP) and
Destination Service Access Point (DSAP) fields of the | EEE 802. 2
header. However, since the SSAP and DSAP fields are each only a
single octet, and the Ethertype values for |IP, ARP [ RFC826], and RARP
[ RFC903] are greater than 1500, these val ues cannot be represented in
the SSAP and DSAP fields. As a result, the encapsul ati on descri bed
in [RFCO48] did not support protocols requiring distinct Ethertypes
such as ARP or RARP, and inplenentations typically included support
for alternatives to ARP such as the Probe [ PROBE] protocol. Support
for ARP, RARP and other IP protocols utilizing distinct Ethertypes
was addressed in [ RFC1042], which obsol eted [ RFC948]. [RFC1042]
utilized the Sub-Network Access Protocol (SNAP) form of the |EEE
802. 2 Logical Link Control (LLC) with the SSAP and DSAP fields set to
170, including support for the Ethertype field. As noted in

"Assi gned Nunbers" [RFC1010]:

At an ad hoc special session on "I EEE 802 Networks and ARP', held
during the TCP Vendors Workshop (August 1986), an approach to a
consi stent way to send DoD- I P datagrans and other |IP rel ated
protocol s on 802 networks was devel oped.

Due to sone evolution of the | EEE 802.2 standards and the need to
provide for a standard way to do additional DoD-1P rel ated
protocol s (such as the Address Resol ution Protocol (ARP) on | EEE
802 network, the followi ng new policy is established, which wll
replace the old policy (see RFC 960 and RFC 948 [108]).

The new policy is for the Internet community to use the | EEE 802.2
encapsul ati on on 802.3, 802.4, and 802.5 networks by using the
SNAP with an organi zation code indicating that the following 16
bits specify the EtherType code (where IP = 2048 (0800 hex), see
Et hernet Nunbers of Interest).
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Header

R o - Fommmnaan +

MAC Header | Length 802. {3/ 4/5} NMAC
R e e +
[ [ [ +
| Dsap=Kl| Ssap=Kl| control | 802. 2 SAP
E R E R E R +
[ [ [ S [ [ +
| protocol id or org code =K2| Et her Type | 802. 2 SNAP
[ [ [ SR —-— [ [ +

The total length of the SAP Header and the SNAP header is
8-octets, making the 802.2 protocol overhead conme out on a nice
boundary.

Kl is 170. The IEEE likes to talk about things in little-endian
bit transm ssion order and specifies this value as 01010101. In
bi g-endi an order, as used in Internet specifications, this becones
10101010 bi nary, or AA hex, or 170 deci nal

K2 is 0 (zero).

The use of the IP LSAP (K1 = 6) is to be phased out as quickly as
possi bl e.

Many of the issues involved in coexistence of the [ RFC948] and

[ RFC1042] encapsul ations are simlar to those described in Section
1.2. For exanple, due to use of different SSAP/ DSAP val ues, the
broadcast domain might not include all hosts on the Iink, and a host
woul d need to determi ne the appropriate encapsulation prior to

sendi ng. However, the lack of support for ARP within the [ RFC948]
encapsul ati on created additional interoperability and inplenentation
i ssues. For example, the lack of support for ARP in [RFC948] inplied
that inplenentations supporting both [ RFC948] and [ RFC894] or

[ RFC1042] encapsul ations would need to inplenent both ARP and an

al ternative address resolution nechani smsuch as Probe. Al so, since
t he address resolution mechani smfor [RFC948] inpl ementati ons was not
standardi zed, interoperability problems would Iikely have arisen had
[ RFC948] been widely inpl enmented.

1.2.2. Trailer Encapsul ation
As noted in "Trailer Encapsulations" [RFC893], trailer encapsulation
was an optimn zation devel oped to mninize nenory-to-nenory copies on

reception. By placing variable-length IP and transport headers at
the end of the packet, page alignnent of data could be nore easily
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mai ntained. Trailers were inplenented in 4.2 Berkel ey System
Distribution (BSD), anobng others. Wile, in theory, trailer
encapsul ati on coul d have been applied to the Ethernet [RFC894] or

| EEE 802 [ RFC1042] encapsul ations (creating four potentia

encapsul ations of IP!'), in practice, trailer encapsulation was only
supported for Ethernet. A separate Ethertype was utilized in order
to enable | P packets in trailer encapsulation to be distinguished
from [ RFC894] encapsul ation. Since the [RFC948] encapsul ation did
not support the Ethertype field (or ARP), this mechani smcoul d not
have been used in [RFC948] inplenmentations.

[ RFC1122], Section 2.3.1, described the issues with trailer
encapsul ati on:

DI SCUSSI ON

The trailer protocol is a link-layer encapsul ati on techni que
that rearranges the data contents of packets sent on the
physical network. |n sone cases, trailers inprove the

t hr oughput of higher |ayer protocols by reducing the anount of
data copying within the operating system Higher |ayer
protocol s are unaware of trailer use, but both the sending and
recei ving host MJST understand the protocol if it is used.

| nproper use of trailers can result in very confusing synptons.
Only packets with specific size attributes are encapsul at ed
using trailers, and typically only a small fraction of the
packets bei ng exchanged have these attributes. Thus, if a
systemusing trailers exchanges packets with a systemthat does
not, sone packets disappear into a black hole while others are
del i vered successfully.

| MPLEMENTATI ON

On an Et hernet, packets encapsulated with trailers use a

di stinct Ethernet type [RFC893], and trailer negotiation is
perforned at the tine that ARP is used to discover the |ink-
| ayer address of a destination system

Specifically, the ARP exchange is conpleted in the usual manner
using the normal | P protocol type, but a host that wants to
speak trailers will send an additional "trailer ARP reply"”

packet, i.e., an ARP reply that specifies the trailer
encapsul ati on protocol type but otherw se has the format of a
normal ARP reply. |If a host configured to use trailers

receives a trailer ARP reply nmessage froma renote machine, it
can add that machine to the list of machi nes that understand
trailers, e.g., by marking the corresponding entry in the ARP
cache.
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Hosts wishing to receive trailers send trailer ARP replies
whenever they conpl ete exchanges of normal ARP nessages for |IP
Thus, a host that received an ARP request for its IP protoco
address would send a trailer ARP reply in addition to the
normal IP ARP reply; a host that sent the IP ARP request would
send a trailer ARP reply when it received the corresponding IP

ARP reply. In this way, either the requesting or respondi ng
host in an | P ARP exchange may request that it receive
trailers.

This scheme, using extra trailer ARP reply packets rather than
sendi ng an ARP request for the trailer protocol type, was
designed to avoid a continuous exchange of ARP packets with a
m sbehavi ng host that, contrary to any specification or comon
sense, responded to an ARP reply for trailers with another ARP
reply for IP. This problemis avoided by sending a trailer ARP
reply in response to an IP ARP reply only when the IP ARP reply
answers an outstanding request; this is true when the hardware
address for the host is still unknown when the IP ARP reply is
received. A trailer ARP reply may al ways be sent along with an
I P ARP reply responding to an | P ARP request.

Since trailer encapsul ation negotiati on depends on ARP, it can only
be used where all hosts on the link are within the sanme broadcast
domain. It was assuned that all hosts supported sendi ng and

recei ving ARP packets in standard Ethernet encapsul ation [ RFC894], so
t hat negoti ati on between Et hernet and | EEE 802 encapsul ati ons was not
required, only negotiation between standard Ethernet [RFC894] and
trailer [ RFC893] encapsul ation. Had hosts supporting trailer
encapsul ati on al so supported one or nore | EEE 802 fram ng nechani sns,
t he negoti ati on woul d have been conplicated still further. For
exanpl e, since [RFC948] inplenmentations did not support the Ethertype
field or ARP, the trailer negotiation mechani smcould not have been
utilized, and additional difficulty would have been encountered in

di stinguishing trailer encapsul ated data frames fromnormally
encapsul at ed franes.

[ RFC1122], Section 2.3.1, provided the follow ng guidance for use of
trail er encapsul ation

The trailer protocol for |ink-layer encapsul ati on MAY be used, but
only when it has been verified that both systens (host or gateway)
involved in the link-layer communication inplenent trailers. |If
the system does not dynamically negotiate use of the trailer
protocol on a per-destination basis, the default configuration
MUST di sabl e the protocol
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4. 2BSD did not support dynanic negotiation, only configuration of
trailer encapsulation at boot tine, and therefore [ RFC1122] required
that the trailer encapsul ation be disabled by default on those

syst ens.

1.3. PPP Experience

PPP can support both encapsul ation of | EEE 802 franes as defined in
[ RFC3518], as well as IPv4 and | Pv6 [ RFC2472] packets. Miltiple
conpressi on schenes are al so supported.

In addition to PPP Data Link Layer (DLL) protocol nunbers allocated
for 1 Pv4 (0x0021), I1Pv6 (0x0057), and Bridgi ng PDU (0x0031), the
foll owi ng codepoi nts have been assi gned:

o two for RObust Header Conpression (ROHC) [RFC3095]:
ROHC smal | -Cl D (0x0003) and ROHC | arge- Cl D (0x0005)

o two for Van Jacobson conpression [ RFC1144]:
Conpressed TCP/ I P (0x002d) and Unconpressed TCP/I P (002f)

o one for I Pv6 Header Conpression [ RFC2507]: (0x004f)

o0 nine for RTP | P Header Conpression [ RFC3544]:
Ful | Header (0x0061), Conpressed TCP (0x0063), Conpressed Non TCP
(0x0065), UDP 8 (0x0067), RTP 8 (0x0069), Conpressed TCP No Delta
(0x2063), Context State (0x2065), UDP 16 (0x2067), and RTP 16
(0x2069)

Al t hough PPP can encapsul ate | P packets in nultiple ways, typically
mul ti pl e encapsul ati on schenes are not operational on the same |ink
and therefore the issues described in this document rarely arise.
For exanple, while PPP can support both encapsul ati on of | EEE 802
franes as defined in [ RFC3518], as well as IPv4 and | Pv6 [ RFC2472]
packets, in practice, multiple encapsul ati on mechani sns are not
operational on the sane link. Simlarly, only a single conpression
schene is typically negotiated for use on a |link

1.4. Potential Mtigations

In order to mitigate problens arising fromnmultiple encapsul ation
nmet hods, it may be possible to use switches [| EEE-802. 1D. 2004] or
routers, or to attenpt to negotiate the encapsul ati on nethod to be
used. As described bel ow, neither approach may be conpletely
satisfactory.
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The use of switches or routers to enabl e comuni cati on between hosts

utilizing nultiple encapsul ati on nethods is not a panacea. |If
separate uni cast prefixes are used for each encapsul ation, then the
choi ce of encapsul ation can be determned fromthe routing table. |If

the sane unicast prefix is used for each encapsul ati on nethod, it is
necessary to keep state for each destination host. However, this nay
not work in situations where hosts using different encapsul ations
respond to the sanme anycast address.

In situations where nmultiple encapsul ati on nmet hods are enabled on a
single Iink, negotiation may be supported to allow hosts to determn ne
how to encapsul ate a packet for a particular destination host.

Negoti ating the encapsul ati on above the link layer is potentially
probl ematic since the negotiation itself nay need to be carried out
using multiple encapsulations. |In theory, it is possible to

negoti ate an encapsul ati on nmet hod by sendi ng negotiation packets over
al | encapsul ati on net hods supported, and keeping state for each
destination host. However, if the encapsul ation nethod nust be
dynani cally negotiated for each new on-1ink destination

communi cati on to new destinations nmay be delayed. |If nost

communi cation is short, and the negotiation requires an extra round
trip beyond link-layer address resolution, this can beconme a

noti ceabl e factor in performance. Also, the negotiation nay result
in consunption of additional bandw dth.

2. EBvaluation of Argunents for Miltiple Encapsul ations

There are several reasons often given in support of multiple
encapsul ati on nethods. W discuss each in turn, bel ow.

2.1. Efficiency

Caim Miltiple encapsul ation nethods allow for greater efficiency.
For exanple, it has been argued that |EEE 802 or Ethernet

encapsul ation of IP results in excessive overhead due to the size of
the data franme headers, and that this can adversely affect
performance on wirel ess networks, particularly in situations where
support of Voice over IP (VolP) is required.

Di scussion: Even where these performance concerns are valid,
solutions exist that do not require defining nultiple IP
encapsul ati on nethods. For exanple, links nay support Ethernet frame
conpression so that Ethernet Source and Destination Address fields
are not sent with every packet.

It is possible for Iink layers to negotiate conpressi on w thout
requiring higher-layer awareness; the Point-to-Point Protocol (PPP)
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[ RFC1661] is an exanple. "The PPP Conpression Control Protoco
(CCP)" [ RFC1962] enabl es negotiation of data conpressi on nechani sns,
and "Robust Header Conpression (ROHC) over PPP" [RFC3241] and "IP
Header Conpression over PPP" [ RFC3544] enabl e negotiation of header
conpression, wthout Internet-|layer awareness. Any frane can be
"deconpressed" based on the content of the frane, and prior state
based on previous control nessages or data franes. Use of
conpression is a good way to solve the efficiency problem wi thout

i ntroduci ng problens at higher |ayers.

There are also situations in which use of nultiple encapsul ati ons can
degrade performance or result in packet loss. The use of multiple
encapsul ati on nethods with differing Maxi nrum Transfer Units (MIUs)
can result in differing MIUs for on-link destinations. |If the |ink-

| ayer protocol does not provide per-destination MIUs to the I P |ayer
it will need to use a default MIU; to avoid fragnmentation, this nust
be |l ess than or equal to the m ninum MU of on-link destinations. |If
the default MIUis too low, the full bandw dth may not be achi evabl e.
If the default MIU is too high, packet loss will result unless or
until I P Path MU Di scovery is used to discover the correct MIU

Recommendati on: \Where encapsul ation is an efficiency issue, use
header conpression. Were the encapsul ation nethod or the use of
conpressi on nust be negotiated, negotiation should either be part of
bringing up the link, or be piggybacked in the |ink-Iayer address
resol uti on exchange; only a single conpression schene should be
negotiated on a link. \Where the MIU may vary anong destinations on
the sane link, the |link-layer protocol should provide a per-
destination MU to IP

2.2. Milticast/Broadcast

Claim Support for Ethernet encapsul ation requires layer 2 support
for distribution of IP rmulticast/broadcast packets. In situations
where this is difficult, support for Ethernet is problematic and
ot her encapsul ations are necessary.

Di scussion: Irrespective of the encapsul ation used, |IP packets sent
to nulticast (1Pv4/1Pv6) or broadcast (IPv4) addresses need to reach
all potential on-link receivers. Use of alternative encapsul ations
cannot renove this requirenent, although there is considerable
flexibility in howit can be net. Non-Broadcast Miltiple Access
(NBMA) networks can still support the broadcast/nmulticast service via
replication of unicast franes.

Techni ques are al so available for inproving the efficiency of IP

mul ti cast/ broadcast delivery in wireless networks. 1In order to be
recei vabl e by any host within listening range, an IP
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mul ti cast/ broadcast packet sent as link-layer nulticast/broadcast
over a wireless link needs to be sent at the | owest rate supported by
listeners. |If the sender does not keep track of the rates negotiated
by group listeners, by default, multicast/broadcast traffic is sent
at the | owest supported rate, resulting in increased overhead.
However, a sender can al so deliver an | P nmulticast/broadcast packet
usi ng uni cast frane(s) where this would be nore efficient. For
exanple, in | EEE 802.11, multicast/broadcast traffic sent fromthe
Station (STA) to the Access Point (AP) is always sent as unicast, and
the AP tracks the negotiated rate for each STA, so that it can send
uni cast franmes at a rate appropriate for each station

In order to linmt the propagation of |ink-scope multicast or
broadcast traffic, it is possible to assign a separate prefix to each
host .

Unl i ke broadcasts, which are received by all hosts on the Iink
regardl ess of the protocol they are running, nulticasts only need be
recei ved by those hosts belonging to the nulticast group. In wred
networks, it is possible to avoid forwarding nulticast traffic on
switch ports w thout group nenbers, by snooping of Internet G oup
Managenent Protocol (1 GW) and Miulticast Listener Discovery (M.D)
traffic as described in "Considerations for | GWw and M.D Snoopi ng
Swi t ches" [ RFC4541].

In wireless nedia where data rates to specific destinations are
negoti ated and nay vary over a wide range, it may be nore efficient
to send nultiple frames via link-1ayer unicast than to send a single
mul ti cast/ broadcast franme. For exanple, in [I|EEE-802.11. 2003]

mul ti cast/broadcast traffic fromthe client station (STA) to the
Access Point (AP) is sent via link-layer unicast.

Reconmendati on: \Were support for link-layer multicast/broadcast is
problematic, limt the propagation of |ink-scope nulticast and
broadcast traffic by assignment of separate prefixes to hosts. In
sonme circunstances, it may be nore efficient to distribute

mul ticast/broadcast traffic as nultiple link-layer unicast franes.

2.3. Miltiple Uses
Caim No single encapsulation is optimal for all purposes.
Therefore, where a link layer is utilized in disparate scenarios
(such as both fixed and nobil e depl oynents), nultiple encapsul ations
are a practical requirenent.

Di scussion: "Architectural Principles of the Internet" [RFC1958],
point 3.2, states:

Aboba, et al. I nf or mat i onal [ Page 13]



RFC 4840 Mul ti pl e Encapsul ati on Met hods Har nf ul April 2007

If there are several ways of doing the sanme thing, choose one. |If
a previous design, in the Internet context or el sewhere, has
successfully solved the sane problem choose the sane sol ution

unl ess there is a good technical reason not to. Duplication of
the sane protocol functionality should be avoided as far as
possi bl e, without of course using this argument to reject

i mprovenents.

Exi sting encapsul ati ons have proven thensel ves capabl e of supporting
di sparat e usage scenarios. For exanple, the Point-to-Point Protoco
(PPP) has been utilized by wireless link |ayers such as Cenera
Packet Radio Service (GPRS), as well as in wired networks in
applications such as "PPP over SONET/ SDH' [RFC2615]. PPP can even
support bridging, as described in "Point-to-Point Protocol (PPP)

Bri dgi ng Control Protocol (BCP)" [RFC3518].

Simlarly, Ethernet encapsul ation has been used in wred networks as
well as Wreless Local Area Networks (W.ANs) such as | EEE 802.11

[ I EEE-802. 11.2003]. Ethernet can al so support Virtual LANs (VLANs)
and Quality of Service (QS) [I|EEE-802.1Q 2003].

Theref ore, di sparate usage scenari os can be addressed by choosing a
singl e encapsul ation, rather than nmultiple encapsul ations. Were an
exi sting encapsulation is suitable, this is preferable to creating a
new encapsul ati on.

Wher e encapsul ations other than | P over Point-to-Point Protocol (PPP)
[ RFC1661], Ethernet, or |EEE 802 are supported, difficulties in
operating systemintegration can lead to interoperability problens.

In order to take advantage of operating system support for IP
encapsul ati on over PPP, Ethernet, or |EEE 802, it nmay be tenpting for
a driver supporting an alternative encapsul ation to emul ate PPP,

Et hernet, or | EEE 802 support. Typically, PPP emnulation requires
that the driver inplenent PPP, enabling translation of PPP contro
and data franes to the equivalent native facilities. Simlarly,

Et hernet or | EEE 802 enul ation typically requires that the driver

i mpl enent Dynami ¢ Host Configuration Protocol (DHCP) v4 or v6, Router
Solicitation/Router Advertisenment (RS/ RA), Address Resol ution
Protocol (ARP), or |Pv6 Neighbor Discovery (ND) in order to enable
translation of these franes to and fromnative facilities

Where drivers are inplenented in kernel node, the work required to

provide faithful emulation may be substantial. This creates the
tenptation to cut corners, potentially resulting in interoperability
probl ens.
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For exanple, it night be tenpting for driver inplenentations to

negl ect 1 Pv6 support. A driver enulating PPP m ght support only IP
Control Protocol (I1PCP), but not |IPCPv6; a driver enul ating Ethernet
or | EEE 802 ni ght support only DHCPv4 and ARP, but not DHCPv6, RS/ RA
or ND. As a result, an IPv6 host connecting to a network supporting
IPv6 mght find itself unable to use IPv6 due to |ack of driver
support .

Recommendati on: Support a single existing encapsul ati on where
possi ble. Enulation of PPP, Ethernet, or |EEE 802 on top of
alternative encapsul ati ons shoul d be avoi ded.

3. Additional |ssues

There are a nunber of additional issues arising fromuse of multiple
encapsul ati on nethods, as hinted at in Section 1. W discuss each of
t hese bel ow.

3.1. Cenerality

Li nk-1ayer protocols such as [| EEE-802. 1A 1990] and [DI X] inherently
support the ability to add support for a new packet type w thout
nmodi fication to the |ink-1ayer protocol

| EEE 802. 16 [| EEE-802. 16.2004] splits the Media Access Control (MAC)
| ayer into a nunber of sublayers. For the uppernost of these, the
standard defines the concept of a service-specific Convergence

Subl ayer (CS). The two underlying sublayers (the MAC Common Part
Subl ayer and the Security Subl ayer) provide common services for al
instantiations of the CS

Whi | e [| EEE-802. 16. 2004] defi ned support for the Asynchronous
Transfer Mbde (ATM CS and the Packet CS for raw | Pv4, raw | Pv6, and
Et hernet with a choice of six different classifiers,

[ 1 EEE- 802. 16e. 2005] added support for raw and Et hernet-framed ROHC
Enhanced Conpressed RTP (ECRTP) conpressed packets. As a result,

[ | EEE- 802. 16e. 2005] defines the ATMCS and nultiple versions of the
Packet CS for the transmi ssion of raw | Pv4, raw | Pv6, 802. 3/ Et hernet,
802.1Q VLAN, |Pv4 over 802.3/Ethernet, |Pv6 over 802. 3/ Ethernet, |Pv4
over 802.1Q VLAN, |Pv6 over 802.1Q VLAN, raw ROHC- conpressed packets
raw ECRTP- conpressed packets, ROHC- conpressed packets over

802. 3/ Et hernet. and ECRTP-conpressed packets over 802. 3/ Et hernet.

As noted in [Ceneric], [|EEE-802.16.2004] appears to inply that the
standard will need to be nodified to support new packet types:
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We are concerned that the 802.16 protocol cannot easily be
extendabl e to transport new protocols over the 802.16 air
interface. It would appear that a Convergence Subl ayer is needed
for every type of protocol transported over the 802.16 MAC. Every
time a new protocol type needs to be transported over the 802.16
air interface, the 802.16 standard needs to be nodified to define
a new CS type. W need to have a generic Packet Convergence

Subl ayer that can support multi-protocols and which does not
require further nodification to the 802.16 standard to support new
protocols. W believe that this was the original intention of the
Packet CS. Furthernmore, we believe it is difficult for the
industry to agree on a set of CS's that all devices nust inplenent
to claim"conpliance".

The use of | P and/or upper-Ilayer protocol specific classification and
encapsul ati on nethods, rather than a 'neutral’ general purpose
encapsul ati on, may give rise to a nunber of undesirable effects
explored in the foll ow ng subsections.

| f

the Iink | ayer does not provide a general purpose encapsul ation

nmet hod, depl oynent of new I P and/or upper-layer protocols wll be
dependent on depl oynent of the correspondi ng new encapsul ati on
support in the link |ayer.

Even if a single encapsul ation nethod is used, problens can stil
occur if demultiplexing of ARP, |Pv4, |Pv6, and any other protocols

in

use, is not supported at the link layer. Wile it is possible to

demul ti pl ex such packets based on the Version field (first four bits

on

the packet), this assumes that IPv4-only inplenentations will be

able to properly handle | Pv6 packets. As a result, a nore robust
design is to denultiplex protocols in the link layer, such as by

assigning a different protocol type, as is done in | EEE 802 nedia
where a Type of 0x0800 is used for |Pv4, and O0x86DD for |Pv6.

Recommendati ons: Link-1ayer protocols should enabl e network packets
(IPv4, IPv6, ARP, etc.) to be denultiplexed in the link layer

3. 2.

Layer | nterdependence

Wthin | EEE 802. 16, the process by which franmes are selected for
transm ssion on a connection identifier (CID) is known as
"classification". Fields in the Ethernet, |IP, and UDP/ TCP headers
can be used for classification; for a particular CS, a defined subset

of

Ut i
Wi |

header fields may be applied for that purpose.

lizing | P and/or upper |ayer headers in link-1ayer classification
| alnost inevitably |lead to interdependenci es between |ink-1ayer

and upper-1layer specifications. Although this nmight appear to be
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desirable in ternms of providing a highly specific (and hence

i nt eroperabl e) nmappi ng between the capabilities provided by the l|ink
| ayer (e.g., quality-of-service support) and those that are needed by
upper layers, this sort of capability is probably better provided by
a nore conprehensive service interface (Application Programing
Interface) in conjunction with a single encapsul ati on nmechani sm

| Pv6, in particular, provides an extensible header system An
upper -1 ayer-specific classification scheme would still have to
provi de a degree of generality in order to cope with future
extensions of IPv6 that might wish to nake use of some of the Iink
| ayer services already provided.

Recommendat i ons: Upper-|ayer-specific classification schenes should
be avoi ded.

3.3. Inspection of Payl oad Contents

If a classification schene utilizing higher-layer headers proposes to
i nspect the contents of the packet being encapsulated (e.g., |EEE
802.16 I P CS nmechani snms for determining the connection identifier
(CID) to use to transmt a packet), the fields available for

i nspection may be Iimted if the packet is conpressed or encrypted
before passing to the link layer. This nmay prevent the link |ayer
fromutilizing existing conpression nechani sns, such as Van Jacobson
Conpression [ RFC1144], ROHC [ RFC3095][ RFC3759], Conpressed RTP (CRTP)
[ RFC2508], Enhanced Conpressed RTP (ECRTP) [ RFC3545], or |P Header
Conpr essi on [ RFC2507] .

Recommendati ons: Link-1ayer classification schenes should not rely on
the contents of higher-1layer headers.

3.4. Interoperability Quidance

In situations where nmultiple encapsul ati on net hods are operationa
and capabl e of carrying IP traffic, interoperability problens are
possi ble in the absence of clear inplenentation guidelines. For
exanpl e, there is no guarantee that other hosts on the link wll
support the sane set of encapsul ation nethods, or that if they do,
that their routing tables will result in identical preferences.

In | EEE 802.16, the Subscriber Station (SS) indicates the Convergence
Subl ayers it supports to the Base Station (BS), which selects from
the list one or nore that it will support on the link. Therefore, it
is possible for multiple CSes to be operati onal

Note that | EEE 802.16 does not provide nultiple encapsul ati on nethods
for the sane kind of data payload; it defines exactly one
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encapsul ati on schene for each data payload. For exanple, there is
one way to encapsulate a raw | Pv4 packet into an | EEE 802.16 MAC
frame, one encapsul ation schene for a raw | Pv6 packet, etc. There is
al so one way to encapsul ate an Ethernet frane, even when there are
multiple possibilities for classifying an Ethernet frane for
forwardi ng over a connection identifier (CID). Since support for
mul ti ple CSes enabl es | EEE 802.16 to encapsul ate | ayer 2 frames as
well as layer 3 packets, |P packets nmay be directly encapsulated in

| EEE 802.16 MAC frames as well as framed with Ethernet headers in

| EEE 802.16 MAC frames. \Where CSes supporting both layer 2 frames as
wel |l as layer 3 packets are operational on the sanme |ink, a nunber of
i ssues may arise, including:

Use of Address Resolution Protocol (ARP)
Where both I Pv4 CS and Ethernet CS are operational on the same
link, it may not be obvi ous how address resol ution should be
i npl ement ed. For exanple, should an ARP franme be encapsul at ed
over the Ethernet CS, or should alternative nechanisns be used for
address resolution, utilizing the | Pv4 CS?

Dat a Frane Encapsul ation
When sending an | P packet, which CS should be used? Where
mul ti pl e encapsul ati ons are operational, nultiple connection
identifiers (CIDs) will also be present. The issue can therefore
be treated as a nmulti-honing problem with each CID constituting
its own interface. Since a given CID my have associ ated
bandwi dth or quality-of-service constraints, routing nmetrics could
be adjusted to take this into account, allow ng the routing |ayer
to choose based on which CID (and encapsul ati on) appears nore
attractive.

This could lead to interoperability problens or routing asymretry.
For exanpl e, consider the effects on I Pv6 Nei ghbor Discovery:

(a) If hosts choose to send | Pv6 Nei ghbor Discovery traffic on
different CSes, it is possible that a host sending an | Pv6
Nei ghbor Di scovery packet will not receive a reply, even though
the target host is reachable over another CS

(b) Where hosts all support the sanme set of CSes, but have different
routing preferences, it is possible for a host to send an | Pv6
Nei ghbor Di scovery packet over one CS and receive a reply over
anot her CS.

Recommendati ons: G ven these issues, it is strongly recommended that

only a single kind of CS supporting a single encapsul ati on net hod
shoul d be usable on a particular Iink
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3.5. Service Consistency

If a link-1ayer protocol provides nultiple encapsul ati on nmethods, the
services offered to the | P-layer and upper-|ayer protocols nmay differ
qualitatively between the different encapsul ati on nethods. For
exanpl e, the 802.16 [| EEE-802. 16.2004] |ink-layer protocol offers
both 'native’' encapsulation for raw | Pv4 and | Pv6 packets, and

Et hernet encapsulation. 1In the raw case, the | P layer can be
directly mapped to the quality-of-service (QS) capabilities of the

| EEE 802. 16 transmi ssion channel s, whereas using the Ethernet
encapsul ati on, an | P-over-Ethernet CS has to be deployed to
circunvent the mapping of the IP QoS to the Ethernet header fields to
avoid the lintations of Ethernet QS. Consequently, the service
offered to an application depends on the classification nmethod

enpl oyed and may be inconsistent between sessions. This nay be
confusing for the user and the application

Recommendations: |If multiple encapsul ation nethods for | P packets on
a single link-layer technology are deened to be necessary, care
shoul d be taken to match the services avail abl e between encapsul ati on
nmet hods as cl osely as possi bl e.

3.6. Inplenmentation Conplexity

Support of multiple encapsulation nethods results in additiona

i mpl ement ation conplexity. Lack of uniform encapsul ation support
also results in potential interoperability problenms. To avoid
interoperability issues, devices with linmted resources may be
required to inplenent multiple encapsul ati on nmechani sns, which may
not be practical

Wien encapsul ati on nmet hods require hardware support, inplementations
may choose to support different encapsulation sets, resulting in

mar ket fragnmentation. This can prevent users from benefiting from
econom es of scale, precluding sonme uses of the technology entirely.

Recommendat i ons: Choose a single encapsul ati on nechanismthat is
mandatory to inplenent for both sending and receiving, and nake that
encapsul ati on nechani smthe default for sending.

3.7. Negotiation

The conplexity of negotiation within ARP or | P can be reduced by
perform ng encapsul ati on negotiation within the link |ayer

However, unless the link layer allows the negotiation of the

encapsul ati on between any two hosts, interoperability problens can
still result if nore than one encapsul ation is possible on a given
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link. In general, a host cannot assune that all other hosts on a
link support the sane set of encapsul ation nethods, so that unless a
Iink-l1ayer protocol only supports point-to-point comrunication
negotiation of nultiple potential encapsulation methods will be
problematic. To avoid this problem it is desirable for |ink-Ilayer
encapsul ati on negotiation to deternmne a single |IP encapsul ati on, not
merely to indicate which encapsul ati on net hods are possi bl e.

Recommendat i ons: Encapsul ati on negotiation is best handled in the

link layer. 1In order to avoid dependencies on the data frane
encapsul ati on nechanism it is preferable for the negotiation to be
carried out using nmanagenent franes, if they are supported. |If

mul ti ple encapsul ati ons are required and negotiation is provided,
then the negotiation should result in a single encapsul ati on nethod
bei ng negotiated on the |ink

3.8. Roaning

Wiere a nobil e node roans between base stations or to a fixed
infrastructure, and the base stations and fixed infrastructure do not
all support the same set of encapsulations, then it may be necessary
to alter the encapsul ation nethod, potentially in m d-conversation
Even if the change can be handl ed seam essly at the link and IP |ayer
so that applications are not affected, unless the services offered
over the different encapsul ations are equival ent (see Section 3.5),
the service experienced by the application may change as the nobile
node crosses boundaries. |If the service is significantly different,
it might even require "in-flight’ renegotiation, which nost
applications are not equi pped to manage.

Recommendati ons: Ensure unifornmity of the encapsul ation set
(preferably only a single encapsulation) within a given nobile
donmai n, between nobil e domains, and between nobil e donains and fixed
infrastructure. |If a link layer protocol offers nultiple
encapsul ati on nethods for |IP packets, it is strongly recomended t hat
only one of these encapsul ati on nethods should be in use on any given
link or within a single wireless transm ssi on domain.

4. Security Considerations

The use of nultiple encapsul ati on net hods does not appear to have
significant security inplications.

An attacker might be able to utilize an encapsul ati on nethod that was
not in normal use on a link to cause a denial -of-service attack

whi ch woul d exhaust the processing resources of interfaces if packets
utilizing this encapsul ati on were passed up the stack to any
significant degree before being discarded.
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An attacker might be able to force a nore cunbersone encapsul ati on
net hod between two endpoints, even when a lighter weight one is
avai |l abl e, hence forcing higher resource consunption on the link and
wi thin those endpoints, or causing fragnentation. Since IP fragments
are nore difficult to classify than non-fragments, this may result in
packet | oss or nay even expose security vulnerabilities [WEP].

If different nethods have different security properties, an attacker
nm ght be able to force a |l ess secure nethod as an elevation path to
get access to some other resource or data. Simlarly, if one method
is rarely used, that method is potentially nore likely to have
expl oi tabl e i npl enent ati on bugs.

Since |lower-layer classification nmethods may need to inspect fields
in the packet being encapsul ated, this night deter the depl oynment of
end-to-end security, which is undesirable. Were encryption of upper
| ayer headers (e.g., |IPsec tunnel node) is required, this nmay obscure
headers required for classification. As a result, it may be
necessary for all encrypted traffic to flow over a single connection

5. Concl usi on

The use of nultiple encapsul ati on nethods on the same link is
probl ematic, as di scussed above.

Al t hough nultiple I P encapsul ati on nmet hods were defined on Ethernet
cabling, recent inplenentations support only the Ethernet
encapsul ati on of I Pv4 defined in [RFC894]. 1In order to avoid a
repeat of the experience with |Pv4, for operation of 1Pv6 on | EEE
802. 3 nedia, only the Ethernet encapsul ati on was defined in "A Mt hod
for the Transmi ssion of |Pv6 Packets over Ethernet Networks"

[ RFC1972], later updated in [ RFC2464].

In addition to the recomendations given earlier, we give the
foll owi ng general recommendati ons to avoid problens resulting from
use of nmultiple I P encapsul ati on net hods:

When devel opi ng standards for encapsul ating | P packets on a |ink-
| ayer technology, it is desirable that only a single encapsul ation
nmet hod shoul d be standardi zed for each |ink-Iayer technol ogy.

If a link-layer protocol offers nultiple encapsul ati on nethods for
| P packets, it is strongly recomended that only one of these
encapsul ati on nethods should be in use within any given link

Where nultipl e encapsul ati on nethods are supported on a link, a

singl e encapsul ati on shoul d be mandatory to inplenent for send and
receive.
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