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Abstra

ct

Thi s docunent provides a framework and service |level requirements for
Layer 1 Virtual Private Networks (L1VPNs). This framnework is
intended to aid in devel opi ng and standardi zi ng protocols and

mechani snms to support interoperable L1VPNs.

The docunent exam nes notivations for L1VPNs, high |evel (service

| ev

el)

requi renents, and outlines some of the architectural nodels

that m ght be used to build L1VPNs.
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1

I ntroduction

Thi s docunent examni nes notivations for Layer 1 Virtual Private

Net wor ks (L1VPNs), provides high-level (service-level) requirenents,
and outlines some of the architectural nodels that m ght be used to
buil d L1VPNs.

The objective of the docunent is mainly to present the requirenents
and architecture based on the work undertaken within Question 11 of
Study G oup 13 of the ITUT.

L1VPNs provi de services over layer 1 networks. This docunent
provides a framework for L1VPNs and the realization of the franework
by those networks being controlled by Generalized Milti-Protocol
Label Switching (GWLS) protocols.

Use of QGWPLS protocols for providing L1VPN services has several
advant ages, such as:

- Flexi bl e network operation.
- Use of standardi zed protocols.

- Use of comon control and neasurenent plane protocols applicable to
various layer 1 networks, including Tinme Division Miltiplexing
(TDM networks and optical networks.

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

The reader is assunmed to be fanmiliar with the ternmnology in
[ RFC3031], [RFC3209], [RFC3471], [RFC3473], [RFC4202], [RFC3945],
[ RFC4208], and [ RFC4026].

In this context, a Layer 1 Network is any transport network that has
connectivity and/or sw tching using spatial switching (e.g., inconing
port or fiber to outgoing port or fiber), |anbda-sw tching, or tine-
di vi si on-nul ti pl ex-swi tching.

A Layer 1 VPN (L1VPN) is a service offered by a core |ayer 1 network
to provide layer 1 connectivity between two or nore custoner sites,
and where the custoner has some control over the establishnent and
type of the connectivity. An alternative definition is sinply to say
that an L1VPN is a VPN whose data plane operates at layer 1. Further
details of the essence of an L1VPN are provided in Section 3.
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In addition, the following new terns are used within this docunent:

- Virtual link: A provider network Traffic Engineering (TE) link
advertised to custoners in routing information for purposes that
i nclude path conputation. A direct data |ink may or may not exi st
between the two end points of a virtual |ink

- Virtual node: A provider network |ogical node advertised to
customers in routing information. A virtual node nay represent a
si ngl e physical node, or nultiple physical nodes and the |inks
bet ween t hem

- VPN end point: A Custoner Edge (CE) device's data plane interface,
which is connected to a Provider Edge (PE) device, and which is
part of the VPN nmenbership. Note that a data plane interface is
associated with a TE link end point. For exanple, if a CErouter’s
interface is a channelized interface (defined in SONET/SDH), a
channel in the channelized interface can be a data plane interface.

- VPN connection (or connection in the L1VPN context): A connection
between a pair of VPN end points. Note that in some scenarios a
connection may be established between a pair of C (Custoner)
devices using this CE-CE VPN connection as a segnent or forwarding
adj acency defined in [ RFC4206].

Note that the following ternms are aligned with Provider Provisioned
VPN (PPVPN) term nology [ RFC4026], and in this docunment, have a
nmeani ng in the context of L1VPNs, unless otherw se specified.

- CE device: A CE device is a custoner device that receives L1VPN
service fromthe provider. A CE device is connected to at | east
one PE device. A CE device can be a variety of devices, for
exanple, Time Division Miultiplexing (TDM switch, router, and |ayer
2 switch. A CE device does not have to have the capability to
switch at layer 1, but it is capable of receiving a layer 1 signa
and either switching it or terminating it with adaptation. A CE
device nmay be attached to one or nore C devices on the customner
site, and it nmay be a host using a |layer 1 connection directly.

- PE device: A PE device is a provider device that provides L1VPN
service to the custonmer. A PE device is connected to at |east one
CE device. A layer 1 PE device is a TDMswitch, an Optical Cross-
Connect (OXC) (see [RFC3945]), or a Photonic Cross-Connect (PXC)
(see [RFC3945]). Alternatively, a PE device nmay be an Ethernet
Private Line (EPL) type of device that maps Ethernet franes onto
| ayer 1 connections (by means of Ethernet over TDMetc.).
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P (Provider) device: A P device is a provider device that is
connected only to other provider devices (P or PE devices). A
layer 1 Pis a TDM switch, OXC, or PXC.

- Custonmer: A custoner has authority over a set of CE devices within
the sane VPN (e.g., the owner of CE devices). Note that a custoner
may outsource the nmanagenent of CE devices to other organizations,
including to the provider itself.

- Provider: A provider has authority over the managenent of the
provi der networKk.

- Menbership information: A list of CE-PE TE |ink addresses bel ongi ng
to the same VPN. Menbership information contains the association
of a CE, a PE, and a VPN

3. Overview
3.1. Network Topol ogy

The layer 1 network, nade of OXCs, TDM switches, or PXCs nmay be seen
as consi sting of PE devices that give access from outside of the
networ k, and P devices that operate only within the core of the
network. Simlarly, outside the layer 1 network is the customner
networ k consisting of C devices with access to the layer 1 network
made t hrough CE devi ces

A CE and PE are connected by one or nore links. A CE may al so be
connected to nore than one PE, and a PE may have nore than one CE
connected to it.

A layer 1 connection is provided between a pair of CEs. Such a
connection follows the hierarchy defined in [RFC4206]. That is, a
CE- CE connection nmay be nested in a | ower |ayer connection (e.g., VC3
connection over STML connection). Likew se, the switching
capabilities of the interfaces of the CEs, PEs, and Ps on which a
connection is routed, follow the hierarchy defined in [ RFC4206].

3.2. Introducing Layer 1 VPNs

The concept of a PPVPN has been established through many previous
docunents such as [RFC4664] and [ RFC4110]. Terninology for PPVPNs is
set out in [RFC4026] with special reference to layer 2 and | ayer 3
VPNs.

The realization of L1VPNs can be based on extensions of the concepts

of the PPVPN to the layer 1 network. It nust be understood that
nmeeting the requirenents set out in this docunent nmay necessitate
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extensions to the existing nechanisns both for the control plane
within the layer 1 network and for service provisioning at the edge
of the network (CE and PE devices). It is at the interface between
CE and PE devices that the L1VPN service is provided.

Note that the fundamental difference between L1VPNs and L2/L3 VPNs is
that in L1VPNs, data plane connectivity does not guarantee contro

pl ane connectivity (and vice versa). But CE-PE control plane
connectivity is required for L1VPN services provisioned through the
control plane, and CE-CE data pl ane connectivity is maintai ned by
signal i ng mechani snms based on this control plane connectivity.

Furt hernmore, the provision of CE-CE control plane connectivity over
the provider network is also required for certain |evels of L1VPN
service, and this can be achi eved by the exchange of control packets
between CEs over the control plane of the provider network. This
aspect is discussed further in Section 10. 2.

3.3. Current Technol ogi es for Dynam ¢ Layer 1 Provisioning

Pre-existing efforts at standardization have focused on the provision
of dynanic connections within the layer 1 network (signaling and
routing) and the definition of interfaces for requesting services

bet ween the user and the layer 1 network over the User-Network
Interface (UNI), and between networks across the External Network-
Network Interface (E-NNI) (see [ RFC3945], [RFC4208], [RFC4139], and

[ RFC4258]) .

Current UNIs include features to facilitate requests for end-to-end
(that is, CEto CE) services that include the specification of
constraints such as explicit paths, bandw dth requirenents,
protection needs, and (of course) destinations.

Current E-NNIs include features to exchange routing information, as
well as to facilitate requests for end-to-end services.

The UNIs and E-NNIs nmay be applied in the context of L1VPNs. For
exanple, the UNI nay be applied between the CE and the PE, and the
E-NNI may be applied between PEs (inter-AS/ SP L1VPNs), or between the
CE and the PE

However, the existing UNI and E-NNI specifications do not provide
sufficient paranmeters to support VPNs without sone additions. For
exanpl e, there is no way to distinguish between control nessages
recei ved over a shared control link (i.e., a control link shared by
multiple VPNs) at a UNI/E-NNI, and these nmessages nust be

di sanbi guated to determ ne the L1VPN to which they apply. A contro
link is an IP link used for establishing a control channel between
nodes.
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Anot her exanple is that there is no clearly defined way of

di stributing nmenbership information to be used in conbination wth
UNI/E-NNI.  This function is necessary in order to discover the

exi stence and | ocation of the CEs to be connected by L1 connections.
Distribution of nenbership information is typically done by the
provi der, and may be realized by nechani sns such as static

provi sioning, or by piggybacking on routing protocols (e.g., see
Section 4.2.1 of [RFC4110]). Note that the method chosen for

di stribution of menbership information depends on the solution used
for supporting L1VPNs, which is outside of the scope of this
docunent .

Furt hernore, custoner addressing realns nmay overlap with each other
and may al so overlap with the service provider addressing real m

This requires address mappi ng nmechani sms, but such mechani sns are not
wel |l defined in existing UNI/E-NNI specifications.

Lastly, there is no clearly defined way to restrict connectivity
anong CEs (or over a UNI/E-NNI). In addition, E-NNIs allow routing

i nformati on exchange, but there is no clearly defined way to all ow
limted routing i nformati on exchange (i.e., a specific set of routing
information is distributed to a specific set of CEs).

In order for L1VPNs to be supported in a fully functional nanner
these additional capabilities and other requirenents set out later in
t hi s docunent nust be addressed.

Note that inter-AS/SP L1VPNs require additional analysis beyond the
focus of this docunent.

3.4. Relationship with ITUT

The foundation of this docunment is based on the work of the ITUT
Study Group 13, Question 11, such as [Y.1312] and [Y.1313]. This
group has been researching and specifying both the requirenents and
the architecture of L1VPNs for sone tine. |In this context, the
foundation of this docunent is a representation of the findings of
the ITUT, and a presentation of those findings in terms and format
that are famliar to the | ETF.

In particular, this docunent is linited to the areas of concern of
the IETF. That is, it is limted to layer 1 networks that utilize IP
as the underlying support for their control plane.

The foundation of this docunent presents the requirenents and

architectures developed within the ITU T for better understanding
within the IETF and to further cooperation between the two bodies.

Takeda I nf or mat i onal [ Page 7]



RFC 4847 Layer 1 VPN Framewor k April 2007

Some work related to the L1VPN sol uti on space has al ready been done
within the | ETF.

4, Mot i vati ons

The general benefits and desirability of VPNs have been descri bed
many tines and in nany places ([ RFC4110] and [ RFC4664]). This
document does not dwell on the nerits of VPNs as such, but focuses
entirely on the applicability of the VPN concept to |layer 1 networks.

Simlarly, the utility and value of a control plane for the
configuration, managenent, and operation of a layer 1 network is
wel | -rehearsed [ RFC3945].

4.1. Basic Layer 1 Services
Basic layer 1 services may be characterized in ternms that include:
- Connectivity: Between a pair of CEs.

- Capacity: For exanple, the bit rate for a TDM service or the
capacity of a | anbda.

- Transparency: For exanple, for an SDH network, overhead
transparency.

- Availability: The percentage of tinme that the offered service neets
the criteria that the provider defines, possibly agreed with each
customer. To achieve the required |evel of availability for the
custoner connections the service provider’s network nmay use
restoration or protected resources [ RFC4427].

- Performance: The quality of the service delivered to custoners
e.g., the nunber of error-seconds per nonth.

The layer 1 services may be categorized based on the conbi nation of
connectivity features (data plane) and service control capability
features (control plane) available to the customer. A CEis
associated with the service interface between a custoner site and the
provi der network, and the categorization can be seen in the context
of this service interface as foll ows.

1. A single connection between a pair of CEs.
- Static Service:

The classic private line service achieved through a permanent
connecti on.
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- Dynamic Service
Ei ther a switched connection service, or a customer-controlled
soft permanent connection service (i.e., the custonmer is in
control of when the signaled part is established).

2. Miltiple connections anong a set of CEs.

- Static Service:
A private network service consisting of a nesh of pernanent
connecti ons.

- Dynamic Service
A dynanic private network service consisting of any conbi nation
of swi tched connection services and custoner-controlled soft
per manent connection services.

For service types 1 and 2, connections are point-to-point, and can be
per manent, soft-pernmanent, or switched. For a static service, the
managenent plane of the provider network is responsible for the
managenment of both the network infrastructure and the end-user
connections. For dynamic services, the managenent plane of the
provider network is only responsible for the configuration of the
infrastructure; end-user connections are established dynanically via
the control plane of the provider network upon custoner request.

Thi s docunent does not preclude other advanced services and topol ogy
support, such as point-to-multipoint (P2MP) services, as part of the
| ayer 1 services, but these are for further study.

4.1.1. L1VPN for Dynanmic Layer 1 Provisioning

Private network services in the second category in Section 4.1 can be
enhanced so that nultiple private networks are supported across the
layer 1 network as virtual private networks. These are Layer 1
Virtual Private Networks (L1VPNs). Note that the first category in
Section 4.1 would include L1VPNs with only two CEs as a special case.

Conmpared to the first category of service, the L1VPN service has
features such as connectivity restriction, a separate policy, and
di stribution of nmenmbership information applied to a specific group
4.2. Merits of L1VPN
4.2.1. Custoner Merits
From the customer’s perspective, there are two nmain benefits to a

L1VPN. These benefits apply over and above the advantages of access
to a dynam cally provisioned network.
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- The custoner can outsource the direct nmanagenent of a layer 1
networ k by placing the VPN managenent in the control of a third
party. This frees the custoner fromthe need to configure and
manage the connectivity information for the CEs that participate in
the VPN

- The custonmer can nmake snall-scale use of a layer 1 network. So,
for exanple, by sharing the layer 1 network infrastructure with
many ot her users, the custoner sites can be connected together
across the layer 1 network without bearing the full cost of
depl oyi ng and managi ng the | ayer 1 network.

To sonme extent, the custonmer nmay al so gain fromthe provider’s
benefits (see below). That is, if the provider is able to extract
nmore value fromthe layer 1 network, the custoner will benefit from
| ower priced services that are better tailored to the custoner’s
needs.

4.2.2. Provider Merits
The provider benefits fromthe custonmer’s perception of benefits.

In particular, the provider can build on dynanm c, on-denand services
by of fering new VPN services and off-1oading the CE-to-CE
configuration requirenents fromthe custoners

Additionally, a nore flexible VPN structure applied to the layer 1
network allows the provider to nake nore conprehensive use of the
spare (that is, previously unused) resources within the network.

This could be achi eved by applying a network nodel where the provider
is responsible for deciding how resources are used and for

provi sioning of the connection through the |ayer 1 network.

4.3. L1VPN Depl oynent Scenari os

In large carrier networks providing various kinds of service, it is
often the case that nultiple service networks are supported over a
shared transport network. By applying L1VPNs, nultiple interna
service networks (which may be nmanaged and operated separately) can
be supported over a shared layer 1 transport network controlled and
managed using GVWPLS. In addition, L1VPNs can support capabilities to
of fer innovative services to external clients.

Some nore specific deploynent scenarios are as foll ows.
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4,3.1. Milti-Service Backbone

A mul ti-service backbone is characterized such that each service
departnent of a carrier that receives the carrier’s L1VPN service
provides a different kind of higher-layer service. The custoner
receiving the L1VPN service (i.e., each service departnent) can offer
its own services, whose payl oads can be any layer (e.g., ATM IP
TDM. The layer 1 transport network and each service network bel ong
to the sane organi zation, but may be nanaged separately. Fromthe
L1VPN service provider’s point of view, these services are not
visible and are not part of the L1VPN service. That is, the type of
service being carried within the layer 1 payload is not known by the
service provider.

The benefit is that the same layer 1 transport network resources are
shared by multiple services. A large capacity backbone network (data
pl ane) can be built economi cally by having the resources shared by
multiple services usually with flexibility to nodify topol ogies,
whil e separating the control functions for each service departnent.
Thus, each custoner can select a specific set of features that are
needed to provide their own service

Note that it is also possible to control and manage these service
networks and the layer 1 transport network by using GWLS in the

i ntegrated nodel [RFC3945] instead of using L1VPNs. However, using
L1VPNs is beneficial in the follow ng points:

I ndependent address space for each of the service networks.

- Network isolation (topology information isolation, fault isolation
anong servi ce networks).

I ndependent layer 1 resource view for each of the service networks.

I ndependent policies that could be applied for each of the service
net wor ks.

These points may apply to the nanagenent plane functionalities as
well as to the control plane functionalities.

4.3.2. Carrier’'s Carrier

A carrier’s carrier is characterized such that one carrier that
receives another carrier’s L1VPN service provides its own services.
In this scenario, two carriers are in different organi zations. It

is, therefore, expected that the information provided at the service
demarcation points is nore limted than in the nulti-service backbone
case. Simlarly, less control of the L1VPN service is given at the
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service demarcation points. For exanple, custonmers of an L1VPN
service receive

- Anore limted view of the L1VPN service provider network.
- More limted control over the L1VPN service provider network.

One of the nerits is that each carrier can concentrate on a specific
service. For exanple, the custonmer of the L1VPN service may focus on
L3 services, e.g., providing secure access to the Internet, |eaving
the L1VPN provider to focus on the layer 1 service, e.g., providing a
| ong- haul bandwi dth between cities. The L1VPN custoner can construct
its own network using layer 1 resources supplied by the L1VPN
provider, usually with flexibility to nodify topol ogies, while
separating the control functions for each custoner carrier

4.3.3. Layer 1 Resource Trading

In addition to the scenarios where the second tier service provider
is using a single core service provider as nentioned in Section
4.3.2, it is possible for the second tier provider to receive
services fromnore than one core service provider. |In this scenario,
there are some benefits for the second tier service provider such as
route redundancy and dynami c carrier selection based on the price.

The second tier service provider can support a function that enables
a layer 1 resource trading service. Using resource information
published by its core service providers, a second tier service

provi der can decide how to best use the core providers. For exanple,
if one core service provider is no longer able to satisfy requests
for service, an alternate service provider can be used. O the
second tier service provider could choose to respond to price changes
of service over tine.

Anot her exanpl e of second tier service provider use is to reduce
exposure to failures in each provider (i.e., to inprove
availability).

4. 3. 4. Inter-AS and | nter-SP L1VPNs

In addition to the scenarios where a single connection between two
CEs is routed over a single service provider as nentioned in Section
4.3.2, it is possible that a connection is routed over nultiple ASes
within a service provider (called inter-AS L1VPN) or over multiple
service providers (called inter-SP L1VPN)

The inter-AS L1VPN scenario can be used to construct a single L1VPN
fromnetwork resources adm nistered by different domains of a single
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service provider. These adm nistrative donains mght not usually
have a coll aborative relationship at layer 1, and so the inter-AS
L1VPN of fers a new busi ness nodel for joint delivery of services to a
customer. Consideration of inter-AS L1VPNs requires further analysis
beyond the scope of this docunent.

The inter-SP scenario can be used to construct a single L1VPN from
services provided by multiple regional providers. There could be a
vari ety of business relationships anong providers and custoners, and
this scenario contains many nore manageability, security, privacy,
policy, and commercial issues than the nore sinple inter-AS L1VPN
case. Consideration of inter-SP L1VPN requires further analysis
beyond the scope of this docunent.

4.3.5. Scheduling Service

In sone depl oyment scenarios, customers of L1VPN services may wish to
set up layer 1 connections not on-demand, but at a planned tine in
the future. O, even though custoners of L1VPN services nmay wi sh to
use |layer 1 connections on-denmand, they can tolerate sone delay, for
exanpl e, due to lack of resources at that noment.

In those scenarios, the provider can reserve bandwi dth at a specified
time in the future, and can establish the VPN connections according
to a schedule. This nakes it possible to use bandw dth nore
efficiently over time (i.e., support nore demand). This service, the
schedul i ng service, nmay be used to support custoners who use layer 1
connections for data backup applications, content delivery
applications, and sone ot her applications.

Furt hernmore, custoners may be able to specify when to rel ease |layer 1
connections in advance. By considering this information, the
provider may be able to further engineer scheduling, which [eads to
still nore efficient bandw dth usage.

Note that scheduling of L1VPN services requires tinme-scoped resource
managenent, which is not well considered in current GWLS protocols
and requires the support of the managenent plane. In addition,

of fering scheduling service and on-demand service on the sane

i nfrastructure needs careful consideration
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5. Reference Mdel

Figure 5.1 describes the L1VPN reference nodel
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: | | :
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e e e a - +
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| net wor k |
Key: ==== Layer 1 Connection -- link

Figure 5.1: L1VPN Reference Mde

In an L1VPN, |ayer 1 connections are provided between CEs’ data pl ane
interfaces within the same VPN. In Figure 5.1, a connection is

provi ded between the left-hand CE of VPN A and the upper right-hand
CE of VPN A, and anot her connection is provided between the |eft-hand
CE of VPN B and | ower right-hand CE of VPN B (shown as "=" nark).
These |l ayer 1 connections are called VPN connecti ons.

Takeda I nf or mat i onal [ Page 14]



RFC 4847 Layer 1 VPN Framewor k April 2007

Note that as nentioned in Section 3.1, these VPN connections follow
the hierarchy defined in [ RFC4206] .

5.1. Managenent Systens

As shown in the reference nodel, a provider network may contain one
or nore managenent systems. A nmanagenent system may support
functions including provisioning, nonitoring, billing, and recording.
Provi der managenent systens may al so conmuni cate with customer
managenent systemnms in order to provide services. Sections 7 and 11
provi de nore detail.

6. Generic Service Description

Thi s section describes generic L1VPN services. Detailed descriptions
are provided through specific service nodels in Section 7.

6.1. CE Construct
- The CE device may support nore than one custoner VPN

- CE-PE data plane links (between data plane interfaces) may be
shared by multiple VPNs.

Note that it is necessary to di sambi guate control plane nessages
exchanged between CE and PE if the CE-PE rel ationship is applicable
to nore than one VPN. This nmakes it possible to determnmine to which
VPN such control plane nessages apply. Such di sanbi guati on m ght be
achi eved by allocating a separate control channel to each VPN (either
usi ng a separate physical channel, a separate |ogical channel such as
| P tunnel, or using separate addressing).

A customer addressing real mconsists of CE-PE TE Iink addresses and
CE- PE control channel addresses as well as custoner site addresses (C
and CE addresses). Custoner addressing realns may overlap, and may

al so overlap with the service provider addressing realm

NATs or firewalls m ght reasonably be placed at custonmer interfaces,
or between administrative domains within the core network
Addressing in the L1VPN nodel nust handl e such eventualities.
Traversal of NATs and firewalls within the custoner network m ght
have inplications for L1VPN services that connect C devices, and is
for further study.
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6. 2.

7.

Generic Service Features
L1VPN has the following two generic service features.

- Connectivity restriction: Layer 1 connectivity is provided to a
limted set of CEs’ data plane interfaces, called VPN end points.
(This set fornms the L1VPN nmenbership.)

- Per VPN control and nmanagenent: Sone |evel of control and
managenent capability is provided to the custoner. Details differ
dependi ng on service nodel s described in Section 7.

Servi ce Mddel s

This section describes Layer 1 VPN service nodels that can be
supported by GWLS protocols enabl ed networks. These nodels are
derived fromthe generic service description presented above.

Such layer 1 networks are nmanaged and controll ed using GWLS
signaling as described in [RFC3471] and [ RFC3473], and GVPLS routing
as described in [RFC4202]. It must be understood that neeting the
requirenents set out in this docunent may necessitate extensions to
t he existing GVWLS protocols both for the control plane within the

|l ayer 1 network and for service provisioning at the edge of the
network (CE and PE devices). A CE and a PE are connected by one or
nmore data links. The ends of each link are usually represented as
GWPLS- capabl e interfaces.

Note that in this document, service nodels are classified by the
semantics of information exchanged over the custoner interface. The
custoner interface may be instantiated by the CE-PE control plane
communi cati on and/or the nanagenent plane communi cati on between the
customer nanagenent systens(s) and the provider nanagenent systen(s).
Note that how to realize a CE-PE control channel is discussed in
Section 10.1. Custonmer managenent systen(s) and provi der managenent
systens(s) may conmnuni cate by utilizing the CE-PE control channel (s).
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7.1. WManagenent - Based Servi ce Model

Figure 7.1 describes the Managenent - based service nodel.

e e e a - +
| |
S SRR + | S SRR + |
| Customer | | | Provider | |
| Managenent | | | Managenent | |
| system(s)|-:----- +----] systen(s)| |
e e oo - + | e e oo - + |
| |
: | | :
-+ : Fo---+ Fo-o -+ Fo--o+ : Fo-o -+
| CEl----t---] PE|----] P |----] PE|---i---] CE|
F--- -+ : F--- -+ F--- -+ F--- -+ : F--- -+
| |
| |
oo +
| , |
: | <- Provi der network->|
Cust oner Cust oner
interface interface

Figure 7.1: Managenent-Based Servi ce Model

In this service nodel, custonmer managenent systens and provider
managenent systenms communi cate with each other. Custoner managenent
systens access provi der managenent systens to request layer 1
connection setup/del etion between a pair of CEs. Custoner nanagenent
systens nmay obtain additional information, such as resource
availability information and nmonitoring information, from provider
managenment systens. There is no control message exchange between a
CE and PE.

The provider network may be based on GWLS. In this case, nechani sns
to support soft pernanent connections can be applied. However,

i nterfaces between nmanagenent systens are not within the scope of
this docunent.

7.2. Signaling-Based Service Mdel (Basic Mde)
In this service nodel, the CE-PE interface's functional repertoire is

limted to path setup signaling only. The provider's network is not
i nvolved in distribution of custoner network’s routing information.
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Note in addition that there may be conmuni cati on between customner

managenent system(s) and provi der nmanagenent system(s) in order to

provide custonmers with detailed nonitoring, fault information, etc.
7.2.1. Overlay Service Mde

Figure 7.2 describes the Overlay service nodel

o e oo +

| |

| |
oo+ oo+ oo+ oo+
| CE|---:---] PE| | PE|---:---] CE
oo+ oo+ oo+ oo+

| |

| |

o e +

: | <- Provi der network->
Cust oner Cust oner
interface interface

Figure 7.2: Overlay Service Mde

In this service nodel, the customer interface is based on the GWLS
UNI Overlay [RFC4208]. The CE requests layer 1 connection
setup/deletion to a renote CE. There is no routing protocol running
(i.e., no routing neighbor/peering relationship) between a CE and a
PE. The CE does not receive routing information fromrenote customner
sites, nor routing information about the provider network.

The CE's interface nay be assigned a public or private address, that
desi gnates VPN end points.

In this nodel, menbership information needs to be configured on PEs,
so that the PE that receives a Path nessage fromthe ingress CE can

identify the renbte PE connected to the egress CE. Distribution of

nmenber shi p i nformati on between PEs is typically done by the provider
and may be realized by mechani sms such as static provisioning, or by
pi ggybacki ng on routing protocols (auto-discovery).

There are various ways that custonmers perceive the provider network.
In one exanple, the whole provider network nmay be consi dered as one
node -- the path specified and recorded in signaling nessages
reflects this. Note that this is distinct fromthe Virtual Node
service nodel described in Section 7.3.2 because such a node
requires that the network is represented to the VPN sites as a
virtual node -- that is, sone formof routing advertisenent is
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inplied, and this is not in scope for the Signaling-based service
nodel .

7.3. Signaling and Routing Service Mdel (Enhanced Mode)

In this service nodel, the CE-PE interface provides the signaling
capabilities as in the Basic Mde, plus pernits |imted exchange of

i nformati on between the control planes of the provider and the
customer to hel p such functions as discovery of custoner network
routing information (i.e., reachability or TE information in renote
customer sites), or paraneters of the part of the provider’s network
dedi cated to the custoner.

By allowing CEs to obtain customer network routing information, a
so-cal l ed N-square routing problem could be sol ved.

In addition, by using the received traffic engi neering-based routing
informati on, a custoner can use traffic engineering capabilities.

For exanple, a custoner can set up two disjoint connections between a
pair of CEs. Another exanple is that a custonmer can request a
connection between a pair of devices within customer sites, and not
necessarily between CEs, with nore effective traffic engi neering.

As such, the custoner interface is based on GVWPLS signaling and
mechani snms t o exchange reachability/ TE information. Typically, a
routing protocol is used between a CE and PE, or nore precisely
between a CE and the VPN routing context instantiated on the PE

Link state routing informati on woul d be needed to inplenent the above
two exanpl e scenarios. Sonme scenarios may be satisfied with
reachability routing information only.

Note that this service nodel does not preclude the use of nechanisns
ot her than routing protocols to exchange reachability/ TE i nformation

As with the Signaling-based service nodel, there may be conmuni cation
bet ween custoner managenent systen(s) and provi der nmanagenent
systen(s) in order to provide detailed nonitoring, fault information
etc. to custoners

Four specific types of the Signaling and Routing service nodel are
the Overlay Extension service nodel, the Virtual Node service nodel,
the Virtual Link service nodel and the Per-VPN Peer service nodel
dependi ng on how custoners perceive the provider network in routing
and signaling (i.e., the level of information details that a custoner
is allowed to receive in routing and signaling).
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7.3.1. COverlay Extension Service Mde

This service nodel conplenments the Overlay service nodel. 1In this
service nodel, a CE receives a list of CE-PE TE link addresses to
which it can request a VPN connection (i.e., nmenbership information).
This may include additional information concerning these TE |inks
(e.g., switching type). Mechanisns other than routing could be used
to exchange reachability/TE i nformati on between the CE and the PE

7.3.2. Virtual Node Service Mdel

Figure 7.3 describes the Virtual Node service nodel.

o e ee oo +
| |
+----+ | | +----+
| CE|---:---] Vi rtual Node |---:---] CE
+----+ | | +----+
| |
o e e e +
| _ |
| <- Provi der network->
Cust oner Cust oner
i nterface i nterface

Figure 7.3: Virtual Node Service Mde

In this type of service nodel, the whole provider network is
represented as a virtual node (defined in Section 2). The custoner
perceives the provider network as one single node. The CE receives
routing informati on about CE-PE links and the custoner network (i.e.
renote custoner sites).

Note that in this service nodel, there nust be one single virtua

node, and this virtual node nust be connected with every CE in the
VPN.
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7.3.3. Virtual Link Service Mde

Figure 7.4 describes the Virtual Link service nodel

e e e a - +
| |
: | Vi rtual | :

Fo-o -+ : +o-- -+ i nk Fo-o -+ : +o-- -+
| CEl___:___l pEl**************l pEl___:___l CEl
F--- -+ : F--- -+ F--- -+ : F--- -+

I I

o e e e e e e e oo o +

: | <- Provi der network->
Cust oner Cust oner
interface interface

Figure 7.4: Virtual Link Service Model

In this service nodel, a virtual link is constructed between PEs.
For the definition of a virtual link, please refer to ternminology in
Section 2. Awvirtual link is assigned to each VPN and di sclosed to

the corresponding CEs. As such, the CE receives routing information
about CE-PE |inks, custonmer network (i.e., renpte custoner sites), as
well as virtual links assigned to each VPN. A special property of
the virtual links used in this service nodel is that the provider
network allocates data plane |link resources for the exclusive use of
each virtual link. The TE attributes of a virtual link are

determ ned according to data plane link resources allocated to this
virtual link. Virtual links are an abstraction of the provider
network to custoners for admnistrative purposes as well as to

excl ude "unnecessary infornmation"

Note that in this service nodel, both end points of each virtual |ink
nmust be a PE device
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7.3.4. Per-VPN Peer Service Mde

Figure 7.5 describes the Per-VPN Peer service nodel

o +
: | | :
o4 : -4 o4 oo : o4
| CE|---i=-=| PE|--=-] P [--=-] PE|---:---] CE|
oo+ : oot oo+ oot : P——
| |
o e +

: | <- Provi der network->
Cust oner Cust oner
interface interface

Figure 7.5: Per-VPN Peer Service Mde

This service nodel is a generalization and conbination of the Virtua
Li nk service nodel and the Virtual Node service nodel nmentioned in
Sections 7.3.2 and 7.3.3 respectively.

In this service nodel, the provider partitions the TE links within
the provider network per VPN, and discloses per-VPN TE |ink
informati on to corresponding CEs. As such, a CE receives routing
i nformati on about CE-PE |inks, custoner network (i.e., renote
customer sites), as well as partitioned portions of the provider
net wor k.

Note that PEs nmamy advertise abstracted routing information about the
provi der network to CEs for adm nistrative purpose as well as to
exclude "unnecessary information". |In other words, virtual |inks nay
be constructed between two nodes where direct data |inks do not

exi st, or virtual nodes may be constructed to represent nultiple
physi cal nodes and |inks between them

In the Per-VPN Peer service nodel, at |east one virtual node
corresponding to P devices (one single P or a set of Ps) nust be
visible to custoners.

8. Service Mdels and Service Requirenents
The service nodels nmentioned in Section 7 are related to what
information is exchanged between CE and PE. In addition, service
nodel s differ in how data plane resources are allocated for each VPN

Note that in the | TUT docunents, the term"U Pl ane" is used instead
of "data pl ane"
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o Data plane resource allocation

Shared or dedi cat ed:

Shared neans that provider network data plane |inks are shared by
multiple (i.e., any or a specific set of) VPNs. (Data plane
links are dynamically allocated to a VPN when a VPN connection is
requested, and data plane links allocated to one VPN at one tine
can be allocated to another VPN at another tine.)

Dedi cat ed neans that provider network data plane links are
partitioned per VPN. (Data plane links are statically allocated
to one VPN and can not be used by other VPNs.)

o Informati on exchanged between CE and PE

Si gnal i ng

Menmber ship infornmation (optionally includes TE information of the
associ ated CE-PE TE |inks)

Customer network routing information (reachability only, or may
i ncl ude TE i nformation)

Provi der network routing information (TE information)

Note that |ink managenent information (e.g., LMP [ RFC4204]) nay be
exchanged between a CE and a PE, but this is orthogonal to the
definition of the service nodels.

Tabl e 1 shows conbi nation of service requirenents and service
nodel s.
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Signaling +
Member ship i nformation + Vi rtual Link
Cust omer network routing

|

|

| Not applicable
information + |

|

|

Per - VPN Peer
Provi der network routing
i nfornation

| Dat a pl ane | Dat a pl ane
| shared | dedi cat ed
........................... o
Si gnal i ng | Overl ay | Overl ay
___________________________ o
Signaling + | Overl ay | Overl ay
Menmber ship i nfornation | Ext ensi on | Ext ensi on
___________________________ o
Signaling + | |
Menmber ship i nformation + | Vi rtual Node | Vi rtual Node
Cust omer network routing | |
i nformation | |
___________________________ o
|
|
|
|
|
|

Tabl e 1: Conbi nati on of service requirenments and service nodel s

As described in previous sections, the difference between the Virtua
Li nk service nodel and the Per-VPN Peer service nodel is whether

custoners have visibility of P devices. 1In the Virtual Link service
nodel , the end points of virtual |inks nust be PE devices, thus P
devices are not visible to custonmers. |In the Per-VPN Peer service

nmodel , at | east one virtual node corresponding to P devices (one
single P, or a set of Ps) is visible to custoners.

Not e that when custoners receive provider network routing infornation
in the formof virtual link, customers nust be able to specify such
links for a VPN connection over the provider network in signaling.

8.1. Detailed Service Level Requirements
In addition to the requirenents set out in table 1, nore detail ed
service requirenents are provided below. They are generally conmon
to the various service nodels, except where indicated.
- Selection of layer 1 service class: Custoners MAY be allowed to

specify a layer 1 service class (e.g., availability level) for a
VPN connection. Further details are described in Section 9.
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- Reception of performance information: Custonmers MAY be allowed to
receive performance information for their VPN connections (e.g.
performance nonitoring data). When data plane |inks are dedicated,
customers MAY be allowed to receive performance information for
links dedicated to them

- Reception of fault information: Custoners MAY be allowed to receive
fault information for their VPN connections (e.g., failure
notification by RSVP-TE, data plane alarmnotification through the
managenent plane, notification of connection setup rejection
causes). Note that this does not prevent custoners from using
Operations and Managenent (OAM nechanisns for, or on, their VPN
connections. Wien data plane |inks are dedicated, custoners MAY be
allowed to receive fault information for |inks dedicated to them

- Reception of connection information: Customers MAY be allowed to
receive information for current VPN connections (through the
managenent pl ane).

- Reception of accounting information: Customers MJUST be able to
recei ve accounting information for each VPN

- Specification of policy: Custoners MAY be allowed to specify
policies (e.g., path conputation policies, recovery policies
i ncludi ng paraneters) for each VPN

- Security: The conmunication between the customer and the provider
MUST be secure. Further details are described in Section 12.

- Filtering: Unnecessary information (e.g., information concerning
ot her VPNs) MUST NOT be provided to each custoner. This applies
particularly to the Signaling and Routing service nodel, but is
al so relevant to the Signaling-based service nodel and to the
Managenent - based service nodel. Further details are described in
Section 12.

Recovery Aspects

Recovery Scope
GWPLS provides various recovery techniques for use in different
recovery scenarios [RFC4427]. The provider network may apply these

recovery techni ques to protect VPN connections as part of the L1VPN
service, for exanple as foll ows:

Takeda I nf or mat i onal [ Page 25]



RFC 4847 Layer 1 VPN Framewor k April 2007

0 PE-PE recovery

The provider network constitutes a recovery domain, and the
recovery scope is the PE-PE part of the CE-CE VPN connection

It should be possible for the provider network to hide the provider
network recovery operation fromthe custoner. Nanely, it should be
possi ble to configure the provider network to not notify the
customer when a failure occurs and a PE-PE recovery operation
successfully repairs the failure. Further, when PE-PE recovery
fails and the failure should be notified to the custoner, it should
be possible for the provider network to hide its internal topology.

o CE-PE recovery

The recovery scope is either or both of the ingress and egress
CE-PE |inks of the CE-CE VPN connection

o CE-CE recovery
The recovery scope is the entire CE-CE VPN connecti on.

When a failure needs to be notified to a customer so that the
custoner can initiate recovery operation, it should be possible for
the provider network to hide its internal topol ogy.

These recovery schenes may be applied in conbination

Customers may be allowed to specify the desired recovery level in a
connection setup request. Furthernore, the custoner may be all owed
to specify the desired recovery level in a way that is agnostic of
the recovery technique (e.g., when the recovery operation does not
requi re cooperation between the provider network and the custoner
network). |In such cases, the provider network nmust translate the
specified recovery level into specific recovery techni ques, based on
operational policies. This allows enhanced recovery techni ques above
and beyond the GWLS specifications to be used in the provider

net wor k.

9.2. Recovery Resource Sharing Schenes

The provider network may support various recovery resource sharing
schenes, such as the follow ng:

0 Shared recovery

When the provider network supports shared recovery (e.g., shared
nmesh restorati on [ RFC4427]), the provider network may provide
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sharing recovery resources between VPN connections that serve with
only the sanme VPN, a specific set of VPNs, or any VPN. The default
node is sharing recovery resources with any VPN

o Extra traffic

GWPLS recovery nechani snms support extra traffic. Extra traffic
all ows the transfer of preenptable traffic on the recovery
resources when these resources are not being used for the recovery
of protected normal traffic [RFC4427].

In the context of L1VPNs, extra traffic is applied for CE-CE VPN
connections, or PE-PE part of CE-CE VPN connections. The latter
case may be applied only when there is hierarchy (i.e., CE-CE VPN
connection is nested on top of PE-PE connection). In this section
the latter aspect is analyzed.

When the provider network allows a CE-CE VPN connection to be set
up as "extra traffic", it means that the VPN connection may use a
PE- PE connection that protects some ot her CE-CE VPN connection. In
such a case the provider network may restrict extra traffic CE-CE
VPN connection to use resources (i.e., the PE-PE connections) that:

- protect VPN connections fromthe sanme VPN as the extra traffic
connecti on.

- are used for a specific set of VPNs.
- are available for any VPN

The default node is to support preenptable traffic on recovery
resources reserved for any VPN

10. Control Plane Connectivity
10.1. Control Plane Connectivity between a CE and a PE

In the Signaling-based service nodel and the Signaling and Routing
service nodel, there nmust be a control channel (IP-1eve
connectivity) between a CE and its PE. The instantiation of the
control channel may differ depending on addressing and security.

As stated in Section 6.1, it is necessary to di sambi guate contro
pl ane nessages exchanged between the CE and PE if the CE-PE
relationship is applicable to nore than one VPN. Furthernore,
private addresses may be assigned to CE-PE control channels.
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10.

Security aspects of the CE-PE control channel are discussed in
Section 12.

2. Control Plane Connectivity between CEs

A custoner network connected by VPN connections nay be controlled by
MPLS or GWLS, and the VPN connections nay be treated as TE |inks
within the customer network. In such cases, there nust be contro

pl ane (I P-1evel) connectivity between the CEs, so that contro
nmessages, such as signaling and routing nmessages, can be exchanged
between the CEs. Furthernore, in sone recovery techniques, Notify
nmessage exchange i s needed between the ingress and egress of the VPN
connection, which requires control plane connectivity between the
CEs. There are several potential ways to achieve this.

o Use of VPN connections as in-band control channels

If the CEs have the ability to inject control nessages into the VPN
connections and to extract the nessages at the far end of the VPN
connections, then control nessages can be exchanged in-band. For
exanpl e, when a VPN connection is a Packet Switch Capable (PSC) TE
link in the customer network, this operation is transparent to the
L1VPN servi ce provider.

0 Use of overhead associated with the VPN connecti ons

If the VPN connection provides connectivity in the custoner network
at a different switching capability (inplying network technol ogy

| ayer) fromthat used by the provider network to support the CE-PE
and PE-PE connectivity, then the custoner network can utilize any
over head avail able within the VPN connection as a control channe
to connect the CEs. For exanple, if a VPN connection provides a
TDM TE link in the custoner network but is supported by a
technol ogy such as | anbda or fiber, then the CEs may utilize the
overhead (DCC) as a control channel, if the network supports
transparent transfer of such overhead. This operationis
transparent to the L1VPN service provider

0 Use of control-channel -specific VPN connections

A customer establishes VPN connections dedi cated as control
channels. This operation is transparent to the L1VPN service
provi der, but since control plane traffic is likely to be
relatively | ow conpared with the capacity of VPN connections, this
may be an expensive solution for the custoner
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11.

0 Use of separate network

A customer nmay utilize another network and network service, such as
private line service, L3VPN service, L2VPN service, or Internet
access service, to establish CE-CE control channel connectivity.
This operation is transparent to the L1VPN service provider.

o Use of CE-PE control channels

In the Signaling-based service nodel, and the Signaling and Routing
service nodel, there nust be control plane (IP-1evel) connectivity
between the CE and PE, as described in Section 10. 1.

By utilizing this, CE-CE control nessage exchange could be realized
as part of the service provided by the L1VPN service provider.
Nanely, the provider network transfers control nessages received
over the CE-PE control channel to the other side of the provider
network and delivers themthrough the PE-CE control channel. The
realization of this within the provider network is up to the
operator, but where the provider network uses a GWLS contro

pl ane, the customer control plane nmessages coul d be forwarded

t hrough the provider control plane, perhaps using IP tunnels.

Care nust be taken to protect the provider network and other
custoners from Denial of Service (DoS) attack. Traffic saturation
over the control plane network needs to be carefully managed as
well. Note that if private addresses are assigned to the CE-PE
control channels, the provider network rnust support VPN scoped
routing and forwarding for control nessages.

Manageabi |l ity Consi derations

Manageabi lity considerations for GVWLS are described in existing
docunents, such as [RFC3945]. Also, manageability considerations for
L3VPN are described in existing docunents, such as [RFC4176]. These
manageabi l ity considerations should al so be applied in L1VPNs, and
these aspects are described in this section. 1In addition, there are
some specific manageability considerations for L1VPNs, such as
configuration and accounti ng.

o Fault managenent
The provider network MUST support fault nanagenent. |t MJST support

Iiveness detection, and nonitoring and verification of correct
operati on.
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When a failure occurs, the provider network SHOULD correl ate the
failure. Also, it SHOULD be able to detect which customer is
affected by the failure.

If the provider network can resolve failures wthout intervention
fromthe custoner network, it MJST be possible to configure the
provi der network to not report failures to the custoners. However,
it MAY be part of an agreenent between a custoner and provider that
failures are reported to the custoner, regardl ess.

o Configuration managenent

The provider network MJUST support configuration nmanagenent, such as
the foll ow ng.

- Servi ce node/ nodel configuration

- Network representation configuration: Configuration of virtua
node and virtual 1ink

- Resource allocation configuration: Dedicated, shared. See
Section 8 for nore detail

- Recovery policy configuration: For exanple, recovery resource
sharing schenes, such as shared recovery, extra traffic. See
Section 9 for nore detail

- Menbership configuration

- Network/El enent |evel configuration: For exanple, TE link
configuration.

It SHOULD be possible for the provider network to verify that
configuration is correctly made.

o Accounting management

The provider network MJST support accounting nanagenment. |t MJST
be able to record usage of VPN connections for each custoner

o Performance managenent
The provi der network MJST support perfornance nmanagenent.
In particular, it MJST support performance nonitoring of parameters

associated with the Service Level Agreenment (SLA), such as bit
error rate per VPN connection, and SLA verification
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In addition, it MJST support perfornmance nonitoring and anal ysis of
paraneters related to the network and equi pnent not directly
associated with the SLA, such as network resource utilization.

0 Security managenent

The provider network MJUST support security nanagenent. See Section
12 for details.

o Managenent systens

In order to support various nmanagenent functionalities, the

provi der network relies on nmanagenent systems and rel ated tools.
GWPLS protocols and potential extensions of GWLS MIST be able to
work wi th managenent systens and related tools to provide such
functionalities.

In particular, MB nodules for GWLS protocols and potenti al
ext ensi ons MJUST be support ed.

o0 Managenent of customer networks

Cust omers MAY out source managenent of their network (especially CEs
and CE-CE links) to the provider network. In such case, the

provi der MJST be able to nanage the custoner network, as well as

t he provi der network.

Security Considerations

Security is clearly one of the essential requirenents in L1VPNs. In
this section, key security requirenents are highlighted. Security
consi derations for L3VPNs and L2VPNs are described in existing
docunments, such as [ RFC4110], [RFC4111], and [ RFC4664]. These
security considerations should also be applied in L1VPNs, and these

aspects are described in this section. |In addition, there are some
specific security considerations for L1VPNs, such as connectivity
restriction and shared control [inks.

This section first describes types of information to be secured.
Then, security features or aspects are described. Finally, sone
consi derati ons concerning scenari os where security nechanisns are
applied is described.
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1. Types of Infornation

It MJUST be possible to secure the informati on exchanged between the
customer and the provider. This includes data plane information
control plane information, and managenent pl ane information

At layer 1, data plane information is nornmally assuned to be secured
once connections are established, since those connections are
dedicated to each VPN. That is, it is not possible to communicate
unl ess there is a connection. Therefore, in L1VPNs, the nain concern
of data plane security is restricting VPN connections to be used only
within the same VPN, as described in Section 6.2. Note that a
custoner nay wi sh to assure data plane infornmation security agai nst
not only other custoners, but also the provider. In such case, the
customer nmay wish to apply their own security nmechani snms for data

pl ane information (CE-CE security), as later described.

In addition, information contained in the provider network MJST be
secured. This includes VPN service contract information, current VPN
connection information, VPN nmenbership information, and system
informati on. Note these types of information MAY be accessible to
aut hori zed entities.

2. Security Features

Security features include the follow ng:

o Data integrity

The i nformati on exchanged between the custoner and the provider
MUST be delivered unchanged.

0 Confidentiality

The informati on exchanged between the custoner and the provider
MUST NOT be disclosed to a third party.

o Aut henti cation

The entity requesting the service to the provider MJIST be
identified and have its identity authenticated, and the provider
providing the service MIST also be identified and have its identify
aut henti cat ed.
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o Access control

Access to the information contained in the provider network, which
may be information about the customer networks or the existence of
customers, as well as about the provider network, MJIST be
restricted to the authorized entity.

0 DoS attack detection and protection

The provi der network MJST have nmechani sms to detect DoS attack and
to protect against it reactively and proactively.

12.3. Scenari os

There are two scenarios (or occasions) in which security mechanisns
are applied. One is the service contract phase, where security
mechani snms are applied once. The other is the service access phase,
where security nechanisns are applied every tinme the service is
request ed.

0 Service contract scenario (static)

This scenario includes the addition of new physical devices, such
as CE devices, data links and control links. It MJST be guaranteed
that these physical devices are connected to the right entity. In
addition, authority to access specific informati on MAY be given to
each custoner as a part of service contract.

0 Service access scenario (dynam c)

This scenario includes the reception of connection requests,
routing informati on exchange requests (e.g., attenpts to establish
a nei ghbor relationship in routing protocols, or conmand request
via the managenent plane interface), and managenent information
retrieval requests. |If a conmunication channel between the
custoner and the provider (control channel, managenent interface)
is physically separate per custoner, and the entity connected over
this communi cati on channel is identified in the service contract
phase, the provider can ensure who is requesting the service.

Al so, the comunication channel could be considered as secure.
However, when conmuni cation channel is physically shared anong
custoners, security mechani sne MJUST be avail abl e and SHOULD be
enforced. Exanples of such security mechanisns include | Psec

[ RFC4302] and [RFC4303]. Note that even in the case of physically
separate conmuni cati on channels, custoners may wi sh to apply
security nechani sns to assure higher security, and such nechani sns
MUST be avai l abl e.
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When the entity requesting the service is identified, the provider
MJUST ensure that the request is authorized for that entity. This

i ncl udes assuring that connection request is between VPN end points
bel onging to the same VPN

Al so note that custoners may wish to apply their own security
mechani snms for data plane information (CE-CE security). This
i ncludes | Psec [ RFC4302] and [RFC4303] for IP traffic.
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