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Abst r act

Al t hough there are nmany perceived benefits to Network Address
Translation (NAT), its primary benefit of "anplifying" available
address space is not needed in IPv6. In addition to NAT s nany
serious di sadvantages, there is a perception that other benefits

exi st, such as a variety of managenent and security attributes that
coul d be useful for an Internet Protocol site. |Pv6 was designed
with the intention of making NAT unnecessary, and this document shows
how Local Network Protection (LNP) using | Pv6 can provide the sane or
nore benefits without the need for address translation
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1. Introduction

There have been periodic clains that IPv6 will require a Network
Address Transl ati on (NAT), because network adm nistrators use NAT to
meet a variety of needs when using | Pv4 and those needs will also
have to be net when using I Pv6. Although there are many perceived
benefits to NAT, its prinmary benefit of "anplifying" available
address space is not needed in IPv6. The serious disadvantages and
i mpact on applications by anbi guous address space and Network Address
Translation [1] [5] have been well docunented [4] [6], so there wll
not be nuch additional discussion here. However, given its w de
depl oynent NAT undoubtedly has sone perceived benefits, though the
bul k of those using it have not eval uated the technical trade-offs.
Indeed, it is often clained that some connectivity and security
concerns can only be solved by using a NAT device, w thout any
mention of the negative inpacts on applications. This is anplified
t hrough the w despread sharing of vendor best practice docunents and
sanpl e configurations that do not differentiate the translation
function of address expansion fromthe state function of liniting
connectivity.

Thi s docunent describes the uses of a NAT device in an | Pv4
environnment that are regularly cited as ’solutions’ for perceived
problens. It then shows how the goals of the network nanager can be
met in an I Pv6 network without using the header nodification feature
of NAT. It should be noted that this docunent is 'informational’, as
it discusses approaches that will work to acconplish the goals of the
network manager. It is specifically not a Best Current Practice
(BCP) that is recomnmendi ng any one approach or a nmanual on how to
configure a network

As far as security and privacy are concerned, this docunent considers
how to nmitigate a nunber of threats. Sone are obviously external
such as having a hacker or a worminfected nmachi ne outside trying to
penetrate and attack the |ocal network. Some are |local, such as a

di sgruntl ed enpl oyee di srupting business operations or the

uni ntenti onal negligence of a user downl oadi ng sone mal ware, which
then proceeds to attack fromwi thin. Some may be inherent in the
devi ce hardware ("enbedded"), such as having sone firmware in a
domestic appliance "call hone" to its manufacturer without the user’s
consent .

Anot her consideration discussed is the view that NAT can be used to
fulfill the goals of a security policy. On the one hand, NAT does
satisfy some policy goals, such as topol ogy hiding; at the same tine
it defeats others, such as the ability to produce an end-to-end audit
trail at network level. That said, there are artifacts of NAT

devi ces that do provide sone val ue.
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1. The need to establish state before anything gets through from
outside to inside solves one set of problens.

2. The expiration of state to stop receiving any packets when
finished with a fl ow solves a set of problens.

3. The ability for nodes to appear to be attached at the edge of the
network solves a set of problens.

4. The ability to have addresses that are not publicly routed sol ves
yet another set (nmpbstly changes where the state is and scale
requirenents for the first one).

Thi s docunent describes several techniques that nmay be conbined in an
| Pv6 deploynent to protect the integrity of its network architecture.
It will focus on the 'how to acconplish a goal’ perspective, |eaving
nmost of the ’why that goal is useful’ perspective for other
docunents. These techni ques, known collectively as Local Network
Protection (LNP), retain the concept of a well-defined boundary

bet ween "inside" and "outside" the private network, while allow ng
firewal ling, topology hiding, and privacy. LNP will achieve these
security goals w thout address translation while regaining the
ability for arbitrary any-to-any connectivity.

| Pv6 Local Network Protection can be sunmarized in the foll ow ng
table. It presents the nmarketed benefits of | Pv4+NAT with a cross-
ref erence of how those are delivered in both the I Pv4 and | Pv6

envi ronnent s.
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This docunent first identifies the perceived benefits of NAT in nore
detail, and then shows how | Pv6 LNP can provi de each of them It
concludes with an I Pv6 LNP case study and a gap anal ysis of standards
work that remains to be done for an optimal LNP sol ution

2. Perceived Benefits of NAT and Its Inpact on | Pv4

This section provides insight into the generally perceived benefits
of the use of IPv4 NAT. The goal of this descriptionis not to

anal yze these benefits or the accuracy of the perception (detailed
di scussions in [4]), but to describe the deploynent requirenments and
set a context for the later descriptions of the | Pv6 approaches for
dealing with those requirenents.

2.1. Sinple Gateway between Internet and Private Network

A NAT devi ce can connect a private network w th addresses allocated
fromany part of the space (anbiguous [1]or global registered and
unregi stered addresses) towards the Internet, though extra effort is
needed when the sane range exists on both sides of the NAT. The
address space of the private network can be built from gl obally

uni que addresses, from anbi guous address space, or from both

simul taneously. In the sinple case of private use addresses, w thout
needi ng specific configuration the NAT devi ce enabl es access between
the client side of a distributed client-server application in the
private network and the server side located in the public Internet.

W de-scal e depl oynents have shown that using NAT to act as a sinple
gateway attaching a private IPv4 network to the Internet is sinple
and practical for the non-technical end user. Frequently, a sinple
user interface or even a default configuration is sufficient for
configuring both device and application access rights.

This sinplicity comes at a price, as the resulting topol ogy puts
restrictions on applications. The NAT sinplicity works well when the
applications are limted to a client/server nodel with the server

depl oyed on the public side of the NAT. For peer-to-peer, nulti-
party, or servers deployed on the private side of the NAT, hel per
technol ogi es nmust al so be depl oyed. These hel per technol ogies are
frequently conplex to devel op and manage, creating a hidden cost to
this ’'sinple gateway’ .

2.2. Sinple Security Due to Stateful Filter |nplenentation
It is frequently believed that through its session-oriented
operation, NAT puts in an extra barrier to keep the private network

protected from outside influences. Since a NAT device typically
keeps state only for individual sessions, attackers, worns, etc.
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cannot exploit this state to attack a specific host on any other
port. However, in the port overload case of Network Address Port
Transl ation (NAPT) attacking all active ports will inpact a
potentially w de nunber of hosts. This benefit rmay be partially
real ; however, experienced hackers are well aware of NAT devi ces and
are very famliar with private address space, and they have devi sed
met hods of attack (such as trojan horses) that readily penetrate NAT
boundaries. Wiile the stateful filtering offered by NAT offers a
nmeasure of protection against a variety of straightforward network
attacks, it does not protect against all attacks despite being
presented as a one-size-fits-all answer.

The act of translating address bits within the header does not
provide security in itself. For exanple, consider a configuration
with static NAT and all inbound ports translating to a single
machine. In such a scenario, the security risk for that machine is
identical to the case with no NAT device in the comunication path,
as any connection to the public address will be delivered to the
mapped target.

The perceived security of NAT conmes fromthe | ack of pre-established
or permanent mapping state. This is often used as a 'better than
not hi ng’ level of protection because it doesn't require conpl ex
managenent to filter out unwanted traffic. Dynamically establishing
state in response to internal requests reduces the threat of
unexpect ed external connections to internal devices, and this |eve
of protection would al so be available froma basic firewall. (A
basic firewall, supporting clients accessing public side servers,
woul d i nprove on that |evel of protection by avoiding the problem of
state persisting as different clients use the sane private side
address over tinme.) This role, often narketed as a firewall, is
really an arbitrary artifact, while a real firewall often offers
explicit and nore conprehensive managenent controls.

In sone cases, NAT operators (including donestic users) may be
obliged to configure quite conplex port mapping rules to all ow
external access to local applications such as a nulti-player gane or
web servers. In this case, the NAT actually adds managenent

conpl exity conpared to the sinple router discussed in Section 2.1.
In situations where two or nore devices need to host the sane
application or otherw se use the sane public port, this conplexity
shifts fromdifficult to inpossible.

2.3. User/Application Tracking
One usage of NAT is for the local network administrator to track user

and application traffic. Although NATs create tenporary state for
active sessions, in general they provide linited capabilities for the
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adm ni strator of the NAT to gather information about who in the
private network is requesting access to which Internet |ocation

This is done by periodically |ogging the network address translation
details of the private and the public addresses fromthe NAT device’'s
st at e dat abase.

The subsequent checking of this database is not always a sinple task
especially if Port Address Translation is used. It also has an
unstated assunption that the administrative instance has a napping
between a private |Pv4-address and a network el ement or user at all
times, or the adm nistrator has a tinme-correlated list of the

addr ess/ port nappi ngs.

2.4. Privacy and Topol ogy Hiding

One goal of 'topology hiding’ is to prevent external entities from
maki ng a correl ati on between the topol ogical |ocation of devices on
the I ocal network. The ability of NAT to provide Internet access to
a large community of users by the use of a single (or a few) globally
routable | Pv4 address(es) offers a sinple nmechanismto hide the
internal topology of a network. |In this scenario, the large
community will be represented in the Internet by a single (or a few

| Pv4 address(es).

By using NAT, a system appears to the Internet as if it originated

i nside the NAT box itself; i.e., the | Pv4 address that appears on the
Internet is only sufficient to identify the NAT so all internal nodes
appear to exist at the demarcati on edge. When conceal ed behind a
NAT, it is inpossible to tell fromthe outside which menber of a
famly, which custoner of an Internet cafe, or which enployee of a
conpany generated or received a particular packet. Thus, although
NATs do nothing to provide application |evel privacy, they do prevent
the external tracking and profiling of individual systens by neans of
their | P addresses, usually known as 'device profiling

There is a simlarity with privacy based on application |eve

proxi es. Wen using an application |evel gateway for browsing the
web for exanple, the 'privacy’ of a web user can be provi ded by
masking the true identity of the original web user towards the
outside world (although the details of what is -- or is not -- |ogged
at the NAT/proxy will be different).

Some network nmanagers prefer to hide as nuch as possible of their

i nternal network topology fromoutsiders as a useful precaution to
mtigate scanning attacks. Mstly, this is achieved by bl ocking
"traceroute", etc., though NAT entirely hides the internal subnet
topol ogy. Scanning is a particular concern in |IPv4 networks because
the subnet size is small enough that once the topology is known, it
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is easy to find all the hosts, then start scanning themfor

vul nerabl e ports. Once a list of avail abl e devices has been napped,
a port-scan on these | P addresses can be perfornmed. Scanni ng works
by tracki ng which ports do not receive unreachable errors fromeither
the firewall or host. Wth the list of open ports, an attacker can
optinmze the tinme needed for a successful attack by correlating it
with known vul nerabilities to reduce the nunber of attenpts. For
exanpl e, FTP usually runs on port 21, and HTTP usually runs on port
80. Any vul nerabl e open ports could be used for access to an end-
systemto conmand it to start initiating attacks on ot hers.

2.5. Independent Control of Addressing in a Private Network

Many private | Pv4 networks make use of the address space defined in
RFC 1918 to enlarge the avail abl e addressi ng space for their private
network, and at the same tinme reduce their need for globally routable
addresses. This type of local control of address resources allows a
sufficiently large pool for a clean and hierarchical addressing
structure in the | ocal network.

Anot her benefit is the ability to change providers with mnim
operational difficulty due to the usage of independent addresses on a
majority of the network infrastructure. Changing the addresses on
the public side of the NAT avoids the adninistrative challenge of
changi ng every device in the network.

Section 2.7 describes sone di sadvant ages that appear if independent
net wor ks usi ng ambi guous addresses [1l] have to be nerged.

2.6. dobal Address Pool Conservation

Wil e the wi despread use of | Pv4+NAT has reduced the potentia
consunption rate, the ongoing depletion of the |IPv4 address range has
al ready taken the remaini ng pool of unallocated | Pv4 addresses wel

bel ow 20% \Whil e mat hematical nodels based on historical |1Pv4d prefix
consunption periodically attenpt to predict the future exhaustion
date of the I Pv4 address pool, a possible result of this continuous
resource consunption is that the administrative overhead for
acquiring globally unique | Pv4 addresses will at sone point increase
noti ceably due to tightening allocation policies.

In response to the increasing adm nistrative overhead, nany I|nternet
Service Providers (I1SPs) have already resorted to the anbi guous
addresses defined in RFC 1918 behind a NAT for the various services
they provide as well as connections for their end custonmers. This
happens even though the private use address space is strictly limted
in size. Sone deploynments have al ready outgrown that space and have
begun cascadi ng NAT to continue expandi ng, though this practice

Van de Vel de, et al. I nf or mat i onal [ Page 9]



RFC 4864 Local Network Protection for |IPv6 May 2007

eventual |y breaks down over routing anmbiguity. Additionally, while
we are unlikely to know the full extent of the practice (because it
i s hidden behind a NAT), service providers have been known to
announce previously unallocated public space to their custoners (to
avoid the probl ens associated with the same address space appearing
on both sides), only to find that once that space was fornally

al | ocated and being publicly announced, their custoners couldn’t
reach the registered networks.

The nunber of and types of applications that can be depl oyed by these
I SPs and their custonmers are restricted by the ability to overl oad
the port range on the public side of the nost public NAT in the path.
The Iinmt of this approach is sonething substantially |Iess than 2748
possi bl e active *application* endpoints (approximately [2732 mi nus
2729] * [2* 2716 minus well-known port space]), as distinct from
addr essabl e devices each with its own application endpoint range.
Those who advocate | ayering of NAT frequently forget to mention that
there are topology restrictions placed on the applications. Forced
into this limting situation, such custoners can rightly claimthat
despite the optimistic predictions of nathenmatical nodels, the globa
pool of IPv4 addresses is effectively already exhausted.

2.7. Miltihom ng and Renunbering with NAT

Allowing a network to be nultihoned and renunbering a network are
quite different functions. However, these are argued together as
reasons for using NAT, because naking a network nultihoned is often a
transitional state required as part of network renunbering, and NAT
interacts with both in the same way.

For enterprise networks, it is highly desirable to provide resiliency
and | oad- bal ancing to be connected to nore than one Internet Service
Provider (1SP) and to be able to change ISPs at will. This neans
that a site nmust be able to operate under nore than one C assless
Inter-Domain Routing (CIDR) prefix [18] and/or readily change its
CIDR prefix. Unfortunately, IPv4 was not designed to facilitate

ei ther of these maneuvers. However, if a site is connected to its

| SPs via NAT boxes, only those boxes need to deal with nultihomn ng
and renunbering issues.

Simlarly, if two enterprise |IPv4 networks need to be nerged and RFC
1918 addresses are used, there is a high probability of address
overlaps. In those situations, it nmay well be that installing a NAT
box between themw ||l avoid the need to renunber one or both. For
any enterprise, this can be a short-termfinancial saving and all ows
nmore tine to renunber the network conponents. The |long-term solution
is a single network wi thout usage of NAT to avoid the ongoing
operational conplexity of overl appi ng addresses.
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The addition of an extra NAT as a solution nay be sufficient for some
net wor ks; however, when the nergi ng networks were already using
address translation it will create najor problens due to

adm nistrative difficulties of overl apping address spaces in the

mer ged net wor ks.

3. Description of the IPv6 Tools

This section describes several features that can be used as part of
the LNP solution to replace the protection features associated with
| Pv4 NAT.

The reader nust clearly distinguish between features of |Pv6 that
were fully defined when this docunent was drafted and those that were
potential features that still required nore work to define them The
latter are summarized later in the 'Gap Analysis’ section of this
docunent. However, we do not distinguish in this docunent between
fully defined features of IPv6 and those that were already w dely

i mpl enented at the time of witing.

3.1. Privacy Addresses (RFC 3041)

There are situations where it is desirable to prevent device
profiling, for exanple, by web sites that are accessed fromthe
device as it noves around the Internet. |1Pv6 privacy addresses were
defined to provide that capability. |Pv6 addresses consist of a
routing prefix, a subnet-id (SID) part, and an interface identifier
(I''D) part. As originally defined, |Pv6 statel ess address auto-
configuration (SLAAC) will typically enbed the | EEE Link Identifier
of the interface as the IID part, though this practice facilitates
tracking and profiling of a device through the consistent IID. RFC
3041 [7] describes an extension to SLAAC to enhance device privacy.
Use of the privacy address extension causes nodes to generate gl obal -
scope addresses frominterface identifiers that change over tine,
consistent with system adnministrator policy. Changing the interface
identifier (thus the gl obal-scope addresses generated fromit) over
time makes it nore difficult for eavesdroppers and other information
collectors to identify when addresses used in different transactions
actually correspond to the same node. A relatively short valid
lifetime for the privacy address also has the effect of reducing the
attack profile of a device, as it is not directly attackable once it
stops answering at the tenporary use address.

Wiile the primary inplenmentation and source of random zed RFC 3041
addresses are expected to be from end-systens runni ng statel ess auto-
configuration, there is nothing that prevents a Dynam c Host
Configuration Protocol (DHCP) server fromrunning the RFC 3041
algorithmfor any new | EEE identifier it hears in a request, then
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renenbering that for future queries. This would allow using themin
DNS for registered services since the assunption of a DHCP server-
based depl oynent woul d be a persistent value that minimzes DNS
churn. A DHCP- based depl oynent would also allow for local policy to
periodically change the entire collection of end-device addresses
whi | e mai ntai ni ng sone degree of central know edge and control over
whi ch addresses should be in use at any point in tine.

Random zing the 11D, as defined in RFC 3041, is effectively a sparse
al l ocation technique that only precludes tracking of the | ower 64
bits of the IPv6 address. Masking of the subnet IDw Il require
addi ti onal approaches as di scussed below in Section 3.4. Additiona
consi derations are discussed in [19].

3.2. Unique Local Addresses

Achi eving the goal of autonony, that nany perceive as a val ue of NAT,
is required for |l ocal network and application services stability
during periods of intermttent connectivity or noving between one or
nore providers. Such autonony in a single routing prefix environnment
woul d I ead to massive expansion of the global routing tables (as seen
in 1Pvd4), so IPv6 provides for sinultaneous use of nmultiple prefixes.
The Uni que Local Address (ULA) prefix [17] has been set aside for use
in local comunications. The ULA prefix for any network is routable
over a locally defined collection of routers. These prefixes are not
i ntended to be routed on the public global Internet as |arge-scale

i nter-domain distribution of routes for ULA prefixes would have a
negative inpact on gl obal route aggregation

ULAs have the follow ng characteristics:
o For all practical purposes, a globally unique prefix
* allows networks to be conbined or privately interconnected
Wi t hout creating address conflicts or requiring renunbering of
i nterfaces using these prefixes, and
* if accidentally |eaked outside of a network via routing or DNS
is highly unlikely that there will be a conflict with any other
addr esses.
o0 They are ISP i ndependent and can be used for comuni cations inside

of a network wi thout having any permanent or only intermttent
I nt ernet connectivity.
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0 They have a well-known prefix to allow for easy filtering at
net wor k boundari es preventing | eakage of routes and packets that
shoul d renmai n | ocal

o In practice, applications may treat these addresses |ike gl obal -
scope addresses, but address sel ection algorithns nmay need to
di stingui sh between ULAs and ordi nary gl obal - scope uni cast
addresses to ensure stability. The policy table defined in [11]
is one way to bias this selection, by giving higher preference to
FC00::/7 over 2001::/3. Mxing the two kinds of addresses may
| ead to undeliverable packets during times of instability, but
that mixing is not likely to happen when the rules of RFC 3484 are
f ol | owed.

0 ULAs have no intrinsic security properties. However, they have
the useful property that their routing scope is limted by default
wi thin an admi ni strative boundary. Their usage is suggested at
several points in this docunent, as a nmatter of administrative
conveni ence.

3.3. DHCPv6 Prefix Del egation

One of the functions of a sinple gateway is managi ng the | ocal use
address range. The Prefix Del egati on (DHCP-PD) options [12] provide
a mechani sm for autonated del egation of |Pv6 prefixes using the DHCP
[10]. This nechanism (DHCP-PD) is intended for delegating a |ong-
lived prefix froma delegating router (possibly incorporating a
DHCPv6 server) to a requesting router, possibly across an

adm ni strative boundary, where the del egating router does not require
know edge about the topology of the links in the network to which the
prefixes will be assigned.

3.4. Untraceable | Pv6 Addresses

The main goal of untraceable |IPv6 addresses is to create an
apparently anorphous network infrastructure, as seen from externa
networks, to protect the local infrastructure fromnalicious outside
i nfluences and from mappi ng of any correl ation between the network
activities of nultiple devices fromexternal networks. Wen using
untraceabl e | Pv6 addresses, it could be that two apparently
sequential addresses are allocated to devices on very different parts
of the local network instead of belonging to devices adjacent to each
ot her on the same subnet.

Since | Pv6 addresses will not be in short supply even within a single
/64 (or shorter) prefix, it is possible to generate themeffectively
at random when untraceability is required. They will be globally
routabl e | Pv6 addresses under the site’'s prefix, which can be

Van de Vel de, et al. I nf or mat i onal [ Page 13]



RFC 4864 Local Network Protection for |IPv6 May 2007

randonm y and i ndependently assigned to | Pv6 devices. The random
assignnent is intended to nislead the outside world about the
structure of the local network. |In particular, the subnet structure
may be invisible in the address. Thus, a flat routing nmechanismwl I
be needed within the site. The local routers need to maintain a
correl ati on between the topol ogical |ocation of the device and the
untraceabl e | Pv6 address. For snaller deploynents, this correlation
could be done by generating |IPv6 host route entries, or for |arger
ones by utilizing an indirection device such as a Mbile |Pv6 Hone
Agent. Additional details are in Section 4.7.

4. Using | Pv6 Technol ogy to Provide the Market Perceived Benefits of
NAT

The facilities in | Pv6 described in Section 3 can be used to provide
the protection perceived to be associated with IPv4 NAT. This
section gives sone exanpl es of how | Pv6 can be used securely.

4.1. Sinple Gateway between Internet and Internal Network

As a sinple gateway, the device nanages both packet routing and | oca
address managenent. A basic |Pv6 router should have a default
configuration to advertise inside the site a locally generated random
ULA prefix, independently fromthe state of any externa

connectivity. This would allow |ocal nodes in a topol ogy nore
complex than a single link to communi cate anongst thensel ves

i ndependent of the state of a global connection. |If the network
happened to concatenate with another |ocal network, the randomess in
ULA creation is highly unlikely to result in address collisions.

Wth external connectivity, the sinple gateway should use DHCP-PD to
acquire a routing prefix fromthe service provider for use when
connecting to the global Internet. End-system connections involving
ot her nodes on the global Internet that follow the policy table in
RFC 3484 will always use the gl obal |Pv6 addresses derived fromthis
prefix delegation. It should be noted that the address sel ection
policy table should be configured to prefer the ULA prefix range over
t he DHCP-PD prefix range when the goal is to keep loca
communi cati ons stable during periods of transient external
connectivity.

In the very sinple case, there is no explicit routing protocol on
either side of the gateway, and a single default route is used
internally pointing out to the global Internet. A slightly nore
conpl ex case might involve local internal routing protocols, but with
the entire |l ocal network sharing a common gl obal prefix there would
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still not be a need for an external routing protocol as the service
provider could install a route for the prefix del egated via DHCP-PD
pointing toward the connecting |ink

4.2. 1Pv6 and Sinmple Security

The vulnerability of an I Pv6 host directly connected to the Internet
is simlar to that of an | Pv4 host. The use of firewalls and
Intrusion Detection Systens (I1DSs) is reconmended for those that want
boundary protection in addition to host defenses. A proxy may be
used for certain applications, but with the caveat that the end-to-
end transparency is broken. However, with IPv6, the follow ng
protections are avail able w thout the use of NAT while naintaining
end-to-end reachability:

1. Short lifetinmes on privacy extension suffixes reduce the attack
profile since the node will not respond to the address once its
lifetime becones invalid.

2. |IP security (IPsec) is often cited as the reason for inproved
security because it is a mandatory service for |Pv6
i npl enment ati ons. Broader availability does not by itself inprove
security because its use is still regulated by the availability
of a key infrastructure. |Psec functions to authenticate the
correspondent, prevent session hijacking, prevent content
tanpering, and optionally mask the packet contents. Wile |IPsec
is commonly available in sone | Pv4 inplenentations and with
ext ensi ons can support NAT traversals, NAT support has
limtations and does not work in all situations. The use of
| Psec with NATs requires an additional UDP encapsul ati on and
keepal i ve overhead [13]. |In the |IPv4/ NAT environnent, the usage
of I Psec has been largely linmted to edge-to-edge Virtual Private
Net work (VPN) deploynents. The potential for end-to-end | Psec
use is significantly enhanced when NAT is renoved fromthe
networ k, as connections can be initiated fromeither end. It
shoul d be noted that encrypted IPsec traffic will bypass content-
aware firewalls, which is presuned to be acceptable for parties
with whomthe site has established a security association.

3. The size of the address space of a typical subnet (64 bits of
I1D) will make a conpl ete subnet ping sweep usually significantly
harder and nore expensive than for I Pv4 [20]. Reducing the
security threat of port scans on identified nodes requires sparse
distribution within the subnet to mnimze the probability of
scans finding adjacent nodes. This scanning protection will be
nullified if 11 Ds are configured in any structured groupi ngs
within the 11D space. Provided that 11 Ds are essentially
randonmy distributed across the avail abl e space, address
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scanni ng- based attacks will effectively fail. This protection
exists if the attacker has no direct access to the specific
subnet and therefore is trying to scan it remotely. |[|f an

attacker has |ocal access, then he could use Nei ghbor Discovery
(ND) [3] and ping6 to the Iink-scope nmulticast ff02::1 to detect
t he | EEE- based address of |ocal neighbors, then apply the gl oba
prefix to those to sinplify its search (of course, a locally

connected attacker has many scanning options with IPv4 as well).

Assum ng the network administrator is aware of [20] the increased
size of the I Pv6 address will nake topol ogy probing nmuch harder, and
al nost i npossible for I Pv6 devices. The intention of topology
probing is to identify a selection of the avail able hosts inside an
enterprise. This nostly starts with a ping sweep. Since the |IPv6
subnets are 64 bits worth of address space, this nmeans that an
attacker has to sinply send out an unrealistic nunber of pings to map
the network, and virus/worm propagation will be thwarted in the
process. At full-rate full-duplex 40 Gops (400 tines the typical 100
Mops LAN, and 13,000 tines the typical DSL/cable access link), it
takes over 5,000 years to scan the entirety of a single 64-bit

subnet .

| Pv4 NAT was not devel oped as a security nmechanism Despite

mar keti ng nessages to the contrary, it is not a security nechani sm
and hence it will offer sonme security holes while nmany peopl e assune
their network is secure due to the usage of NAT. |Pv6 security best
practices will avoid this kind of illusory security, but can only
address the sane threats if correctly configured firewalls and | DSs
are used at the perineter.

It nust be noted that even a firewall doesn't fully secure a
network. Many attacks conme frominside or are at a | ayer higher
than the firewall can protect against. 1In the final analysis,
every systemhas to be responsible for its own security, and every
process running on a systemhas to be robust in the face of
chal l enges like stack overflows, etc. Wuat a firewall does is
prevent a network adm nistration fromhaving to carry unauthori zed
traffic, and in so doing reduce the probability of certain kinds
of attacks across the protected boundary.

To inmplenent sinple security for 1Pv6 in, for exanple, a DSL or cable
nodem connect ed honme network, the broadband gateway/router should be
equi pped with stateful firewall capabilities. These should provide a
default configuration where incomng traffic is limted to return
traffic resulting fromoutgoing packets (sonetimes known as
reflective session state). There should also be an easy interface
that allows users to create inbound ’pinholes’ for specific purposes
such as online ganing
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Admi ni strators and the designers of configuration interfaces for
simple IPv6 firewalls need to provide a neans of docunenting the
security caveats that arise froma given set of configuration rules
so that users (who are normally oblivious to such things) can be nade
aware of the risks. As rules are inproved iteratively, the goal wll
be to nmake use of the IPv6 Internet nore secure w thout increasing
the perceived conplexity for users who just want to acconplish a

t ask.

4.3. User/Application Tracking

| Pv6 enabl es the collection of information about data flows. Because
all addresses used for Internet and intra-/inter-site conmunication
are unique, it is possible for an enterprise or ISP to get very
detailed informati on on any conmuni cati on exchange between two or
nmore devices. Unless privacy addresses [7] are in use, this enhances
the capability of data-flow tracking for security audits conpared
with I Pv4 NAT, because in |IPv6 a flow between a sender and receiver
will always be uniquely identified due to the unique |Pv6 source and
destinati on addresses.

At the sanme tinme, this tracking is per address. |n environments
where the goal is tracking back to the user, additional externa
information will be necessary correlating a user with an address. In

the case of short-lifetine privacy address usage, this externa
information will need to be based on nore stable information such as
the layer 2 medi a address.

4.4. Privacy and Topol ogy Hiding Using |IPv6

Partial host privacy is achieved in | Pv6 using RFC 3041 pseudo-random
privacy addresses [7] which are generated as required, so that a
session can use an address that is valid only for a linmted tine.

This only allows such a session to be traced back to the subnet that
originates it, but not imediately to the actual host, where | Pv4d NAT
is only traceable to the nost public NAT interface.

Due to the large I Pv6 address space available, there is plenty of
freedomto randomi ze subnet allocations. By doing this, it is

possi ble to reduce the correlation between a subnet and its | ocation
When doi ng both subnet and 11D random zation, a casual snooper won’t
be able to deduce nuch about the network’s topol ogy. The obtaining
of a single address will tell the snooper very little about other
addresses. This is different fromI|Pv4 where address space
limtations cause this not to be true. |In nost usage cases, this
concept should be sufficient for address privacy and topol ogy hiding,
with the cost being a nore conplex internal routing configuration
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As discussed in Section 3.1, there are nultiple parts to the |IPv6
address, and different techniques to manage privacy for each which
may be conmbined to protect the entire address. |In the case where a
networ k admini strator wishes to fully isolate the internal |Pv6

topol ogy, and the majority of its internal use addresses, one option
is torun all internal traffic using Unique Local Addresses (ULAs).
By definition, this prefix block is not to be advertised in the
public routing system so without a routing path external traffic
wi Il never reach the site. For the set of hosts that do in fact need
to interact externally, by using multiple |IPv6 prefixes (ULAs and one
or nore gl obal addresses) all of the internal nodes that do not need
external connectivity, and the internally used addresses of those
that do, will be masked fromthe outside. The policy table defined
in [11] provides a nechanismto bias the selection process when

mul tiple prefixes are in use such that the ULA would be preferred
when the correspondent is also |ocal

There are other scenarios for the extrene situation when a network
manager al so wishes to fully conceal the internal |1Pv6 topology. In
these cases, the goal in replacing the | Pv4 NAT approach is to nake
all of the topol ogy hi dden nodes appear fromthe outside to logically
exi st at the edge of the network, just as they woul d when behind a
NAT. This figure shows the relationship between the |ogical subnets
and t he topol ogy nasking router discussed in the bullet points that
fol | ow

I nt er net
|
\
|
oo +
| t opol ogy | - +-+- 4= - e - -
| maski ng | Logical subnets
| rout er |-+-+-+-+-+-+-+-+--
R T + for topol ogy
| hi dden nodes
|
Real internal ------------- +-
t opol ogy |
| e
----------- S
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0 One approach uses explicit host routes in the Interior Gateway
Protocol (1 GP) to renove the external correlation between physica
topol ogy attachnment point and end-to-end | Pv6 address. 1In the
figure above the hosts would be allocated prefixes fromone or
nmore | ogi cal subnets, and would inject host routes into the IGP to
internally identify their real attachnment point. This solution
does however show severe scalability issues and requires hosts to
securely participate in the 1GP, as well as have the firewall
bl ock all external to internal traceroutes for the |ogical subnet.
The specific limtations are dependent on the I GP protocol, the
physi cal topology, and the stability of the system |In any case,

t he approach should be limted to uses with substantially fewer
than t he maxi mum nunber of routes that the | GP can support
(generally between 5,000 and 50,000 total entries including subnet
routes). Hosts should also listen to the IGP for duplicate use
before finalizing an interface address assignment as the duplicate
address detection will only check for use on the attached segnent,
not the | ogical subnet.

0 Another technical approach to fully hide the internal topology is
use of a tunneling mechanism Mbile IPv6 without route
optim zation is one approach for using an automated tunnel, as it
al ways starts in tunnel node via the Home Agent (HA). In this
depl oynent nodel, the application perceived addresses of the nodes
are routed via the edge HA acting as the topol ogy masking router
(above). This indirection nmethod truly masks the interna
topol ogy, as fromoutside the I ocal network all nodes with gl oba
access appear to share the prefix of one or nore |ogical subnets
attached to the HA rather than their real attachnent point. Note
that in this usage context, the HA is replacing the NAT function
at the edge of the network, so concerns about additional |atency
for routing through a tunnel to the HA do not apply because it is
effectively on the sanme path that the NAT traffic would have
taken. Duplicate address detection is handled as a normal process
of the HA binding update. VWhile turning off all binding updates
with the correspondent node woul d appear to be necessary to
prevent | eakage of topology information, that approach would al so
force all internal traffic using the honme address to route via the
HA tunnel, which may be undesirable. A nore efficient method
woul d be to allow internal route optinizations while dropping
out bound bi ndi ng update nmessages at the firewall. Another
approach for the internal traffic would be to use the policy table
of RFC 3484 to bias a ULA prefix as preferred internally, |eaving
the | ogi cal subnet Hone Address external for use. The downside to
a Mobile | Pv6-based solution is that it requires a Hone Agent in
the network and the configuration of a security association with
the HA for each hidden node, and it consumes sonme anmount of
bandwi dth for tunnel overhead.
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0 Another nethod (where the layer 2 topology allows) uses a virtua
LAN approach to logically attach the devices to one or nore
subnets on the edge router. This approach |eads the end nodes to
bel i eve they actually share a common segnent. The downsi de of
this approach is that all internal traffic would be directed over
subopti mal paths via the edge router, as well as the conplexity of
managi ng a distributed | ogical LAN

One issue to be aware of is that subnet scope nulticast will not work
for the |ogical hidden subnets, except in the VLAN case. Wile a
limted scope nulticast to a collection of nodes that are arbitrarily
scattered nakes no technical sense, care should be exercised to avoid
depl oyi ng applications that expect limted scope nulticast in
conjunction with topol ogy hiding.

Anot her issue that this docunment will not define is the nechanismfor
a topol ogy hidden node to learn its | ogical subnet. VWhile nanua
configuration would clearly be sufficient, DHCP coul d be used for
address assignnent, with the recipient node discovering it is in a

hi dden node when the attached subnet prefix doesn’t natch the one
assi gned.

4.5. Independent Control of Addressing in a Private Network

| Pv6 provides for autonony in |ocal use addresses through ULAs. At
the sane tine, |Pv6 sinplifies sinultaneous use of multiple addresses
per interface so that an | Pv6 NAT is not required between the ULA and
the public Internet because nodes that need access to the public
Internet will have a gl obal use address as well. \Wen using |IPv6

the need to ask for nore address space will becone far less likely
due to the increased size of the subnets, along with an allocation
policy that recognizes that table fragmentation is also an inportant
consideration. While global IPv6 allocation policy is managed
through the Regional Internet Registries (RIRs), it is expected that
they will continue with derivatives of [8] for the foreseeable future
so the nunber of subnet prefixes available to an organi zati on shoul d
not be a limtation that would create an artificial demand for NAT.

Ongoi ng subnet address mmi ntenance nay becone sinpler when | Pv6
technology is utilized. Under |Pv4 address space policy
restrictions, each subnet nust be optimzed, so one has to | ook
periodically into the nunber of hosts on a segnent and the subnet
size allocated to the segnent and rebal ance. For exanple, an
enterprise today may have a nmix of I1Pv4 /28 - /23 size subnets, and
may shrink/grow these as its network user base changes. For |Pv6,
all subnets have /64 prefixes, which will reduce the operational and
configuration overhead.
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4.6. dobal Address Pool Conservation

| Pv6 provides sufficient space to conpletely avoid the need for
over | appi ng address space. Since allocations in |IPv6 are based on
subnets rather than hosts, a reasonable way to | ook at the pool is
that there are about 17*10718 uni que subnet val ues where sparse

al l ocation practice within those provides for new opportunities such
as SEcure Nei ghbor Discovery (SEND) [15]. As previously discussed,
the serious di sadvantages of ambi guous address space have been wel |
docunented, and with sufficient space there is no need to continue
the increasingly aggressive conservation practices that are necessary
with IPv4. \While IPv6 allocation policies and | SP busi ness practice
will continue to evolve, the recommendations in RFC 3177 are based on
the technical potential of the vast |Pv6 address space. That
docunment denonstrates that there is no resource linmtation that wll
require the adoption of the |IPv4d workaround of anbi guous space behind
a NAT. As an exanple of the direct contrast, many expansion-oriented
| Pv6 depl oynent scenarios result in nultiple I Pv6 addresses per
device, as opposed to the constriction of |Pv4 scenarios where

mul tiple devices are forced to share a scarce gl obal address through
a NAT.

4.7. Miltihom ng and Renunberi ng
| Pv6 was designed to allow sites and hosts to run with severa

si mul taneous ClIDR-al |l ocated prefixes, and thus with severa
sinul taneous | SPs. An address sel ection nmechanism([11] is specified

so that hosts will behave consistently when several addresses are
simul t aneously valid. The fundanmental difficulty that 1Pv4 has in
regard to nultiple addresses therefore does not apply to IPv6. |Pv6

sites can and do run today with multiple I1SPs active, and the
processes for adding, renoving, and renunbering active prefixes at a
site have been docunented in [16] and [21]. However, nultihom ng and
renunbering remain technically challenging even with |Pv6 with
regards to session continuity across multihonm ng events or
interactions with ingress filtering (see the Gap Anal ysis bel ow).

The |1 Pv6 address space allocated by the ISP will be dependent upon
the connecting service provider. This will likely result in a
renunbering effort when the network changes between service

provi ders. \When changing |1SPs or |SPs readjust their addressing
pool, DHCP-PD [12] can be used as an al nbst zero-touch externa
mechani sm for prefix change in conjunction with a ULA prefix for

i nternal connection stability. Wth appropriate nanagenent of the
lifetinme values and overlap of the external prefixes, a snooth make-
bef ore-break transition is possible as existing comunications wll
continue on the old prefix as long as it remains valid, while any new
conmuni cations will use the new prefix.
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5.

Case Studies

In presenting these case studies, we have chosen to consider
categories of networks divided first according to their function
either as carrier/1SP networks or end user (such as enterprise)
networks with the latter category broken down according to the nunber
of connected end hosts. For each category of networks, we can use

| Pv6 Local Network Protection to achieve a secure and flexible

i nfrastructure, which provides an enhanced network functionality in
conmparison with the usage of address translation

0 Medium Large Private Networks (typically >10 connections)
o Snall Private Networks (typically 1 to 10 connecti ons)
o Single User Connection (typically 1 connection)
0o |SP/Carrier Customer Networks
Medi uml Large Private Networks

The majority of private enterprise, academnic, research, or governnent
networks fall into this category. Many of these networks have one or
nore exit points to the Internet. Though these organi zati ons have
sufficient resources to acquire addressing i ndependence when using

| Pv4, there are several reasons why they m ght choose to use NAT in
such a network. For the ISP, there is no need to inport the |Pv4d
address range fromthe renote end-custoner, which facilitates |IPv4
route summari zation. The custonmer can use a l|larger |Pv4 address
range (probably with | ess adm nistrative overhead) by the use of RFC
1918 and NAT. The custoner al so reduces the overhead in changing to
a new | SP, because the addresses assigned to devices behind the NAT
do not need to be changed when the custonmer is assigned a different
address by a new I SP. By using address translation in | Pv4, one

avoi ds t he expensive process of network renunbering. Finally, the
custoner can provide privacy for its hosts and the topology of its
internal network if the internal addresses are nmapped through NAT.

It is expected that there will be enough | Pv6 addresses avail able for
all networks and appliances for the foreseeable future. The basic

| Pv6 address range an ISP allocates for a private network is |arge
enough (currently /48) for nost of the nediumand | arge enterprises,
while for the very large private enterprise netwrks address ranges
can be concatenated. The goal of this assignnment mechanismis to
decrease the total anmount of entries in the public Internet routing
table. A single /48 allocation provides an enterprise network with
65,536 different /64 subnet prefixes.
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To mask the identity of a user on a network of this type, the usage
of I Pv6 privacy extensions may be advised. This technique is usefu
when an external elenent wants to track and collect all information
sent and received by a certain host with a known | Pv6 address.
Privacy extensions add a randomtine-limted factor to the host part
of an IPv6 address and will nmake it very hard for an external el enent
to keep correlating the I Pv6 address to a specific host on the inside
network. The usage of | Pv6 privacy extensions does not mask the

i nternal network structure of an enterprise network.

When there is a need to mask the internal structure towards the
external IPv6 Internet, then sone formof 'untraceable’ addresses may
be used. These addresses will appear to exist at the external edge
of the network, and nmay be assigned to those hosts for which topol ogy
masking is required or that want to reach the IPv6 Internet or other
external networks. The technology to assign these addresses to the
hosts coul d be based on DHCPv6 or static configuration. To

conpl enent the 'Untraceabl e’ addresses, it is necessary to have at

| east awareness of the | Pv6 address |ocation when routing an | Pv6
packet through the internal network. This could be achieved by ’'host
based route-injection’ in the local network infrastructure. This
route-injection could be done based on /128 host-routes to each
device that wants to connect to the Internet using an untraceable
address. This will provide the nost dynam ¢ masking, but will have a
scalability limtation, as an IGP is typically not designed to carry
many thousands of |Pv6 prefixes. A large enterprise may have

t housands of hosts willing to connect to the Internet.

An alternative for |larger deploynents is to | everage the tunneling
aspect of M Pv6 even for non-nobile devices. Wth the |ogical subnet
being all ocated as attached to the edge Hone Agent, the rea
attachnent and internal topol ogy are masked from the outside.

Dr oppi ng out bound bi nding updates at the firewall is also necessary
to avoid | eaking the attachnment infornmation

Less flexible masking could be to have tine-based | Pv6 prefixes per
link or subnet. This may reduce the anobunt of route entries in the

I GP by a significant factor, but has as a trade-off that masking is
ti me and subnet based, which will conplicate auditing systems. The
dynanic all ocation of ’"Untraceable addresses can also linmit the |Pv6
access between | ocal and external hosts to those local hosts being
aut horized for this capability.
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The use of pernanent ULA addresses on a site provides the benefit
that even if an enterprise changes its ISP, the renunbering will only
affect those devices that have a wish to connect beyond the site.
Internal servers and services would not change their allocated |IPv6
ULA address, and the service would remain avail able even during

gl obal address renunbering.

5.2. Small Private Networks

Al so known as SCHO (Small O fice/Home O fice) networks, this category
descri bes those networks that have few routers in the topol ogy and
usual Iy have a single network egress point. Typically, these

net wor ks:

0 are connected via either a dial-up connection or broadband access,
0 don’t have dedicated Network Operation Center (NOC), and

o today, typically use NAT as the cheapest avail able solution for
connectivity and address managenent

In nost cases, the received global 1Pv4 prefix is not fixed over tine
and is too long (very often a /32 giving just a single address) to
provi de every node in the private network with a uni que, globally
usabl e address. Fixing either of those issues typically adds an

adm ni strative overhead for address nmanagenent to the user. This
category nmay even be limted to receiving anbi guous | Pv4 addresses
fromthe service provider based on RFC 1918. An ISP will typically
pass al ong the higher administration cost attached to | arger address
bl ocks, or IPv4d prefixes that are static over tinme, due to the larger
public address pool each of those requires.

As a direct response to explicit charges per public address, nost of
this category has depl oyed NAPT (port denultipl exing NAT) to mnimze
the nunber of addresses in use. Unfortunately, this also limts the
Internet capability of the equi pnment to being mainly a receiver of
Internet data (client), and it nakes it quite hard for the equi pnent
to become a worldwi de Internet server (HTTP, FTP, etc.) due to the
stateful operation of the NAT equi pnment. Even when there is
sufficient technical know edge to manage the NAT to enabl e externa
access to a server, only one server can be mapped per protocol/port
nunber per address, and then only when the address fromthe ISP is
publicly routed. Wen there is an upstream NAT providing private
address space to the | SP side of the private NAT, additiona
negotiation with the ISP will be necessary to provide an i nbound
mapping, if that is even possible.
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When deploying IPv6 LNP in this environnent, there are two approaches
possible with respect to | Pv6 addressing.

o DHCPv6 Prefix-Del egation (PD)
0 |SP provides a static |IPv6 address range

For the DHCPv6-PD sol ution, a dynam c address allocation approach is

chosen. By neans of the enhanced DHCPv6 protocol, it is possible to
have the | SP push down an |IPv6 prefix range automatically towards the
smal | private network and populate all interfaces in that snal

private network dynam cally. This reduces the burden for
adm ni strative overhead because everythi ng happens autonatically.

For the static configuration, the nechani sns used could be the sane
as for the medium |l arge enterprises. Typically, the need for masking
the topology will not be of high priority for these users, and the
usage of IPv6 privacy extensions could be sufficient.

For both alternatives, the | SP has the unrestricted capability for
sunmari zation of its RIRallocated IPv6 prefix, while the smal
private network administrator has all flexibility in using the
received IPv6 prefix to its advantage because it will be of
sufficient size to allow all the Iocal nodes to have a public address
and full range of ports avail abl e whenever necessary.

While a full prefix is expected to be the primary depl oynent nodel
there may be cases where the ISP provides a single |IPv6 address for
use on a single piece of equipnment (PC, PDA, etc.). This is expected
to be rare, though, because in the IPv6 world the assunption is that
there is an unrestricted availability of a |large anount of globally
rout abl e and uni que address space. |If scarcity was the notivation
with IPv4 to provide RFC 1918 addresses, in this environnent the ISP
will not be notivated to allocate private addresses to the single
user connection because there are enough gl obal addresses avail abl e
at essentially the sane cost. Also, it will be likely that the
single device wants to nmask its identity to the called party or its
attack profile over a shorter tinme than the life of the ISP
attachnent, so it will need to enable I Pv6 privacy extensions. In
turn, this leads to the need for a nminimumallocation of a /64 prefix
rather than a single address.

5.3. Single User Connection
This group identifies the users that are connected via a single |Pv4d
address and use a single piece of equipnment (PC, PDA, etc.). This

user may get an anbi guous | Pv4 address (frequently inposed by the
I SP) fromthe service provider that is based on RFC 1918. |f
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anbi guous addressing is utilized, the service provider will execute
NAT on the allocated |IPv4 address for global Internet connectivity.
This also limts the Internet capability of the equi pnent to being
mainly a receiver of Internet data, and it makes it quite hard for
the equi prent to becone a worldwi de Internet server (HITP, FTP, etc.)
due to the stateful operation of the NAT equi pnent.

When using I Pv6 LNP, this group will identify the users that are
connected via a single |IPv6 address and use a single piece of
equi prent (PC, PDA, etc.).

In the IPv6 world, the assunption is that there is unrestricted
availability of a |large anobunt of globally routable and uni que | Pv6
addresses. The ISP will not be notivated to allocate private
addresses to the single user connection because he has enough gl oba
addresses available, if scarcity was the notivation with IPv4d to
provi de RFC 1918 addresses. |If the single user wants to mask his
identity, he may choose to enable |IPv6 privacy extensions.

5.4. | SP/Carrier Custoner Networks

This group refers to the actual service providers that are providing
the I P access and transport services. They tend to have three
separate | P domains that they support:

o For the first, they fall into the medium | arge private networks
category (above) for their own internal networks, LANs, etc.

o The second is the Operations address domain, which addresses their
backbone and access sw tches, and other hardware. This address
domain is separate fromthe other address domains for engineering
reasons as well as sinplicity in managing the security of the
backbone.

o The third is the I P addresses (single or blocks) that they assign
to custoners. These can be registered addresses (usually given to
category 5.1 and 5.2 and sonetines 5.3) or can be froma pool of
RFC 1918 addresses used with |1 Pv4 NAT for single user connections.
Therefore they can actually have two different NAT donumins that
are not connected (internal LAN and single user customers).

Wien | Pv6 LNP is utilized in these three donmains, then for the first
category it will be possible to use the sanme sol utions as descri bed
in Section 5.1. The second domain of the ISP/ carrier is the
OQperations network. This environment tends to be a cl osed
environnent, and consequently comruni cati on can be done based on
ULAs. However, in this environnent, stable |IPv6 Provider |ndependent
addresses can be used. This would give a solid and scal abl e
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configuration with respect to a local |1Pv6 address plan. By the
usage of proper network edge filters, outside access to the closed
envi ronnent can be avoided. The third is the | Pv6 addresses that

| SP/carrier network assign to customers. These will typically be
assigned with prefix lengths term nating on ni bble boundaries to be
consistent with the DNS PTR records. As scarcity of |Pv6 addresses
is not a concern, it will be possible for the ISP to provide globally
routable | Pv6 prefixes without a requirenent for address translation
An | SP may for conmercial reasons still decide to restrict the
capabilities of the end users by other neans like traffic and/or
route filtering, etc.

If the carrier network is a nobile provider, then IPv6 is encouraged
in conmparison with the conbination of |Pv4+NAT for Third Generation
Part nership Project (3GPP)-attached devices. |In Section 2.3 of RFC
3314, ' Recomendations for IPv6 in 3GPP Standards’ [9], it is found
that the 1Pv6 W5 recommends that one or nore /64 prefixes should be
assigned to each primary Protocol Data Packet (PDP) context. This
will allow sufficient address space for a 3GPP-attached node to

al | ocate privacy addresses and/or route to a multi-Ilink subnet, and
it will discourage the use of NAT within 3CGPP-attached devices.

6. |1Pv6 Gap Analysis

Li ke I Pv4 and any mmj or standards effort, |Pv6 standardization work
continues as deploynents are ongoing. This section discusses severa
topics for which additional standardization, or docunentation of best
practice, is required to fully realize the benefits or provide

optim zati ons when depl oying LNP. From a standardi zati on
perspective, there is no obstacle to i mmedi ate depl oynent of the LNP
approach in nany scenarios, though product inplenentations nay |ag
behi nd the standardi zation efforts. That said, the Iist bel ow
identifies additional work that should be undertaken to cover the

m ssi ng scenari os.

6.1. Sinple Security

Firewal | traversal by dynam c pinhol e managenent requires further
study. Several partial solutions exist including Interactive
Connectivity Establishnent (1CE) [23], and Universal Plug and Pl ay
(UPNP) [24]. Alternative approaches are | ooking to define service
provi der nedi ated pi nhol e managenent, where things |ike voice cal
signaling could dynanically establish pinhol es based on predefined
aut hentication rules. The basic security provided by a stateful
firewall will require some degree of default configuration and
automati on to mask the technical conplexity froma consuner who
merely wants a secure environment with working applications. There
is no reason a stateful I1Pv6e firewall product cannot be shipped with
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default protection that is equal to or better than that offered by
today’ s | Pv4/ NAT products.

6.2. Subnet Topol ogy Masking

There really is no functional standards gap here as a centrally

assi gned pool of addresses in conbination with host routes in the IGP
is an effective way to nask topology for snaller deploynents. |f
necessary, a best practice docunent coul d be devel oped descri bing the
i nteraction between DHCP and various | GPs that would in effect define
Untraceabl e Addresses.

As an alternative for larger deploynents, there is no gap in the HA
tunnel i ng approach when firewalls are configured to bl ock outbound

bi ndi ng update nessages. A border Honme Agent using interna

tunneling to the logical nmobile (potentially rack nounted) node can
completely mask all internal topology, while avoiding the strain from
a |l arge nunber of host routes in the IGP. Sone optinzation work
could be done in Mbile IP to define a policy nessage where a nobile
node would learn fromthe Home Agent that it should not try to inform
its correspondent about route optim zation and thereby expose its

real location. This optimzation, which reduces the |oad on the
firewall, would result in less optimal internal traffic routing as
that would also transit the HA unl ess ULAs were used internally.
Trade-offs for this optim zation work should be investigated in the

| ETF.

6.3. Mnimal Traceability of Privacy Addresses

Privacy addresses [7] may certainly be used to limt the traceability
of external traffic flows back to specific hosts, but lacking a

t opol ogy nmaski ng conponent above they would still reveal the subnet
address bits. For conplete privacy, a best practice docunent

descri bing the conbi nati on of privacy addresses and topol ogy nasking
may be required. This work remains to be done and shoul d be pursued
by the I ETF.

6.4. Site Miltihonm ng

Thi s conpl ex probl em has never been conpletely solved for |1Pv4, which
is exactly why NAT has been used as a partial solution. For |Pv6,
after several years of work, the |IETF has converged on an
architectural approach intended with service restoration as initial
aim[22]. Wen this document was drafted, the | ETF was actively
defining the details of this approach to the multihomni ng probl em

The approach appears to be nost suitable for small and medi um sites,
though it will conflict with existing firewall state procedures. At
this time, there are also active discussions in the address
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registries investigating the possibility of assigning provider-

i ndependent address space. Their challenge is finding a reasonable
metric for limting the nunmber of organizations that would qualify
for a global routing entry. Additional work appears to be necessary
to satisfy the entire range of requirenents.

7. Security Considerations

Whil e issues that are potentially security related are discussed

t hroughout the docunent, the approaches herein do not introduce any
new security concerns. |Pv4d NAT has been widely sold as a security
tool, and suppliers have been inplenenting address translation
functionality in their firewalls, though the true inpact of NATs on
security has been previously docunmented in [2] and [4].

Thi s docunent defines |IPv6 approaches that collectively achieve the
goal s of the network nmanager w thout the negative inpact on
applications or security that are inherent in a NAT approach. Wile
Section 6 identifies additional optimzation work, to the degree that
t hese techni ques inprove a network nmanager’s ability to explicitly
audit or control access, and thereby manage the overall attack
exposure of local resources, they act to inprove | ocal network
security.

8. Concl usi on

Thi s docunent has described a nunber of techniques that nmay be
conmbined on an IPv6 site to protect the integrity of its network
architecture. These techniques, known collectively as Local Network
Protection, retain the concept of a well-defined boundary between
"inside" and "outside" the private network and allow firewalling,
topol ogy hiding, and privacy. However, because they preserve address
transparency where it is needed, they achieve these goals w thout the
di sadvant age of address translation. Thus, Local Network Protection
in I|Pv6 can provide the benefits of | Pv4d Network Address Transl ation
wi t hout the correspondi ng di sadvant ages.

The document has also identified a few ongoing | ETF work items that
are needed to realize 100% of the benefits of LNP.
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Appendi x A.  Additional Benefits Due to Native |IPv6 and Universal Unique
Addr essi ng

The users of native |IPv6 technol ogy and gl obal Iy uni que | Pv6
addresses have the potential to make use of the enhanced |IPv6
capabilities, in addition to the benefits offered by the |IPv4
t echnol ogy.

A.1. Universal Any-to-Any Connectivity

One of the original design points of the Internet was any-to-any
connectivity. The dramatic growh of Internet-connected systens
coupled with the Iimted address space of the |IPv4 protocol spawned
address conservation techniques. NAT was introduced as a tool to
reduce demand on the linited | Pv4 address pool, but the side effect
of the NAT technol ogy was to renmove the any-to-any connectivity
capability. By renoving the need for address conservation (and
therefore NAT), IPv6 returns the any-to-any connectivity nodel and
renoves the limtations on application developers. Wth the freedom
to innovate unconstrained by NAT traversal efforts, developers wll
be able to focus on new advanced network services (i.e., peer-to-peer
applications, |Pv6-enbedded |IPsec communi cati on between two

communi cati ng devices, instant nmessaging, Internet tel ephony, etc.)
rat her than focusing on discovering and traversing the increasingly
conpl ex NAT envi ronnent.

It will also allow application and service devel opers to rethink the
security nodel involved with any-to-any connectivity, as the current
edge firewall solution in IPv4 may not be sufficient for any-to-any
servi ce nodel s.

A. 2. Auto-Configuration

I Pv6 offers a scal able approach to minimzing human interaction and
device configuration. |1Pv4 inplenentations require touching each end
systemto indicate the use of DHCP vs. a static address and
managenent of a server with the pool size |arge enough for the
potential nunber of connected devices. Alternatively, |Pv6 uses an
indication fromthe router to instruct the end systens to use DHCP or
the statel ess auto-configuration approach supporting a virtually
limtless nunber of devices on the subnet. This ninimzes the nunber
of systens that require hunman interaction as well as inproves

consi stency between all the systens on a subnet. |n the case that
there is no router to provide this indication, an address for use
only on the local link will be derived fromthe interface nedia |ayer
addr ess.
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A 3. Native Milticast Services

Mul ticast services in | Pvd were severely restricted by the linited
address space available to use for group assignnments and an inplicit

| ocal ly defined range for group nmenmbership. |1Pv6 nmulticast corrects
this situation by enbedding explicit scope indications as well as
expanding to 4 billion groups per scope. |In the source-specific

mul ticast case, this is further expanded to 4 billion groups per

scope per subnet by enbedding the 64 bits of subnet identifier into
the nulticast address.

I Pv6 allows al so for innovative usage of the I Pv6 address |ength and
makes it possible to enbed the nulticast Rendezvous Point (RP) [14]
directly in the IPv6 multicast address when using Any-Source
Multicast (ASM. This is not possible with the linted size of the
| Pv4 address. This approach also sinplifies the multicast node
consi derably, making it easier to understand and depl oy.

A. 4. Increased Security Protection

The security protection offered by native | Pv6 technology is nore
advanced than I Pv4 technology. There are various transport
mechani snms enhanced to allow a network to operate nore securely with
| ess perfornmance inpact:

o |Pve has the | Psec technology directly enbedded into the | Pv6
protocol. This allows for sinpler peer-to-peer authentication and
encryption, once a sinple key/trust managenent nodel is devel oped,
whil e the usage of sone other |ess secure nechanisns is avoi ded
(e.g., M5 password hash for nei ghbor authentication).

o Wile afirewall is specifically designed to disallow applications
based on local policy, it does not interfere with those that are
allowed. This is a security inprovenent over NAT, where the worKk-
arounds to enabl e applications allowed by |local policy are
effectively architected man-in-the-mddl e attacks on the packets,
whi ch precludes end-to-end auditing or IP level identification.

o Al flows on the Internet will be better traceable due to a unique
and gl obally routable source and destination |IPv6 address. This
may facilitate an easier nethodol ogy for back-traci ng Denial of
Service (DoS) attacks and avoid illegal access to network
resources by sinpler traffic filtering.
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0 The usage of private address space in IPv6 is now provi ded by
Uni que Local Addresses, which will avoid conflict situations when
nmer gi ng networks and securing the internal conmmunication on a
| ocal network infrastructure due to sinpler traffic filtering

policy.

o The technol ogy to enable source-routing on a network
i nfrastructure has been enhanced to allow this feature to
function, w thout inpacting the processing power of internediate
networ k devices. The only devices inpacted with the source-
routing will be the source and destinati on node and the
i nternedi ate source-routed nodes. This inpact behavior is
different if IPv4 is used, because then all internedi ate devices
woul d have had to look into the source route header

A5 Mbility

Anytime, anywhere, universal access requires M Pv6 services in
support of nobile nodes. Wile a Home Agent is required for initia
connection establishnment in either protocol version, |Pv6 nobile
nodes are able to optim ze the path between them using the MPv6
option header, while I Pv4 nobile nodes are required to triangle route
all packets. In general terms, this will mininze the network
resources used and naxinize the quality of the conmunication

A. 6. Merging Networks

When two | Pv4 networks want to nmerge, it is not guaranteed that both
networ ks are using different address ranges on sone parts of the
network infrastructure due to the usage of RFC 1918 private
addressing. This potential overlap in address space may conplicate a
nmergi ng of two and nore networks dramatically due to the additiona

| Pv4 renunbering effort, i.e., when the first network has a service
runni ng (NTP, DNS, DHCP, HTTP, etc.) that needs to be accessed by the
second nerging network. Simlar address conflicts can happen when
two network devices fromthese nerging networks want to conmuni cate.

Wth the usage of |Pv6, the addressing overlap will not exist because

of the existence of the Unique Local Address usage for private and
| ocal addressing.
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