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Abstr act
Thi s docunent gives gui dance on securing manual ly configured |IPv6-in-
| Pv4 tunnels using IPsec in transport node. No additional protocol

ext ensi ons are described beyond those available with the |IPsec
f ramewor k.

Gravenan, et al. I nf or mat i onal [ Page 1]



RFC 4891 | Psec with | Pv6-in-1Pv4 Tunnel s

Tabl e of Contents

1. I ntroduction . . o
2. Threats and the Use of | Psec .
2.1. IPsec in Transport Mde
2.2. |Psec in Tunnel Mode .
3. Scenarios and Overview . .
3. 1. Rout er-t o- Rout er Tunnel s .
2. Site-to-Router/Router-to-Site Tunnels
3. 3. Host -t 0o- Host Tunnel s .
| KE and | Psec Versions .
| Psec Configuration Details
1.

S

| Psec Transport Mode .

5.2. Peer Authorization Dat abase and Identltl es .

Recommendat i ons

Security Considerations

Contributors .

Acknowl edgnent s

0. References . . .

10.1. Normative Ref erences .

10. 2. Informative References .

Appendi x A.  Using Tunnel Mde . . . .
A.1. Tunnel Mbde | nplenentation Met hods .

"‘.“3.00.“‘.@

A. 2. Specific SPD for Host-to-Host Scenarib
A. 3. Specific SPD for Host-to-Router Scenario .

Appendi x B. Optional Features . .
B.1. Dynam c Address Configur atl on
B.2. NAT Traversal and Mbility .
B. 3. Tunnel Endpoint Discovery

Graveman, et al. I nf or mat i onal

May 2007

ooV, WW

[ Page 2]



RFC 4891 | Psec with I Pv6-in-1Pv4 Tunnels May 2007

1. Introduction

The 1 Pv6 Operations (v6ops) working group has selected (manually
configured) IPv6-in-1Pv4 tunneling [ RFC4213] as one of the |IPv6
transition nechani sns for |Pv6 depl oynent.

[ RFC4213] identified a nunber of threats that had not been adequately
anal yzed or addressed in its predecessor [RFC2893]. The nost
conplete solution is to use IPsec to protect |Pv6-in-IPv4 tunneling.
The docunent was intentionally not expanded to include the details on
how to set up an | Psec-protected tunnel in an interoperable manner
but instead the details were deferred to this neno.

The first four sections of this docunent anal yze the threats and
scenarios that can be addressed by | Psec and assunptions made by this
docunent for successful |Psec Security Association (SA)

establishnent. Section 5 gives the details of Internet Key Exchange
(IKE) and I P security (1Psec) exchange wi th packet formats and
Security Policy Database (SPD) entries. Section 6 gives
recomendati ons. Appendi ces further discuss tunnel node usage and
optional extensions.

Thi s docunent does not address the use of IPsec for tunnels that are
not manual ly configured (e.g., 6to4 tunnels [RFC3056]). Presunably,
sonme form of opportunistic encryption or "better-than-nothing
security" might or might not be applicable. Sinmilarly, propagating
quality-of-service attributes (apart fromExplicit Congestion
Notification bits [ RFC4213]) fromthe encapsul ated packets to the
tunnel path is out of scope.

The use of the word "interface" or the phrase "IP interface" refers
to the IPv6 interface that nust be present on any | Pv6 node to send
or receive |IPv6 packets. The use of the phrase "tunnel interface"
refers to the interface that receives the IPv6-in-1Pv4 tunnel ed
packets over |Pv4.

2. Threats and the Use of |Psec
[ RFC4213] is nostly concerned about address spoofing threats:

1. The IPv4 source address of the encapsulating ("outer") packet can
be spoof ed.

2. The I Pv6 source address of the encapsulated ("inner") packet can
be spoof ed.
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The reason threat (1) exists is the lack of universal deploynment of
| Pv4 ingress filtering [RFC3704]. The reason threat (2) exists is
that the 1 Pv6 packet is encapsulated in |IPv4 and hence nay escape

I Pv6 ingress filtering. [RFC4213] specifies the follow ng strict
address checks as mitigating neasures:

0o To mitigate threat (1), the decapsul ator verifies that the |IPv4
source address of the packet is the sane as the address of the
configured tunnel endpoint. The decapsulator nay al so inpl enment
I Pv4 ingress filtering, i.e., check whether the packet is received
on a legitimate interface.

0o To mitigate threat (2), the decapsul ator verifies whether the
inner |Pv6 address is a valid | Pv6 address and al so applies |IPv6
ingress filtering before accepting the | Pv6 packet.

This meno proposes using | Psec for providing stronger security in
preventing these threats and additionally providing integrity,
confidentiality, replay protection, and origin protection between
tunnel endpoints.

| Psec can be used in two ways, in transport and tunnel node; detailed
di scussi on about applicability in this context is provided in
Section 5.

2.1. IPsec in Transport Mode

In transport node, the | Psec Encapsul ating Security Payl oad (ESP) or
Aut henti cati on Header (AH) security association (SA) is established
to protect the traffic defined by (IPv4-source, |Pv4-dest, protocol =
41). On receiving such an | Psec packet, the receiver first applies
the I Psec transform (e.g., ESP) and then nmatches the packet agai nst
the Security Paraneter Index (SPI) and the inbound sel ectors
associated with the SAto verify that the packet is appropriate for
the SA via which it was received. A successful verification inplies
that the packet came fromthe right |Pv4 endpoint, because the SA is
bound to the | Pv4 source address.

This prevents threat (1) but not threat (2). |IPsec in transport node
does not verify the contents of the payload itself where the |Pv6
addresses are carried. That is, two nodes using | Psec transport node
to secure the tunnel can spoof the inner payload. The packet wll be
decapsul at ed successfully and accept ed.

This shortcom ng can be partially mitigated by | Pv6 ingress
filtering, i.e., check that the packet is arriving fromthe interface
in the direction of the route towards the tunnel endpoint, simlar to
a Strict Reverse Path Forwardi ng (RPF) check [ RFC3704].
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In nost inplenentations, a transport node SA is applied to a nornal

| Pv6-in-1Pv4 tunnel. Therefore, ingress filtering can be applied in
the tunnel interface. (Transport node is often also used in other

ki nds of tunnels such as Generic Routing Encapsul ati on (GRE)

[ RFC4023] and Layer 2 Tunneling Protocol (L2TP) [RFC3193].)

2.2. |Psec in Tunnel Mode

In tunnel node, the |IPsec SA is established to protect the traffic
defined by (1Pv6-source, |Pv6-destination). On receiving such an
| Psec packet, the receiver first applies the IPsec transform (e.g.
ESP) and then nmatches the packet against the SPI and the inbound
sel ectors associated with the SAto verify that the packet is
appropriate for the SA via which it was received. The successful
verification inplies that the packet came fromthe right endpoint.

The outer |Pv4 addresses may be spoofed, and | Psec cannot detect this
in tunnel node; the packets will be denultiplexed based on the SP
and possibly the | Pv6 address bound to the SA. Thus, the outer
address spoofing is irrelevant as long as the decryption succeeds and
the inner |1 Pv6 packet can be verified to have conme fromthe right
tunnel endpoi nt.

As described in Section 5, using tunnel node is nore difficult than

appl ying transport node to a tunnel interface, and as a result this

document recommends transport node. Note that even though transport

rat her than tunnel node is reconmended, an |Pv6-in-1Pv4 tunnel

specified by protocol 41 still exists [RFC4213].

3. Scenarios and Overvi ew

There are roughly three scenari os:

1. (Generic) router-to-router tunnels.

2. Site-to-router or router-to-site tunnels. These refer to tunnels
between a site’'s I Pv6 (border) device and an | Pv6 upstream
provider’'s router. A degenerate case of a site is a single host.

3. Host -t 0- host tunnel s.
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3.

3. 2.

1

Rout er -t o- Rout er Tunnel s

| Pv6/ 1 Pv4 hosts and routers can tunnel |Pv6 datagranms over regions of
| Pv4 forwardi ng topol ogy by encapsul ating themw thin | Pv4 packets.
Tunneling can be used in a variety of ways.

| v6-i n-v4| _(IPvd ) _ | v6-in-v4
| Router | <======( Internet )=====> | Router
oA 9 B ]

A | Psec tunnel between A

| Router A and Router B |

V \Y

Figure 1: Router-to-Router Scenario.

| Pv6/ 1 Pv4 routers interconnected by an I Pv4 infrastructure can tunne
| Pv6 packets between thenselves. In this case, the tunnel spans one
segrment of the end-to-end path that the | Pv6 packet takes.

The source and destinati on addresses of the | Pv6 packets traversing
the tunnel could cone froma w de range of |IPv6 prefixes, so binding
| Pv6 addresses to be used to the SAis not generally feasible. |Pv6
ingress filtering nust be perforned to mtigate the | Pv6 address
spoofing threat.

A specific case of router-to-router tunnels, when one router resides
at an end site, is described in the next section.

Site-to-Router/Router-to-Site Tunnels
This is a generalization of host-to-router and router-to-host

tunnel i ng, because the issues when connecting a whole site (using a
router) and connecting a single host are roughly equal
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IR pmmmm e . | Psec IR | Psec .------- .
_( IPv6 ) _ | v6-in-v4 | Tunnel _( IPv4d )_ Tunnel | V4/V6
( I'nternet )<--->| Router |<=======( Internet )=======>| Site B
| )

Figure 2: Router-to-Site Scenario.

| Pv6/1 Pv4 routers can tunnel |1Pv6 packets to their final destination
| Pv6/ I Pv4 site. This tunnel spans only the |ast segnent of the end-
to-end path.

Fmm e e e e +
| | Pv6 Net work
| |
| Ve6/Vv4 | _( I'Pvd4 ) _ | | v6-i n-v4|
| Site B |<====( Internet )==========>| Router | |
e | T
| Psec tunnel between | A
| Pv6 Site and Router A | | |
| v |
| |
|l ve |
| | Hosts | |
e B
i +

Figure 3: Site-to-Router Scenario.

In the other direction, I1Pv6/1Pv4 hosts can tunnel |Pv6 packets to an
intermediary I Pv6/1Pv4 router that is reachable via an | Pv4
infrastructure. This type of tunnel spans the first segnent of the
packet’s end-to-end path.

The hosts in the site originate the packets with | Pv6 source

addresses coning froma well-known prefix, whereas the destination
addresses could be any nodes on the Internet.
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In this case, an | Psec tunnel node SA could be bound to the prefix
that was allocated to the router at Site B, and Router A could verify
that the source address of the packet matches the prefix. Site B
will not be able to do a simlar verification for the packets it
receives. This may be quite reasonable for nost of the depl oynent
cases, for exanple, an Internet Service Provider (ISP) allocating a
/48 to a custoner. The Custoner Premnmi ses Equi pnent (CPE) where the
tunnel is termnated "trusts" (in a weak sense) the ISP's router, and
the 1SP's router can verify that Site Bis the only one that can
originate packets within the /48

| Pv6 spoofing nust be prevented, and setting up ingress filtering may
requi re sone amount of nanual configuration; see nore of these
options in Section 5.

3. 3. Host -t 0o- Host Tunnel s

| V6/Vv4 | (1Pv4 ) _ | V6/Vv4 |
| Host | <======( Internet )=====> | Host |
A S | B

| Psec tunnel between
Host A and Host B

Fi gure 4: Host-to-Host Scenari o.

| Pv6/ 1 Pv4 hosts interconnected by an I Pv4 infrastructure can tunne
| Pv6 packets between thenselves. In this case, the tunnel spans the
entire end-to-end path.

In this case, the source and the destination |IPv6 addresses are known
a priori. A tunnel node SA could be bound to these specific
addresses. Address verification prevents |Pv6 source address
spoofing conpletely.

As noted in the Introduction, automatic host-to-host tunneling
met hods (e.g., 6to4) are out of scope for this neno.
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4.

| KE and | Psec Versions

Thi s section discusses the different versions of the I KE and | Psec
security architecture and their applicability to this docunent.

The | Psec security architecture was previously defined in [ RFC2401]
and i s now superseded by [ RFC4301]. |KE was originally defined in
[ RFC2409] (which is called IKEvl in this document) and is now
superseded by [ RFC4306] (called IKEv2; see also [ RFC4718]). There
are several differences between them The differences relevant to
this docunent are discussed bel ow

1. [RFC2401] does not require allowing |P as the next |ayer protoco
intraffic selectors when an IPsec SAis negotiated. In
contrast, [RFC4301] requires supporting |IP as the next |ayer
protocol (like TCP or UDP) in traffic selectors.

2. [RFC4301] assunes | KEv2, as sone of the new features cannot be
negotiated using IKEvl. It is valid to negotiate nmultiple
traffic selectors for a given IPsec SAin [RFC4301]. This is
possible only with IKEv2. |If IKEvl is used, then nultiple SAs
need to be set up, one for each traffic selector.

Note that the existing inplenentations based on | KEvl may al ready be
abl e to support the [ RFC4301] features described in (1) and (2). |If
appropriate, the deploynment nmay choose to use either version of the
security architecture

| KEv2 supports features useful for configuring and securing tunnels
not present with | KEvL.

1. | KEv2 supports | egacy authentication nethods by carrying themin
Ext ensi bl e Authentication Protocol (EAP) payloads. This can be
used to authenticate hosts or sites to an | SP using EAP net hods
that support usernane and password.

2. |1 KEv2 supports dynanmi c address configuration, which nay be used
to configure the I Pv6 address of the host.

Net wor k Address Transl ation (NAT) traversal works with both the old
and revised | Psec architectures, but the negotiation is integrated
with | KEv2.

For the purposes of this docunent, where the confidentiality of ESP

[ RFC4303] is not required, AH [RFC4302] can be used as an alternative
to ESP. The main difference is that AHis able to provide integrity
protection for certain fields in the outer |Pv4 header and | Pv4
options. However, as the outer |Pv4 header will be discarded in any
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case, and those particular fields are not believed to be relevant in
this particular application, there is no particular reason to use AH.

5. I Psec Configuration Details

This section describes the SPD entries for setting up the | Psec
transport node SA to protect the IPv6 traffic.

Several requirenents arise when |IPsec is used to protect the |Pv6
traffic (inner header) for the scenarios listed in Section 3.

1. Al of IPve traffic should be protected, including |link-1oca
(e.g., Neighbor Discovery) and nulticast traffic. Wthout this,
an attacker can pollute the | Pv6 nei ghbor cache causing
di sruption in communicati on between the two routers.

2. In router-to-router tunnels, the source and destination addresses
of the traffic could conme froma w de range of prefixes that are
normal Iy |l earned through routing. As routing can always learn a
new prefix, one cannot assune that all the prefixes are known a
priori [RFC3884]. This mainly affects scenario (1).

3. Source address sel ection depends on the notions of routes and
interfaces. This inplies that the reachability to the various
| Pv6 destinations appear as routes in the routing table. This
af fects scenarios (2) and (3).

The 1 Pv6 traffic can be protected using transport or tunnel node.
There are many probl ens when using tunnel node as inplenentations may
or may not nodel the |IPsec tunnel node SA as an interface as
described in Appendix A 1

If IPsec tunnel node SA is not nodeled as an interface (e.g., as of
this witing, popular in many open source inplenentations), the SPD
entries for protecting all traffic between the two endpoints nust be
descri bed. Evaluating against the requirenents above, all |ink-loca
traffic nulticast traffic would need to be identified, possibly
resulting in a long list of SPD entries. The second requirenent is
difficult to satisfy, because the traffic needing protection is not
necessarily (e.g., router-to-router tunnel) known a priori [RFC3884].
The third requirement is also problematic, because al nost all

i mpl enent ati ons assune addresses are assigned on interfaces (rather
than configured in SPDs) for proper source address sel ection

If the I Psec tunnel node SA is nodeled as interface, the traffic that
needs protection can be nodel ed as routes pointing to the interface.
But the second requirenment is difficult to satisfy, because the
traffic needing protection is not necessarily known a priori. The

Graveman, et al. I nf or mat i onal [ Page 10]



RFC 4891 | Psec with I Pv6-in-1Pv4 Tunnels May 2007

5.

1

third requirenent is easily solved, because | Psec is nbdeled as an
i nterface.

In practice, (2) has been solved by protecting all the traffic
(::/0), but no interoperable inplementations support this feature.
For a detailed list of issues pertaining to this, see [VLINK].

Because applying transport node to protect a tunnel is a nuch sinpler
solution and al so easily protects link-local and multicast traffic,
we do not recommend using tunnel nmode in this context. Tunnel node
is, however, discussed further in Appendix A

Thi s docunent assumes that tunnels are manually configured on both
sides and the ingress filtering is manually set up to discard spoofed
packets.

| Psec Transport Mode

Transport node has typically been applied to L2TP, GRE, and ot her
tunnel i ng nmet hods, especially when the user wants to tunnel non-I1P
traffic. [RFC3884], [RFC3193], and [ RFC4023] provi de exanpl es of
appl ying transport node to protect tunnel traffic that spans only a
part of an end-to-end path.

I Pv6 ingress filtering nust be applied on the tunnel interface on all
t he packets that pass the inbound |IPsec processing.

The following SPD entries assune that there are two routers, Routerl
and Router2, with tunnel endpoint |Pv4 addresses denoted | PV4- TEPL
and | PV4- TEP2, respectively. (lIn other scenarios, the SPDs are set
up sinmlarly.)

Router1’s SPD

Next Layer
Rul e Local Renot e Pr ot ocol Acti on
1 | PV4- TEP1 | PV4- TEP2 ESP BYPASS
2 | PVA- TEP1 | PV4- TEP2 | KE BYPASS
3 | Pv4- TEP1 | PV4- TEP2 41 PROTECT( ESP, t ransport)
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5.

2.

Router2’'s SPD

Next Layer
Rul e Local Renot e Pr ot ocol Action
1 | PV4- TEP2 | PV4- TEP1 ESP BYPASS
2 | PV4- TEP2 | PV4- TEP1 | KE BYPASS
3 | Pv4- TEP2 | PV4- TEPL 41 PROTECT( ESP, transport)

In both SPD entries, "IKE" refers to UDP destination port 500
and possibly also port 4500 if NAT traversal is used.

The packet format is as shown in Table 1

Fom e e e e e e ee e oo e e e e e e e e e aaa +
| Conponents (first to last) | Cont ai ns

Fom e e e e e e e e e m o e +
| | Pv4 header | (src = 1PV4-TEPL1, dst = | PV4-TEP2)

| ESP header |

| | Pv6 header | (src = IPV6-EP1, dst = | PV6-EP2)

| (payl oad) | |
o m e e e e e e e e oo e e e e e e e e e e aa - +

Tabl e 1: Packet Format for |Pv6/I1Pv4 Tunnels.

The I Dci and | Dcr payl oads of | KEvl carry the | Pv4-TEPL, | PV4-TEP2,
and protocol value 41 as phase 2 identities. Wth IKEv2, the traffic
selectors are used to carry the sanme information

Peer Authorization Database and ldentities

The Peer Authorization Database (PAD) provides the |ink between SPD
and the key nanagenent daenon [ RFC4306]. This is defined in
[ RFC4301] and hence rel evant only when used with | KEv2.

As there is currently no defined way to di scover the PAD-rel at ed
paraneters dynamically, it is assunmed that these are manually
confi gured:

0 The ldentity of the peer asserted in the | KEv2 exchange: Many
different types of identities can be used. At least, the |Pv4
address of the peer should be supported.

0 |KEv2 can authenticate the peer by several nethods. Pre-shared
key and X. 509 certificate-based authentication is required by
[ RFC4301]. At least, pre-shared key should be supported, because
it interoperates with a |larger nunber of inplenentations.
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o The child SA authorization data should contain the |IPv4 address of
t he peer.

| Pv4 address should be supported as lIdentity during the key exchange.
As this does not provide ldentity protection, main node or aggressive
node can be used with | KEv1.

6. Reconmendati ons

In Section 5, we exami ned the differences between setting up an | Psec
| Pv6-in-1Pv4 tunnel using either transport or tunnel node. W
observe that applying transport node to a tunnel interface is the
simpl est and therefore recomended sol ution.

In Appendi x A, we also explore what it would take to use so-called
Specific SPD (SSPD) tunnel node. Such usage is nore conplicated
because |1 Pv6 prefixes need to be known a priori, and nmulticast and
link-local traffic do not work over such a tunnel. Fragnment handling
in tunnel node is also nore difficult. However, because the Mbility
and Multihonming Protocol (MOBIKE) [RFC4555] supports only tunne

node, when the | Pv4 endpoints of a tunnel are dynamic and the other
constraints are not applicable, using tunnel node rmay be an
accept abl e sol ution.

Therefore, our primary reconmendation is to use transport node
applied to a tunnel interface. Source address spoofing can be
limted by enabling ingress filtering on the tunnel interface.

Manual keying nmust not be used as |arge amounts of IPv6 traffic may
be carried over the tunnels and doing so would nmake it easier for an
attacker to recover the keys. |KEvl or |KEv2 nust be used for
establishing the | Psec SAs. |KEv2 should be used where supported and
available; if not, IKEvl nay be used instead.

7. Security Considerations

When running | Pv6-in-1Pv4 tunnels (unsecured) over the Internet, it
is possible to "inject" packets into the tunnel by spoofing the
source address (data plane security), or if the tunnel is signaled
sonmehow (e.g., using authentication protocol and obtaining a static
v6 prefix), sonmeone might be able to spoof the signaling (contro

pl ane security).

The | Psec framework plays an inportant role in adding security to
both the protocol for tunnel setup and data traffic.

Either 1 KEvl or I KEv2 provides a secure signaling protocol for
establ i shing, maintaining, and deleting an | Psec tunnel.
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| Psec, with ESP, offers integrity and data origin authentication
confidentiality, and optional (at the discretion of the receiver)
anti-replay features. Using confidentiality without integrity is
di scouraged. ESP furthernore provides linmted traffic fl ow
confidentiality.

| Psec provides access control nechani sns through the distribution of
keys and al so through the application of policies dictated by the
Security Policy Database (SPD)

The NAT traversal mechani sm provided by | KEv2 introduces some
weaknesses into | KE and | Psec. These issues are discussed in nore
detail in [RFC4306].

Pl ease note that using | Psec for the scenarios described in Figures
1, 2, and 3 does not aimto protect the end-to-end comunication. It
protects just the tunnel part. It is still possible for an IPv6
endpoi nt not attached to the | Psec tunnel to spoof packets.
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Appendi x A.  Using Tunnel Mbde

First, we describe the different tunnel node inpl enentation nethods.
We note that, in this context, only the so-called Specific SPD (SSPD)
nmodel (without a tunnel interface) can be made to work, but it has
reduced applicability, and the use of a transport node tunnel is
reconmended i nstead. However, we will describe how the SSPD tunne
node might look if one would like to use it in any case.

A.1. Tunnel Mbde | nplenentation Methods

Tunnel node could (in theory) be deployed in two very different ways
dependi ng on the inplenentation:

1. "Generic SPDs": somre inplenmentations nodel the tunnel node SA as
an IP interface. In this case, an IPsec tunnel interface is
created and used with "any" addresses ("::/0 <-> ::/0" ) as |Psec
traffic selectors while setting up the SA.  Though this allows
all traffic between the two nodes to be protected by | Psec, the
routing table would decide what traffic gets sent over the

tunnel. Ingress filtering nust be separately applied on the
tunnel interface as the I Psec policy checks do not check the IPv6
addresses at all. Routing protocols, nulticast, etc. will work
through this tunnel. This nbde is simlar to transport node.

The SPDs nust be interface-specific. However, because | KE uses

| Pv4 but the tunnel is IPv6, there is no standard solution to map
the IPv4 interface to IPv6 interface [VLINK] and this approach is
not feasible.

2. "Specific SPDs": sone inplenentations do not nodel the tunne
node SA as an |P interface. Traffic selection is based on
specific SPD entries, e.g., "2001:db8:1::/48 <-> 2001: db8:

2::/48". As the | Psec session between two endpoi nts does not
have an interface (though an inplenmentati on may have a conmon
pseudo-interface for all IPsec traffic), there is no Duplicate

Address Detection (DAD), Multicast Listener Discovery (MD), or
link-local traffic to protect; nulticast is not possible over
such a tunnel. Ingress filtering is perforned autonatically by
the I Psec traffic selectors.

Ingress filtering is guaranteed by |Psec processi ng when option (2)
i s chosen, whereas the operator has to enable it explicitly when
transport node or option (1) is chosen

In summary, there does not appear to be a standard solution in this
context for the first inplenentation approach
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The second approach can be nade to work, but is only applicable in
host-to-host or site-to-router/router-to-site scenarios (i.e., when
the 1 Pv6 prefixes can be known a priori), and it offers only a
limted set of features (e.g., no multicast) conpared with a
transport node tunnel

When tunnel node is used, fragment handling [ RFC4301] nay al so be
nore difficult conpared with transport node and, depending on
i mpl enentation, may need to be reflected in SPDs.

A.2. Specific SPD for Host-to-Host Scenario

The following SPD entries assune that there are two hosts, Hostl and
Host 2, whose | Pv6 addresses are denoted | PV6-EP1 and | PV6-EP2 (gl oba
addresses), and the | PV4 addresses of the tunnel endpoints are
denoted | PV4-TEP1 and | PV4- TEP2, respectively.

Host1's SPD:
Next Layer
Rul e Local Renot e Pr ot ocol Action
1 | PV6- EP1 | PV6- EP2 ESP BYPASS
2 | PV6- EP1 | PV6- EP2 | KE BYPASS
3 | Pv6- EP1 | PV6- EP2 41 PROTECT( ESP
t unnel { | PV4- TEP1, | PV4- TEP2})
Host 2’ s SPD
Next Layer
Rul e Local Renot e Pr ot ocol Action
1 | PV6- EP2 | PV6- EP1 ESP BYPASS
2 | PV6- EP2 | PV6- EP1 | KE BYPASS
3 | Pv6- EP2 | PV6- EP1 41 PROTECT( ESP

tunnel { | PV4- TEP2, | PV4- TEP1})

"IKE" refers to UDP destination port 500 and possibly al so
port 4500 if NAT traversal is used.

The I1Dci and | Dcr payl oads of I KEvl carry the |1 PV6-EP1 and | PV6- TEP2

as phase 2 identities. Wth IKEv2, the traffic selectors are used to
carry the sane information.
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A.3. Specific SPD for Host-to-Router Scenario

The following SPD entries assune that the host has the | Pv6 address

| PV6- EP1 and the tunnel endpoints of the host and router are |PV4-
TEP1 and | PV4-TEP2, respectively. |If the tunnel is between a router
and a host where the router has allocated an | PV6- PREF/ 48 to the
host, the corresponding SPD entries can be derived by replacing | PV6-
EP1 with | PV6- PREF/ 48.

Pl ease note the bypass entry for host’s SPD, absent in router’s SPD
VWhile this mght be an inplenmentation matter for host-to-router
tunneling, having a simlar entry, "Local =I PV6- PREF/ 48 & Renvot e=| PV6-

PREF/ 48", is critical for site-to-router tunneling.
Host’' s SPD
Next Layer

Rul e Local Renot e Pr ot ocol Action

1 | PV6- EP1 | PV6- EP2 ESP BYPASS

2 | PV6- EP1 | PV6- EP2 | KE BYPASS

3 | PV6- EP1 | PV6- EP1 ANY BYPASS

4 | PV6- EP1 ANY ANY PROTECT( ESP

t unnel { | Pv4- TEP1, | PV4- TEP2})

Router’s SPD

Next Layer
Rul e Local Renot e Pr ot ocol Acti on
1 | PV6- EP2 | PV6- EP1 ESP BYPASS
2 | PV6- EP2 | PV6- EP1 | KE BYPASS
3 ANY | PV6- EP1 ANY PROTECT( ESP

t unnel { | PV4- TEP1, | PV4- TEP2})

The 1Dci and | Dcr payl oads of |IKEvl carry the | PV6-EP1 and

| D_| PV6_ADDR _RANCE or | D_I PV6_ADDR SUBNET as their phase 2
identities. The starting address is zero and the end address is al
ones for ID_|PV6_ADDR RANGE. The starting address is zero | P address
and the end address is all zeroes for |ID_|IPV6_ADDR SUBNET. Wth

| KEv2, the traffic selectors are used to carry the same information
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Appendi x B. Optional Features
B.1. Dynamic Address Configuration

Wth the exchange of protected configuration payloads, IKEv2 is able
to provide the | KEv2 peer with Dynam ¢ Host Configuration Protoco
(DHCP)-li ke information payl oads. These configuration payl oads are
exchanged between the I KEv2 initiator and responder

This could be used (for exanple) by the host in the host-to-router
scenario to obtain an I Pv6 address fromthe ISP as part of setting up
the I Psec tunnel node SA. The details of these procedures are out of
scope for this neno.

B.2. NAT Traversal and Mobility

Net wor k address (and port) translation devices are commonly found in
today’s networks. A detailed description of the problem and
requirenents of | Psec-protected data traffic traversing a NAT is
provided in [ RFC3715].

| KEv2 can detect the presence of a NAT automatically by sending
NAT_DETECTI ON_SOURCE_| P and NAT_DETECTI ON_DESTI NATI ON_I P payl oads in
the initial IKE_SAINT exchange. Once a NAT is detected and both
endpoi nts support | Psec NAT traversal extensions, UDP encapsul ation
can be enabl ed.

More details about UDP encapsul ation of |Psec-protected |IP packets
can be found in [ RFC3948].

For | Pv6-in-1Pv4 tunneling, NAT traversal is interesting for two
reasons:

1. One of the tunnel endpoints is often behind a NAT, and confi gured
tunnel ing, using protocol 41, is not guaranteed to traverse the
NAT. Hence, using |IPsec tunnels would enable one to set up both
a secure tunnel and a tunnel that m ght not always be possible
wi t hout other tunneling mechani sns.

2. Using NAT traversal allows the outer address to change w thout
having to renegotiate the SAs. This could be beneficial for a
crude formof nobility and in scenari os where the NAT changes the
| P addresses frequently. However, as the outer address nay
change, this might introduce new security issues, and using
tunnel node woul d be nost appropriate.

Graveman, et al. I nf or mat i onal [ Page 20]



RFC 4891 | Psec with I Pv6-in-1Pv4 Tunnels May 2007

When NAT is not applied, the second benefit would still be desirable.
In particular, using manually configured tunneling is an operationa
chal l enge with dynanic | P addresses, because both ends need to be
reconfigured if an address changes. Therefore, an easy and efficient
way to re-establish the IPsec tunnel if the IP address changes woul d
be desirable. MOBIKE [ RFC4555] provides a solution when IKEV2 is
used, but it only supports tunnel node.

B. 3. Tunnel Endpoint Discovery
The 1 KEv2 initiator needs to know the address of the | KEv2 responder
to start IKEv2 signaling. A nunber of ways can be used to provide
the initiator with this information, for exanple:
0 Using out-of-band mechanisnms, e.g., fromthe |SPs Wb page.
0o Using DNS to | ook up a service nanme by appending it to the DNS
search path provided by DHCPv4 (e.g., "tunnel-
servi ce. exanpl e. cont').
0o Using a DHCP option
o Using a pre-configured or pre-determ ned | Pv4 anycast address.
o Using other, unspecified or proprietary nethods.
For the purpose of this docunent, it is assuned that this address can
be obtai ned sonehow. Once the address has been learned, it is
configured as the tunnel endpoint for the configured |Pv6-in-IPv4
t unnel
This problemis also discussed at nore length in [ TUNN-AD] .
However, sinply discovering the tunnel endpoint is not sufficient for
establishing an | KE session with the peer. The PAD information (see
Section 5.2) also needs to be |earned dynamically. Hence, currently,

aut onati ¢ endpoi nt discovery provides benefit only if PAD information
is chosen in such a manner that it is not |P-address specific.

Graveman, et al. I nf or mat i onal [ Page 21]



RFC 4891 | Psec with I Pv6-in-1Pv4 Tunnels May 2007

Aut hors’ Addr esses

Ri chard Graveman

RFG Security, LLC

15 Park Avenue
Morristown, NJ 07960
USA

EMail: rfg@cmorg

Mohan Part hasar at hy

Noki a

313 Fairchild Drive
Mountain View, CA 94043
USA

EMai | : nmohanp@bcgl obal . net

Pekka Savol a
CSC/ FUNET
Espoo

Fi nl and

EMai | : psavol a@unet . fi
Hannes Tschof eni g

Noki a Si emens Networks
O to-Hahn-Ring 6

Muni ch, Bayern 81739
Cer many

EMai | : Hannes. Tschof eni g@sn. com

Graveman, et al. I nf or mat i onal [ Page 22]



RFC 4891 | Psec with I Pv6-in-1Pv4 Tunnels May 2007

Ful I Copyright Statenent
Copyright (C The | ETF Trust (2007).

This docunment is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights

Thi s docunent and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGAN ZATI ON HE/ SHE REPRESENTS
OR |'S SPONSCORED BY (I F ANY), THE | NTERNET SCCI ETY, THE | ETF TRUST AND
THE | NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS
OR | MPLI ED, | NCLUDI NG BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF
THE | NFORVATI ON HEREI'N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intellectual Property Rights or other rights that nmight be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. [Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of I PR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe | ETF on-line |IPR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Please address the information to the |ETF at
ietf-ipr@etf.org.

Acknowl edgenent

Funding for the RFC Editor function is currently provided by the
I nternet Society.

Graveman, et al. I nf or mat i onal [ Page 23]



