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i ssues and potential problens that have been raised with such an
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1. Introduction

The original |Pv4 address definition [ RFC791] consisted of a Network
field, identifying a network number, and a Local Address field,
identifying a host within that network. As organizations grewto
want many links within their network, their choices were (from

[ RFC950]) to:

1. Acquire a distinct Internet network nunber for each cabl e;
subnets are not used at all

2. Use a single network nunber for the entire organization, but
assign host nunbers without regard to which LAN a host is on
("transparent subnets").

3. Use a single network nunber, and partition the host address
space by assigni ng subnet nunbers to the LANs ("explicit
subnets").

[ RFC925] was a proposal for option 2 that defined a specific type of
Address Resol ution Protocol (ARP) proxy behavior, where the
forwardi ng pl ane had the properties of decrenenting the Tine To Live
(TTL) to prevent |oops when forwardi ng, not forwardi ng packets
destined to 255.255.255. 255, and supporting subnet broadcast by
requiring that the ARP-based bridge naintain a |ist of recent
broadcast packets. This approach was never standardized, although

[ RFC1027] later docunented an inplenmentation of a subset of [RFC925].

Instead, the | ETF standardi zed option 3 with [ RFC950], whereby hosts
were required to learn a subnet nmask, and this becane the | Pv4 nodel

Over the recent past, there have been several newer protocols
proposing to extend the notion of a subnet to be able to span
multiple links, simlar to [ RFC925].

Early versions of the | Pv6 scoped address architecture [ SCOPI D]
proposed a subnet scope above the Iink scope, to allow for nulti-Ilink
subnets. This notion was rejected by the WG due to the issues

di scussed in this meno, and as a result the final version [ RFC4007]
has no such noti on.

There was al so a proposal to define nmulti-link subnets [ MLSR] for

| Pv6. However, this notion was abandoned by the I Pv6 WG due to the
i ssues discussed in this neno, and that proposal was replaced by a
di fferent mechani smthat preserves the notion that a subnet spans
only one |ink [ RFC4389].
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2.

2.

However, other WG continued to allow for this concept even though it
had been rejected in the IPv6 Wa. Mbile IPv6 [ RFC3775] all ows
tunnel s to nobile nodes to use the sane subnet as a home link, with
the Hone Agent doing |layer 3 forwardi ng between t hem

The notion also arises in Mbile Ad-hoc NETworks (MANETS) with
proposals that an entire MANET is a subnet, with routers doing |ayer
3 forwarding within it.

The use of nmulti-link subnets has al so been considered by other
wor ki ng groups, including NetLMM 16ng, and Autoconf, and by other
external organizati ons such as W Max.

In this neno, we docunent the issues raised in the | Pv6 W5 which
notivated t he abandonment of the nulti-Iink subnet concept, so that
designers of other protocols can (and shoul d) be aware of the issues.

The key words "MJST", "RECOVMENDED', and "SHOULD' in this docunent
are to be interpreted as described in [ RFC2119].

| ssues
1. | P Model

The term™"link" is generally used to refer to a topol ogical area
bounded by routers that decrenment the IPv4 TTL or IPv6 Hop Linmit when
forwardi ng the packet. A link-local address prefix is defined in
both | Pv4 [ RFC3927] and | Pv6 [ RFC4291].

The term "subnet” is generally used to refer to a topol ogical area
that uses the sane address prefix, where that prefix is not further
subdi vi ded except into individual addresses.

In Decenmber 1995, the original IP Version 6 Addressing Architecture

[ RFC1884] was published, stating: "IPv6 continues the |IPv4 nodel that
a subnet is associated with one link. Miltiple subnets nay be
assigned to the same link."

Thus, it explicitly acknow edges that the current |1Pv4 nodel has been
that a subnet is associated with one link and that |Pv6 does not
change this nodel. Furthernore, a subnet is sometines considered to
be only a subset of a link, when nultiple subnets are assigned to the
sane |ink.

The | Pv6 addressing architecture has since been updated three tines,
first in July 1998 [ RFC2373], then April 2003 [RFC3513], and finally
in February 2006 [ RFC4291]. Al updates include the |anguage:
"Currently IPv6 continues the | Pv4 nodel that a subnet prefix is
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associated with one Iink. Miltiple subnet prefixes nmay be assigned
to the same link."

Clearly, the notion of a nulti-link subnet would be a change to the
exi sting | P nodel.

Simlarly, the Mbility Related Term nol ogy [ RFC3753] defines a
Foreign subnet prefix as "a bit string that consists of some number
of initial bits of an IP address which identifies a node's foreign
link within the Internet topology" with a sinilar definition for a
Home subnet prefix. These both state that the subnet prefix
identifies a (singular) link.

2.2. TTL/Hop Limt Issues

Since a link is bounded by routers that decrenent the IPv4 TTL or
IPv6 Hop Limt, there may be issues with applications and protocols
that make any assunption about the rel ationship between TTL/Hop Linit
and subnet prefix.

There are two nmain cases that may arise. Some applications and
protocol s may send packets with a TTL/Hop Linmit of 1. O her
applications and protocols may send packets with a TTL/Hop Limt of
255 and verify that the value is 255 on receipt. Both are ways of
limting communication to within a single Iink, although the effects
of these two approaches are quite different. Setting TTL/Hop Linit
to 1 ensures that packets that are sent do not |eave the link, but it
does not prevent an off-link attacker from sending a packet that can
reach the link. Checking that TTL/Hop Limt is 255 on receipt
prevents a receiver fromaccepting packets froman off-Iink sender
but it doesn’t prevent a sent packet from being forwarded of f-Iink.

As for assunptions about the relationship between TTL/Hop Limit and
subnet, let’s |look at some exanple references fanm liar to many
prot ocol and application devel opers.

Stevens’ "Unix Network Programm ng", 2nd ed. [UNP], states on page
490, "A TTL of O neans node-local, 1 neans link-local" (this of
course being true by the definition of link). Then page 498 states,
regarding | P_MJLTICAST _TTL and | PV6_MJILTI CAST_HOPS, "If this is not
specified, both default to 1, which restricts the datagramto the

| ocal subnet." Here, Unix programmers |learn that TTL=1 packets are
restricted to a subnet (as opposed to a link). This is typical of
many documents that use the terns interchangeably due to the | P nodel
described earlier.
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Simlarly, "TCP/IP Illustrated", Volume 1 [TCPILL], states on page
182: "By default, nulticast datagrans are sent with a TTL of 1. This
restricts the datagramto the sanme subnet."

Steve Deering' s original nulticast README fil e [DEERI NG contai ned
the statenent "nulticast datagrans with initial TTL 1 are restricted
to the sanme subnet”, and sinilar statenents now appear in nany
vendors’ docunentation, including docunentation for Wndows (e.g.

[ TCPI P2K]) and Linux (e.g., [LINUX] says a TTL of 1 is "restricted to
the sane subnet. Wn't be forwarded by a router.")

The above are only sone exanples. There is no shortage of places
where application devel opers are being taught that a subnet is
confined to a single link, and so we nust expect that arbitrary
applications may enbed such assunptions.

Some exanpl es of protocols today that are known to embed sone
assunption about the relationship between TTL and subnet prefix are
the foll ow ng:

0 Nei ghbor Discovery (ND) [RFC2461] uses nmessages with Hop Linit
255 checked on receipt, to resolve the link-1ayer address of
any | P address in the subnet.

o Oder clients of Apple’'s Bonjour [MDNS] use nessages with TTL
255 checked on receipt, and only respond to queries from
addresses in the sane subnet. (Note that multi-link subnets do
not necessarily break this, as this behavior is to constrain
communi cation to within a subnet, where a subnet is only a
subset of a link. However, it will not work across a nulti-
Iink subnet.)

Some ot her exanpl es of protocols today that are known to use a TTL 1
or 255, but do not appear to explicitly have any assunption about the
relationship to subnet prefixes (other than the well-known |ink-1Ioca
prefix) include the foll ow ng:

0 Link-Local Milticast Nanme Resolution [LLWMNR] uses a TTL/ Hop
Limt of 1 for TCP.

o Milticast Listener Di scovery (M.D) [ RFC3810] uses a Hop Limt
of 1.

0 Reverse tunneling for Mbile | Pv4 [ RFC3024] uses TTL 255

checked on receipt for Registrati on Requests sent to foreign
agents.
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0 [RFC3927] discusses the use of TTL=1 and TTL=255 within the
| Pv4 |ink-1ocal address prefix.

It is unknown whether any inplenentations of such protocols exist
that add such assunptions about the relationship to subnet prefixes
for other reasons.

2.3. Link-scoped Milticast and Broadcast

Because nulticast routing is not ubiquitous, the notion of a subnet
that spans nultiple links tends to result in cases where mnulticast
does not work across the subnet. Per [RFC2644], the default behavior
is that routers do not forward directed broadcast packets either, nor
do they forward linmited broadcasts (see [ RFC1812], Section 4.2.2.11).

There are many protocols and applications today that use |ink-scoped
multicast. The list of such applications and protocols that have
been assigned their own |ink-scoped nulticast group address (and nmay
al so have assunptions about the TTL/Hop Linit as noted above) can be
found at:

http://ww. i ana. org/ assi gnment s/ mul ti cast - addr esses
http://ww. i ana. org/ assi gnnents/i pv6-nul ti cast-addr esses

In addition, an arbitrarily |large nunber of other applications nay be
using the all-1"s broadcast address, or the all-hosts |ink-scoped
mul ti cast address, rather than their own group address.

The wel | -known exanpl es of protocols using |ink-scoped nulticast or
broadcast generally fall into one of the follow ng groups:

0 Routing protocols: Distance Vector Milticast Routing Protoco
(DVMRP) [ RFC1075], OSPF [ RFC2328], RIP [RFC2453][ RFC2080],
Enhanced Interior Gateway Routing Protocol (ElI GRP) [El GRP],
etc. These protocols exchange routes to subnet prefixes.

0 Address managenent protocols: Nei ghbor Discovery, DHCPv4
[ RFC2131], Dynanic Host Configuration Protocol for |Pv6
(DHCPv6) [ RFC3315], Teredo [RFC4380], etc. By their nature,
this group tends to enbed assunptions about the rel ationship
between a |ink and a subnet prefix. For exanple, ND uses
| ink-scoped nulticast to resolve the link-1ayer address of an
| P address in the same subnet prefix, and to do duplicate
address detection (see Section 2.4 below) within the subnet.
DHCP uses |ink-scoped multicast or broadcast to obtain an
address in the subnet. Teredo states that the Teredo |Pv4
Di scovery Address is "an | Pv4 nulticast address used to

Thal er I nf or mat i onal [ Page 6]



RFC 4903 Mul ti-Li nk Subnet |ssues June 2007

di scover other Teredo clients on the sane | Pv4 subnet. The

val ue of this address is 224.0.0.253", which is a |ink-scoped
mul ticast address. It also says that "the client MJUST silently
di scard all local discovery bubbles [...] whose | Pv4 source
address does not belong to the | ocal |Pv4 subnet”.

0 Service discovery protocols: Sinple Service Discovery Protoco
(SSDP) [ SSDP], Bonjour, Ws-Discovery [WSDI SC], etc. These
often do not define any explicit assunption about the
rel ati onship to subnet prefix.

0o Nane resolution protocols: NetBios [ RFC1001], Bonjour, LLM\R
etc. Mst often these do not define any explicit assunption
about the relationship to subnet prefix, but Bonjour only
responds to queries from addresses within the same subnet
prefix.

Note that protocols such as Bonjour and Teredo that drop packets that
don't cone froman address within the subnet are not necessarily

broken by nulti-link subnets, as this behavior is nmeant to constrain
the behavior to within a subnet, when a link is larger than a single
subnet .

However, regardl ess of whether any assunption about the relationship
to subnet prefixes exists, all protocols nentioned above or on the

| ANA assignments lists will not work across a nulti-Iink subnet

wi t hout protocol -specific proxying functionality in routers, and
addi ng proxying for an arbitrary nunber of protocols and applications
does not scale. Furthernore, it may hinder the devel opnment and use
of future protocols using link-scoped nulticast.

2.4, Duplicate Address Detection |Issues

Duplicate Address Detection (DAD) uses |ink-scoped multicast in |Pv6
and |ink-scoped broadcast in I Pv4 and so has the issues nentioned in
Section 2.3 above.

In addition, [RFC2462] contains the statenent:

"Thus, for a set of addresses forned fromthe sane interface
identifier, it is sufficient to check that the |link-Iocal address
generated fromthe identifier is unique on the link. In such
cases, the link-local address MJUST be tested for uniqueness, and
if no duplicate address is detected, an inplenmentati on MAY choose
to skip Duplicate Address Detection for additional addresses
derived fromthe sanme interface identifier."
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The | ast possibility, sonetines referred to as Duplicate Interface
Identifier Detection (DIID), has been a matter of nuch debate, and
the current work in progress [2462BIS] states:

Each i ndivi dual uni cast address SHOULD be tested for uni queness.
Note that there are inplenentations deployed that only perform
Duplicate Address Detection for the link-local address and skip
the test for the global address using the sanme interface
identifier as that of the link-local address. \hereas this
docunent does not invalidate such inplenmentations, this kind of
"optimzation" is NOI RECOWENDED, and new i npl enent ati ons MJST
NOT do that optimzation

The existence of such inplenmentations also causes problens with

mul ti-link subnets. Specifically, a link-local address is only valid
within a link, and hence is only tested for uniqueness within a
single link. If the same interface identifier is then assuned to be
uni que across all links within a nulti-link subnet, address conflicts
can occur.

3. Security Considerations

The notion of nmulti-link subnets can cause problens with any security
protocols that either rely on the assunption that a subnet only spans
a single link or can leave gaps in the security sol ution where
protocols are only defined for use on a single link

Secur e Nei ghbor Discovery (SEND) [ RFC3971], in particular, is
currently only defined within a single link. 1If a subnet were to
span nultiple links, SEND would not work as currently specified,
since it secures Neighbor Discovery nessages that include |ink-Iayer
addresses, and if forwarded to other links, the link-layer address of
the sender will be different. This same problem al so exists in cases
where a subnet does not span nultiple |inks but where Nei ghbor

Di scovery is proxied within a link. Section 9 of [RFC4389] discusses
sonme possible future directions in this regard.

Furthernmore, as noted above sonme applications and protocols (ND,

Bonj our, Mobile IPv4, etc.) nmitigate against off-1ink spoofing
attenpts by requiring a TTL or Hop Limt of 255 on receipt. |If this
restriction were renoved, or if alternative protocols were used, then
of f-1ink spoofing attenpts woul d becone easier, and sone alternative
way to nmitigate such attacks woul d be needed.
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4, Recommendati ons
4.1. |P Link Mde

There are two nodels that do not have the issues pointed out in the
rest of the docunent.

The |1 AB recommends that protocol designers use one of the follow ng
two nodel s:

o Milti-access link nodel: In this nodel, there can be nultiple
nodes on the sane link, including zero or nore routers. Data
packets sent to the IPv4 |ink-local broadcast address
(255.255.255.255) or to a link-local multicast address can be
received by all other interested nodes on the link. Two nodes
on the link are able to comunicate w thout any | Pv4 TTL or
I Pv6 Hop Linmt decrenment. There can be any nunber of |ayer 2
devi ces (bridges, switches, access points, etc.) in the niddle
of the Iink.

0 Point-to-point link nmodel: In this nodel, there are exactly two
nodes on the sane link. Data packets sent to the IPv4 |ink-
| ocal broadcast address or to a link-local multicast address
can be received by the other node on the Iink. The two nodes
are able to communi cate without any I Pv4 TTL or | Pv6 Hop Limt
decrenment. There can be any nunber of |ayer 2 devices
(bridges, switches, access points, etc.) in the mddle of the
link.

A variant of the nmulti-access |ink nodel, which has fewer issues, but
still sone, is the follow ng:

0 Non-broadcast nulti-access (NBMA) nodel: Sane as the nulti-
access |link nodel, except that no broadcast or rmulticast
packets can be sent, even between two nodes on the sane |ink
As a result, no protocols or applications that nmake use of
broadcast or nulticast will work.

Li nks that appear as NBMA links at layer 3 are problematic. |Instead
if alink is an NBMA Iink at |layer 2, then protocol designers should
define sone nechani smsuch that it appears as either the nmulti-access
link nodel or point-to-point |ink nodel at |ayer 3.

One use of an NBMA Iink is when the link itself is intended as a

wi de-area link (e.g., a tunnel such as 6to4 [ RFC3056]) where none of
the groups of functionality in Section 2.3 are required across the
wide area. Admittedly, the definition of w de-area is sonewhat

subj ective. Support for nulticast on a wide-area |link would be
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anal ogous to supporting nmulticast routing across a series of |ocal-
area links. The issues discussed in Section 2.3 will arise, but may
be acceptable over a wide area until mnulticast routing is al so
support ed.

Note that the distinction of whether or not a link is a tunnel is
orthogonal to the choice of nodel; there exist tunnel |inks for al
i nk nodel s nenti oned above.

A multi-link subnet nodel should be avoided. |ETF working groups
using, or considering using, multi-link subnets today shoul d

i nvestigate noving to one of the other nodels. For exanple, the
Mobil e | Pv6 WG shoul d i nvestigate having the Hone Agent not decrenent
the Hop Linmit, and forward nulticast traffic.

When consi dering changing an existing multi-link subnet solution to
anot her nodel, the follow ng i ssues should be consi dered:

Loop prevention: |f physical |oops cannot exist within the subnet,
then renmoving the TTL/Hop Limit decrenent is not an issue.
O herwi se, protocol designers can (for exanple) retain the
decrement but use a separate prefix per link, or use sonme form of
bridgi ng protocol instead (e.g., [BRIDGE] or [RBRIDGE]).

Limting broadcast (including all-hosts nulticast): If there is no
efficiency requirenment to prevent broadcast from going to other
on-link hosts, then flooding it within the subnet is not an issue.
O herw se, protocol designers can (for exanple) use a separate
prefix per link, or flood broadcast other than ARP within the
subnet (ARP is covered below in Section 4.3).

Limting the scope of other multicast (including |Pv6 Nei ghbor
Di scovery): If there is no efficiency requirenent to prevent
mul ticast fromgoing to other on-link hosts, then flooding
multicast within the subnet is not an issue. O herw se, protoco
designers can (for exanple) use a separate prefix per link, or use
I nternet Group Managenent Protocol (I GW)/MD snooping [ RFC4541]
i nst ead.

4.2. 1Pv6 Address Assi gnment

In IPv6, the Prefix Information Option in a Router Advertisenent (RA)
is defined for use by a router to advertise an on-link prefix. That
is, it indicates that a prefix is assigned to the link over which the
RA is sent/received. That is, the router and the node both have an
on-link route in their routing table (or on-link Prefix List, in the
conceptual nodel of a host in [RFC2461]), and any addresses used in
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the prefix are assigned to an interface (on any node) attached to
t hat .

In contrast, DHCPv6 Prefix Del egation (DHCP-PD) [RFC3633] is defined
for use by a client to request a prefix for use on a different |ink
Section 12.1 of RFC 3633 states:

Upon the receipt of a valid Reply nessage, for each A PD the
requesting router assigns a subnet fromeach of the del egated
prefixes to each of the links to which the associated interfaces
are attached, with the follow ng exception: the requesting router
MUST NOT assign any del egated prefixes or subnets fromthe

del egated prefix(es) to the Iink through which it received the
DHCP nessage fromthe del egating router

Hence, the upstreamrouter has a route in its routing table that is
not on-link, but points to the client; the prefix is assigned to a
link other than the one over which DHCP-PD was done; and any
addresses used in the prefix are assigned to an interface (on any
node) attached to that other |ink

The 1 AB believes that the distinction between these two cases
(assigning a prefix to the same link vs. another link) is inportant,
and that the | ETF protocols noted above are appropriate for the two
scenarios noted. The | AB reconmends that other protocol designers
remai n consistent with the | ETF-defined scopes of these protocols
(e.g., not using DHCP-PD to assign a prefix to the sanme link, or
using RAs to assign a prefix to another 1ink).

In addition, the Prefix Information Option contains an L (on-1ink)
flag. Normally, this flag is set, indicating that this prefix can be
used for on-link determ nation. Wen not set, the advertisenent
makes no statenment about on-link or off-link properties of the
prefix. For instance, the prefix mght be used for address
configuration with sonme of the addresses belonging to the prefix
being on-link and others being off-link. Care nust be taken when the
L flag is not set. Specifically, sone platforns allow applications
to retrieve the prefix length associated with each address of the
node. If an inplenentation were to return the prefix |ength used for
address configuration, then applications may incorrectly assune that
TTL=1 is sufficient for comrunication, and that |ink-scoped nulticast
will reach other addresses in the prefix. As aresult, the | AB
recomends that designers and naintainers of APIs that provide a
prefix length to applications address this issue. For exanple, they
nm ght indicate that no prefix length exists when the prefix is not
on-link. If the APl is not capable of reporting that one does not

exi st, then they might choose to report a value of 128 when the
prefix is not on-link. This would result in such applications
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believing they are on separate subnets, rather than on a nulti-Ilink
subnet .

4.3. Duplicate Address Detection Optim zations

One of the reasons sonetines cited for wanting a nulti-Ilink subnet
nodel (rather than a multi-access Iink nodel), is to nmininze the
ARP/ND traffic between end-nodes. This is primarily a concern in

| Pv4 where ARP results in a broadcast that would be seen by al

nodes, not just the node with the |IPv4 address being resolved. Even
if this is a significant concern, the use of a nulti-Ilink subnet
nodel is not necessary. The point-to-point Iink nodel is one way to
avoid this issue entirely.

In the multi-access link nodel, 1Pv6 ND traffic can be reduced by
usi ng wel |l -known mul ticast |earning techniques (e.g., [RFC4541] at a
| ayer 2 internmedi ate device (bridge, switch, access point, etc.).

Some have suggested that a layer 2 device could naintain an ARP or ND
cache and service requests fromthat cache. However, such a cache
prevents any type of fast nobility between |ayer 2 ports, and breaks
Secur e Nei ghbor Di scovery [RFC3971]. As a result, the | AB recommends
to protocol designers that this approach be avoi ded, instead using an
alternative such as layer 2 learning. For IPv4 (where no Secure ARP
exi sts), the | AB recommends that protocol designers avoid having a
device respond fromits cache in cases where a node can legitimtely
nove between |ayer 2 segnments of the link without any |ayer 2
indications at the layer 2 internedi ate device. Al so, since
currently there is no guarantee that any device other than the end-
host knows all addresses of the end-host, protocol designers should
avoi d any dependency on such an assunption. For exanple, when no
cache entry for a given request is found, protocol designers may
specify that a node broadcast the request to all nodes.
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