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Abstract

Sonme networks require comuni cation between an interior and exterior
portion of a Virtual Private Network (VPN) or through a concatenation
of such networks resulting in a nested VPN, but have sensitivities
about what information is communi cated across the boundary,
especially while providing quality of service to conmunications wth
di fferent precedence. This note seeks to outline the issues and the
nature of the proposed sol utions based on the franmework for

Integrated Services operation over D ffserv networks as described in
RFC 2998.
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1. Introduction
1.1. Pr obl em St at enent

More and nore networks wi sh to guarantee secure transm ssion of |IP
traffic across public LANs or WANs and therefore use Virtual Private
Net wor ks.  Sone networks require communi cati on between an interior
and exterior portion of a VPN or through a concatenation of such
networks resulting in a nested VPN, but have sensitivities about what
i nformati on i s communi cated across the boundary, especially while
providing quality of service to communications with different
precedence. This note seeks to outline the issues and the nature of
the proposed solutions. The outline of the QS solution for real-
time traffic has been described at a high level in [RFC4542]. The
key characteristics of this proposal are that

0 it uses standardized protocols,

o it includes reservation setup and teardown for guaranteed and
controll ed | oad services using the standardi zed protocols,

o it is independent of link delay, and therefore consistent with
hi gh del ay*bandwi dt h networks as well as the nore conmon variety,

o it has no single point of failure, such as a central reservation
nmanager,

o it provides for the preenption of established data fl ows,

o in that preenption, it not only pernits a policy-admtted data
flowin, but selects a specific data flow to exclude based upon
control input rather than sinply accepting a | oss of service
dictated at the discretion of the network control function, and

0 it interoperates directly with SIP Proxies, H 323 Gatekeepers, or
other call managenent subsystens to present the other services
required in a preenptive or preferential telephone network.

The thrust of the meno surrounds VPNs that use encryption in sone
form such as IPsec and their subsequent nesting across nmultiple
networ k domains. This specific type of VPNs is further clarified in
Section 1.3, which describes the nested VPN as an exanple of an I Psec
or | Psec |ike VPN under the context of a ’'custoner provisioned VPN
As a result, we will discuss the VPN router supporting "plaintext"
and "ciphertext" interfaces. However, the concept extends readily to
any form of aggregation, including the concept proposed in [ RFC3175]
of the IP traffic entering and |l eaving a network at identified
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points, and the use of other kinds of tunnels including Generic
Routi ng Encapsul ation (GRE), IP/IP, MPLS, and so on

1.2. Background Information and Term nol ogy

A note on the use of the words "priority" and "precedence" in this
docunent is in order. The term"priority" has been used in this
context with a variety of neanings, resulting in a great deal of
confusion. The term"priority" is used in this docunent to identify
one of several possible datagram scheduling algorithms. A schedul er

i s used when deciding which datagramw Il be sent next on a conputer
interface; a priority schedul er al ways chooses a datagram fromthe

hi ghest priority class (queue) that is occupied, shielding one class
of traffic fromnost of the jitter by passing jitter it would

ot herwi se have experienced to another class. [RFC3181] applies the
termto a reservation, in a sense that this docunent will refer to as
"precedence". The term "precedence"” is used in the sense inplied in
the phrase "Multi-Level Precedence and Preenption” [I|TU. MPP.1990];
sonme cl asses of sessions take precedence over others, which nmay
result in bandwi dth being adnmtted that might not otherw se have been
or may result in the prejudicial termination of a |ower-precedence
session under a stated set of circunstances. For the purposes of the
present discussion, "priority" is a set of algorithns applied to

dat agrans, where "precedence" is a policy attribute of sessions. The
techni ques of priority conparisons are used in a router or a policy
deci sion point to inplement precedence, but they are not the sane

t hi ng.

Along the same lines, it is inportant for the reader to understand
the difference between QoS policies and policies based on the
"precedence" or "inportance" of data to the person or function using
it. Voice, regardless of the precedence |level of the call, is

i npeded by high levels of variation in network-induced delay. As a
result, voice is often serviced using a priority queue, transferring
jitter fromthat application’s traffic to other applications. This
is as true of voice for routine calls as it is for flash traffic.
There are classes of application traffic that require bounded del ay.
That is a different concept than "no jitter"; they can accept jitter
wi thin stated bounds. Routing protocols such as OSPF or BGP are
critical to the correct functioning of network infrastructure. Wile
they are designed to work well with noderate |oss levels, they are
not hel ped by them and even a short period of high | oss can result
in dramatic network events. Variation in delay, however, is not at
all an issue if it is within reasonable bounds. As a result, it is
common for routers to treat routing protocol datagrans in a way that
limts the probability of |oss, accepting relatively high delay in
some cases, even though the traffic is absolutely critical to the
networ k. Tel ephone call setup exchanges have this characteristic as
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well: faced with a choice between | oss and del ay, protocols like SIP
and H 323 far prefer the latter, as the call setup time is far |ess
than it would be if datagrans had to be retransmitted, and this is
true regardl ess of whether the call is routine or of high precedence.
As such, QoS markings tell us how to provide good service to an
application independent of how "inportant” it nmay be at the current
time, while "inportance" can be conveyed separately in nmany cases.

1.3. Nested VPNs
One coul d describe a nested VPN network in terns of three network
diagrans. Figure 1 shows a sinple network stretched across a VPN
connection. The VPN router (where, follow ng [ RFC2460], a "router"
is "a node that forwards packets not explicitly addressed to
itself"), perfornms the follow ng steps:
0 receives an |IP datagramfroma plaintext interface

o deternm nes what renote enclave and therefore other VPN router to
forward it to,

0o ensures that it has a tunnel node security association (as
generally defined in [RFC4301], Section 4) with that router

0o encloses the encrypted datagramwi thin another VPN (e.g., |Psec)
and | P header, and

o forwards the encapsul ated datagramtoward the renote VPN router.
The receiving VPN router reverses the steps:

o determines what security association the datagram was received
from

0 decrypts the interior datagram
o forwards the now decapsul ated datagram on a plaintext interface.

The use of IPsec in this manner is described as the tunnel node of
[ RFC4301] and [ RFC4303].
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Host Host Host Host Host Host
R / R /
Router ------- Rout er
I
VPN- Rout er

| | Psec Tunnel through routed network

VPN- Rout er
I
Router ------- Rout er
IR / IR /
Host Host Host Host Host Host

Fi gure 1: VPN Connected Encl ave

An inmportant point to understand is that the VPN tunnel, |ike other
features of the routed network, are invisible to the host. The host
can infer that "sonething out there" is affecting the Path MU

i ntroduci ng delay, or otherwise affecting its data stream but if
properly inplemented, it should be able to adapt to these. The words
"if properly inplemented" are the bane of every network nanager,
however; substandard inplenmentations do denonstrably exist.

Qut side of the enclave, the hosts are essentially invisible. The
communi cating enclaves ook |like a sinple data exchange between peer
hosts across a routed network, as shown in Figure 2.

Hosts Not Visible

/ /
Rout er
I
VPN- Rout er
R /
I nner Domai n
[ e e /
VPN- Rout er
I
Rout er
/ /

Hosts Not Visible
Fi gure 2: VPN Connected Enclave from Exterior Perspective
Such networks can be nested and re-used in a conplex manner. As
shown in Figure 3, a pair of enclaves m ght conmuni cate across a

ci phertext network that, for various reasons, is itself re-encrypted
and transmtted across a |larger ciphertext network. The reasons for
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doing this vary, but they relate to information-hiding in the w der
network, different levels of security required for different enclosed
encl aves, and so on.

Host Host Host Host Host Host
IR / IR /
Router ------- Rout er
VPN- Rout er VPN Rout er VPN Rout er
R / R /
Router ------------- Rout er
|
VPN- Rout er VPN- Rout er
R / [-------n-- /
Router ------- Rout er
|
|
Router ------- Rout er
R / R /
VPN Rout er VPN- Rout er
|
Router ------------ Rout er
R / [---ea- - /
VPN- Rout er VPN- Rout er VPN- Rout er
|
Router ------- Rout er
R / R /
Host Host Host Host Host Host

Figure 3: Nested VPN

The key question this docunent explores is "how do reservations, and
preenption of reservations, work in such an environnment?"

1.4. Signaled QoS Technol ogy

The Integrated Services nodel for networking was originally proposed

in [RFC1633]. In short, it divides all applications into two broad
cl asses: those that will adapt thenselves to any avail abl e bandw dt h,
and those that will not or cannot. In the words of [RFCL1633]:

One class of applications needs the data in each packet by a
certain time and, if the data has not arrived by then, the data
is essentially worthless; we call these "real-tine"
applications. Another class of applications will always wait
for data to arrive; we call these "elastic" applications.
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The Integrated Services nodel defines data flows supporting
applications as either "real-tinme" or "elastic". It should be noted
that "real-tine" traffic is also referred to as "inelastic" traffic,
and that elastic traffic is occasionally referred to as "non-real -
time".

In this view, the key issue is the so-called "playback point": a

real -tine application is considered to have a certain point in time
at which data describing the next sound, picture, or whatever to be
delivered to a display device or forfeit its utility, while an

el astic application has no such boundary. Another way to | ook at the
difference is that real-tine applications have an irreducible | ower
bound on their bandw dth requirenents. For exanple, the typica

G 711 payload is delivered in 160-byte sanples (plus 40 bytes of |P/
UDP/ RTP headers) at 20 millisecond intervals. This will yield 80
kbps of bandwi dth, w thout silence suppression, and not accounting
for the layer 2 overhead. To operate in real-tine, a G 711 codec
requires the network over which its data will be delivered to support
communi cati ons at 80 kbps at the IP layer with roughly constant end-

to-end delay and nominal or no loss. |If this is not possible (if
there is significant loss or wide variations in delay), voice quality
will suffer. On the other hand, if many negabits of capacity are

avail able, the G 711 codec will not increase its bandw dth
requirenents either. Although adaptive codecs exist (e.g., G 722.2
or G 726), the adaptive nechanismcan either require greater or

| esser bandwi dth and can adapt only within a certain range of
bandwi dt h requi rements beyond which the quality of the data fl ow
required is not met. Elastic applications, however, will generally
adapt thenselves to any network: if the bottl eneck provides 9600 bits
per second, a Wb transfer or electronic mail exchange will happen at
9600 bits per second, and if hundreds of negabits are available, the
TCP (or SCTP) transport will increase their transfer rate in an
attenpt to reduce the time required to acconplish the transfer.

For real-time applications, those that require data to be delivered
end to end with at least a certain rate and with del ays varying

bet ween stated bounds, the Integrated Services architecture proposes
the use of a signaling protocol that allows the comruni cating
applications and the network to conmuni cate about the application
requirenents and the network’s capability to deliver them Severa
such protocols have been devel oped or are under devel opnent, notably
i ncluding the Resource Reservation Protocol (RSVP) and Next Steps in
Signaling (NSIS). The present discussionis linmted to RSVP

al t hough any protocol that delivers a sinilar set of capabilities
coul d be consi dered.
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1.5. The Resource Reservation Protocol (RSVP)

RSVP is initially defined in [ RFC2205] with a set of datagram
processing rules defined in [ RFC2209] and datagram details for
Integrated Services [ RFC2210]. Conceptually, this protocol specifies
a way to identify data flows froma source application to a
destination application and request specific resources for them The
source may be a single nachine or a set of machines listed explicitly
or inplied, whereas the destination may be a single machine or a

mul ticast group (and therefore all of the machines init). Each
application is specified by a transport protocol nunber in the IP
protocol field, or nmay additionally include destination and perhaps
source port nunbers. The protocol is defined for both | Pv4 [ RFCO791]
and | Pv6 [RFC2460]. It was recognized imediately that it was also
necessary to provide a neans to performthe same function for various
ki nds of tunnels, which inplies a relationship between what is inside
and what is outside the tunnel. Definitions were therefore devel oped
for I Psec [ RFC2207] and [ RFC4860] and for nore generic forns of
tunnels [ RFC2746]. Wth the |ater devel opnent of the Differentiated
Services Architecture [ RFC2475], definitions were added to specify
the Differentiated Services Code Point (DSCP) [RFC2474] to be used by
a standard RSVP data flow in [ RFC2996] and to use a pair of IP
addresses and a DSCP as the identifying information for a data fl ow

[ RFC3175] .

In addition, the initial definition of the protocol included a

pl acehol der for policy information, and for preenption of
reservations. This placeholder was |ater specified in detail in

[ RFC2750] with a view to associating a policy [RFC2872] with an
identity [ RFC3182] and thereby enabling the network to provide a
contracted service to an authenticated and authorized user. This was
integrated with the Session Initiation Protocol [RFC3261] in

[ RFC3312]. Preenption of a reservation is specified as in [ RFC3181]
-- areservation that is installed in the network using an Preenption
Priority and retained using a separate Defending Priority may be
renoved by the network via an RESV Error signal that renpves the
entire reservation. This has issues, however, in that the matter is
often not quite so black and white. |If the issue is that an existing
reservation for 80 kbps can no | onger be sustained but a 60 kbps
reservation could, it is possible that a Vol P sender could change
froma G 711 codec to a G 729 codec and achieve that. O, if there
are nultiple sessions in a tunnel or other aggregate, one of the
calls could be elinmnated | eaving capacity for the others. [RFC4495]
seeks to address this issue.

In a simlar way, a capability was added to limt the possibility of

control signals being spoofed or otherw se attacked [ RFC2747]
[ RFC3097] .
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1

6.

[ RFC3175] describes several features that are unusual in RSVP, being
specifically set up to handl e aggregates in a service provider
network. It describes three key conponents:

0 The RFC 3175 session object, which identifies not the | P addresses
of the packets that are identified, but the I P addresses of the
i ngress and egress devices in the network, and the DSCP that the
traffic will use.

o The function of a reservation "aggregator", which operates in the
i ngress router and accepts individual reservations fromthe
"custoner" network. It aggregates the reservations into the ISP
core in a tunnel or an MPLS LSP, or as a traffic streamthat is
known to | eave at the deaggregator

o The function of a reservation "deaggregator", which operates in
the egress router and breaks the aggregate reservation and data
streans back out into individual data streans that nay be passed
to ot her networks.

In retrospect, the Session Object specified by RFC 3175 is useful but
not intrinsically necessary. |If the ISP network uses tunnels, such
as MPLS LSPs, IP/IP or GRE tunnels or enclosing | Psec Security

Associ ations, the concepts of an aggregator and a deaggregator work
in the same manner, although the reservation nechani smwoul d be that
of [ RFC3473] and [ RFC3474], [RFC2207], [RFC4860], or [RFC2746].

Logical Structure of a VPN Router

The conceptual structure of a VPN router is simlar to that of any
other router. In its sinplest form it is physically a two or nore
port device (similar to that shown in Figure 4), which has one or
nmore interfaces to the protected enclave(s) and one or nore
interfaces to the outside world. On the latter, it structures some
nunber of tunnels (in the case of an |IPsec tunnel, having security
associations) that it can treat as point-to-point interfaces froma
routing perspective.
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Fommemana + eeeeean + oot Fommemana +
| RSVP | | Routing] | Net Guard| | I Psec Myr
I T S R T S RIS R oo+
| | | |
T S S +--- -+
I P
. Fomemmeiianeanaiiaas . Foomonn +
| | |
| L L R SRR - +
| | Encrypt/ | | Encrypt/ |
| | Decrypt for| |Decrypt for|
| | Security | | Security
| | Associ ation| | Association
| S e S e + - mmpmmma +
S |+ ------------ + 4----- |+ ------------ |+ ------ +
| Pl ai nt ext | | Ci phertext |
| Interface | | Interface |
S S T +

Figure 4: Logical Structure of a VPN Router

The encrypt/decrypt unit may be inplenented as a function of the

pl ai ntext router, as a function on its interface card, or as a
function of an external device with a private interface to the IP
routing functionality of the plaintext router. These are
conceptual Iy equival ent, although there are practical differences in
i npl ementation. The key issue is that when IP routing presents a
message to the encrypt/decrypt unit for transm ssion, it nust also be
presented with the | P address of the plaintext routing peer, whether
host or router, to which the security association nust be
established. This IP Address is used to select (and perhaps create)
the security association, and in turn select the appropriate set of
security paranmeters. This could also be inplenented by presenting
the | ocal Security Paraneter Index (SPI) for the data, if it has been
created out of band by the Network Managenment Process.

In addition, it is necessary for aggregated signaling to be generated
for the ciphertext domain. This nmay be acconplished in several ways:

o by having the RSVP process on the plaintext router generate the
messages and having the encrypt/decrypt unit bypass theminto the
ci phertext network

o by having the plaintext RSVP process advise a process in the

encrypt/decrypt inplenmentation of what needs to be generated using
some | ocal exchange, and having it generate such nessages, or
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by having a separate parallel network nmanagenent system

i nternedi ate between the plaintext and ciphertext routers, in

whi ch case, the encrypt/decrypt unit and the parallel network
system nust use the sane address, and the ciphertext router nust
di stingui sh between traffic for them based on SPI or the presence
of encryption.

Control plane signaling using this additional path is described in
Section 3.2. The information flow between the plaintext and
ci phertext domains includes

(0]

(o]

| P datagrans via the encrypt/decrypt unit,
RSVP signaling via the bypass path,
Control information coordinating security associations, and

precious little el se.
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2. Reservation and Preenption in a Nested VPN
/ \
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+- -+ +--+ -\ +- -+ ++- + /1 +- -+ +- -+
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Figure 5: Reservations in a Nested VPN

Let us discuss how a resource reservation protocol,
RSVP, m ght be used in a nested virtual
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2.1. Reservation in a Nested VPN

A reservation in a nested VPN is very nuch |like a reservation in any
other network, with one exception: it is conposed of multiple
reservations that nust be coordinated. These include a reservation
within the originating and receiving enclaves and a reservation at
each layer of the VPN, as shown in Figure 5.

Thus, when a host in one enclave opens a reservation to a host in
anot her encl ave, a reservation of the appropriate type and size is
created end to end. As it traverses the VPN router leaving its

encl ave, the reservation infornation and the data are placed within
the appropriate tunnel (e.g., the IPsec Security Association for its
precedence level to the appropriate renote VPN router). At the
renote VPN router, it is extracted fromthe tunnel and passed on its
way to the target system The data in the enclave will be marked
with a DSCP appropriate to its application and (if there is a

di fference) precedence |level, and the signaling datagrans (PATH and
RESV) are marked with a DCLASS object indicating that value. RSVP
signal i ng datagrams (PATH and RESV) are marked with a DCLASS obj ect

i ndi cating the value used for the corresponding data. The DSCP on
the signaling datagranms, however, is a DSCP for signaling, and has
the one provision that if routing varies by DSCP, then it nust be a
DSCP that is routed the sane way as the relevant data. The [ RFC2872]
policy object specifies the applicable policy (e.g., "routine service
for voice traffic") and asserts a [ RFC3182] credential indicating its
user (which may be a person or a class of persons). As specified in
[ RFC3181], it also specifies its Preenption Priority and its
Defending Priority; these enable the Preenption Priority of a new
session to be conpared with the Defending Priority of previously

adm tted sessions.

On the ciphertext side of the VPN router, no guarantees result unless
the VPN router likewi se sets up a reservation to the peer VPN Router
across the ciphertext domain. Thus, the VPN router sets up an

[ RFC2207], [RFC4860], or [RFC3175] reservation to its peer

The Session hject defined by [ RFC2207] or [ RFC4860] contains a field
called a "virtual destination port", which allows the nultiplexing of
many reservations over a comopn security association and, in the

| atter case, a comon DSCP value. Thus, the voice traffic at every
precedence | evel mght use the Expedited Forwardi ng (EF) DSCP and
service as described in [ RFC3246], but the reservations would be for
"the aggregate of voice sessions at precedence Pn between these VPN
routers”. This would allow the network administration to describe
policies with rmultiple thresholds, such as "a new session at
precedence Pn may be accepted if the total reserved bandw dth does
not exceed threshold ; if it is necessary and sufficient to accept
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the reservation, existing reservations at |ower precedences nmay be
preenptively reduced to nake acceptance of the new session possible"

In the [ RFC3175] case, since the DSCP nust be used to identify both
the reservation and the correspondi ng data stream the aggregate
reservations for different precedence |evels require different DSCP
val ues.

In either case, the fundanmental necessity is for one VPN router to
act as what [RFC3175] calls the "aggregator" and another to act as
the "deaggregator™, and extend a VPN tunnel between them |If the VPN
Tunnel is an |Psec Security Association between the VPN routers and
the I P packet is entirely contained within (such as is used to cross
a firewall), then the behavior of [RFC2746] is required of the
tunnel. That bearer will have the follow ng characteristics

o it will have a DSCP corollary to the DSCP for the data or the same
DSCP as the data it carries

o the reservations and data will be carried in security associations
bet ween the VPN routers, and

o the specification for the reservation for the tunnel itself wll
not be | ess than the sum of the requirenents of the aggregated
reservations.

The follow ng requirenents rel ationships apply between the set of
encl osed reservations and the tunnel reservation

o The sum of the average rates of the contai ned reservations, having
been adjusted for the additional |IP headers, will be |less than or
equal to the average rate of the tunnel reservation

o The sum of the peak rates of the contained reservations, having
been adjusted for the additional |IP headers, will be |less than or
equal to the peak rate of the tunnel reservation

0 The sumof the burst sizes of the contained reservations, having
been adjusted for the additional |IP headers, will be less than or
equal to the burst size of the tunnel reservation

0 The Preenption Priority of a tunnel reservation is identical to
that of the individual reservations it aggregates

0 The Defending Priority of a tunnel reservation is identical to
that of the individual reservations it aggregates.
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This would differ only in the case that neasurenent-based adm ssion
is in use in the tunnel but not in the end system In that case, the
tunnel ' s average bandwi dth specification would be greater than or
equal to the actual average offered traffic. Such systens are beyond
the scope of this specification

As a policy matter, it may be useful to note a quirk in the way
Internet Q©S works. If the policies for various precedence |evels
specify different thresholds (e.g., "to accept a new routine call,
the total reserved bandwi dth after adm ssion nay not exceed X; to
accept a call with a higher precedence level, the total reserved
bandwi dt h after adm ssion may not exceed X+Y, and this nmay be

achi eved by preenpting a call with a | ower precedence level"), the
bandwi dth Y effectively comes fromthe bandwidth in use by elastic
traffic rather than forcing a preenption event.

2.2. Preenption in a Nested VPN

As discussed in Section 1.5, preenption is specified in [ RFC3181] and
further addressed in [ RFC4495]. The issue is that in nmany cases the
need is to reduce the bandwi dth of a reservation due to a change in
the network, not sinply to renove the reservation. |In the case of an
end-systemorigi nated reservation, the end system mi ght be able to
acconmodat e t he need through a change of codec; in the case of an
aggregate of some kind, it could reduce the bandwidth it is sending
by dropping one or nore reservations entirely.

In a nested VPN or other kind of aggregated reservation, this means
that the deaggregator (the VPN router initiating the RESV signal for
the tunnel) nust

0 receive the RESV Error signaling it to reduce its bandw dth

0 re-issue its RESV accordingly,

o identify one or nore of its aggregated reservations, enough to do
the job, and

o signal themto reduce their bandw dth accordingly.

It is possible, of course, that it is signaling themto reduce their
bandwi dth to zero, which is functionally equivalent to renoving the
reservation as described in [ RFC3181].

In the routers in the core, an additional case arises. One could
i magi ne that sone enclave presents the VPN with a single session, and
that session has a higher precedence level. |If sone interior link is
congested (e.g., the reserved bandwidth will exceed policy if the
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call is admtted), a session between a different pair of VPN routers
must be preenpted. Mre generally, in selecting a reservation to
preenpt, the core router nust always select a reservation at the

| owest avail able Defending Priority. This is the reason that various
precedence | evels nust be kept separate in the core.

2.3. Wirking through an Exanpl e

The network in Figure 5 shows three security layers: six plaintext
encl aves around the periphery, two ciphertext domains connecting them
at one layer (referred to in the diagramas an "interface domain"),
and a third ci phertext donmain connecting the first two (referred to
in the diagramas an "inner domain"). The follow ng distribution of

i nformation exists:

o Each encl ave has access to general routing information concerning
other enclaves it is authorized to communicate with: systens in it
can translate a DNS nane for a renote host or domain and obtain
the correspondi ng address or prefix.

0o Each enclave router also has specific routing information
regarding its own encl ave.

0 A default route is distributed within the enclave, pointing to its
VPN router.

0 VPN Routers 1-6 are able to translate renote enclave prefixes to
the appropriate renote enclave’'s VPN router addresses.

o0 Each interface donain has access to general routing information
concerning the other interface donmains, but not the enclaves.
Systens in an interface donmain can translate a DNS nane for a
renote interface dormain and obtain the correspondi ng address or
prefix.

o0 Each interface domain router also has specific routing information
regarding its own interface domain.

0 A default route is distributed within the interface domin,
pointing to the "inner" VPN router.

o VPN Routers 7 and 8 are able to translate renpte interface donain
prefixes to renote VPN router addresses.

0 Routers in the inner donmain have routing information for that
domai n only.
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Wil e the exanple shows three levels, there is nothing magi c about
t he nunber three. The nodel can be extended to any nunber of
concentric |ayers.

Note that this exanple places unidirectional reservations in the
forward direction. In voice and video applications, one generally
has a reservation in each direction. The reverse direction is not
di scussed, for the sake of clarity, but operates in the sane way in
the reverse direction and uses the sane security associations.

2.3.1. Initial Routine Reservations - CGenerating Network State

Now | et us install a set of reservations fromHl to H4, H2 to H5, and
H3 to H6, and for the sake of argunent, let us presune that these are
at the "routine" precedence. Hl, H2, and H3 each initiate a PATH
signal describing their traffic. For the sake of argument, let us
presune that H1's reservation is for an [RFC2205] session, H2's
reservation is for a session encrypted using | Psec, and therefore
depends on [ RFC2207], and H3 (which is a Public Sw tched Tel ephone
Net wor k (PSTN) gateway) sends an [RFC3175] reservation conprising a
nunber of distinct sessions. Since these are going to H4, H5, and
H6, respectively, the default route |eads themto VPNL, VPN2, and
VPN3, respectively.

The VPN routers each ensure that they have an appropriate security
associ ation or tunnel open to the indicated renpte VPN router (VPN4,
VPN5, or VPNG). This will be a security association or tunnel for

the indicated application at the indicated precedence |evel. Having
acconplished that, it will place the PATH signal into the security
association and forward it. |f such does not already exist,
followi ng [ RFC3175]'s aggregation nodel, it will now open a

reservation (send a PATH signal) for the tunnel/SA within the
interface domain; if the reservation does exist, the VPN router wll
i ncrease the bandwi dth indicated in the ADSPEC appropriately. In
this exanple, these tunnel/SA reservations will follow the default
route to VPN/.

VPN7 ensures that it has an appropriate security association or
tunnel open to VPNB. This will be a security association or tunne
for the indicated application at the indicated precedence |evel
Havi ng acconplished that, it will place the PATH signal into the
security association and forward it. |If such does not already exist,
followi ng [ RFC3175]'s aggregation nodel, it will now open a
reservation (send a PATH signal) for the tunnel/SA within the
interface domain; if the reservation does exist, the VPN router wll
i ncrease the bandwi dth indicated in the ADSPEC appropriately. In
this exanple, this tunnel/SA reservation is forwarded to VPNS.
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VPN8 acts as an [ RFC3175] deaggregator for the inner domain. This
nmeans that it receives the PATH signal for the inner donain
reservation and stores state, decrypts the data stream from VPN7,
operates on the RSVP signals as an RSVP-configured router, and
forwards the received |IP datagrans (including the updated PATH
signals) into its interface donmain. The PATH signals originated by
VPN1, VPN2, and VPN3 are therefore forwarded towards VPN4, VPN5, and
VPN6 according to the routing of the interface donain.

VPN4, VPN5, and VPN6 each act as an [ RFC3175] deaggregator for the
interface domain. This means that it receives the PATH signal for
the interface domain reservation and stores state, decrypts the data
streamfromits peer, operates on the RSVP signals as an RSVP-
configured router, and forwards the received |IP datagramnms (including
the updated PATH signals) into its enclave. The PATH signals
originated by Hl, H2, and H3 are therefore forwarded towards H4, H5,
and H6 according to the routing of the enclave.

H4, H5, and H6 now receive the original PATH signals and deliver them
to their application.

2.3.2. Initial Routine Reservations - Request Reservation

The application in H4, H5 and H6 decides to install the indicated
reservations, meaning that they now reply with RESV signals. These
signals request the bandwi dth reservation. Following the trail left
by the PATH signals, the RESV signals traipse back to their
respective sources. The state left by the PATH signals |leads themto
VPN4, VPN5, and VPN6, respectively. |If the routers in the enclaves
are configured for RSVP, this will be explicitly via R4, R5, or R6

if they are not, routing will lead themthrough those routers.

The various RSVP-configured routers en route in the enclave
(including the VPN router on the "enclave" side) will verify that
there is sufficient bandwi dth on their links and that any other
stated policy is also net. Having acconplished that, each wll
update its reservation state and forward the RESV signal to the next.
The VPN routers will also each generate an RESV for the reservation
within the interface domain, attenpting to set or increase the

bandwi dth of the reservation appropriately.

The various RSVP-configured routers en route in the interface donmain
(including VPN8) will verify that there is sufficient bandw dth on
their links and that any other stated policy is also net. Having
acconpl i shed that, each will update its reservation state and forward
the RESV signal to the next. VPN will also generate an RESV for the
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reservation within the inner donain, attenpting to set or increase
the bandwi dth of the reservation appropriately. This gets the
reservation to the inner deaggregator, VPNS.

The various RSVP-configured routers en route in the inner domain
(including VPN7) will verify that there is sufficient bandw dth on
their links and that any other stated policy is also net. Having
acconpl i shed that, each will update its reservation state and forward
the RESV signal to the next. This gets the signal to VPN7.

VPN7 acts as an [ RFC3175] aggregator for the inner domain. This
means that it receives the RESV signal for the inner donain
reservation and stores state, decrypts the data stream from VPN8
operates on the RSVP signals as an RSVP-configured router, and
forwards the received | P datagrans (including the updated RESV
signals) into its interface domain. The RESV signals originated by
VPN4, VPN5, and VPN6 are therefore forwarded towards VPNL, VPN2, and
VPN3 t hrough the interface donmain.

VPN1, VPN2, and VPN3 each act as an [RFC3175] aggregator for the
interface domain. This nmeans that it receives the RESV signal for
the interface domain reservation and stores state, decrypts the data
streamfromits peer, operates on the RSVP signals as an RSVP-
configured router, and forwards the received |IP datagranms (including
the updated RESV signals) into its enclave. The RESV signals
originated by H4, H5, and H6 are therefore forwarded towards Hl, H2,
and H3 according to the routing of the enclave.

Hl, H2, and H3 now receive the original RESV signals and deliver them
to their application.

2.3.3. Installation of a Reservation Using Precedence

W thout going through the details called out in Sections 2.3.1 and
2.3.2, if sufficient bandwi dth exists to support them reservations
of other precedence levels or other applications may al so be
installed across this network. |f the "routine" reservations already
descri bed are for voice, for exanple, and sufficient bandwidth is
avai |l abl e under the relevant policy, a reservation for voice at the
"priority" precedence |level mght be installed. Due to the mechanics
of preenption, however, this would not expand the existing "routine"
reservations in the interface and i nner domains, as doing this causes
| oss of information - how nmuch of the reservation is now "routine"
and how rmuch is "priority"? Rather, this new reservation will open
up a separate set of tunnels or security associations for traffic of
its application class at its precedence between that aggregator and
deaggr egat or .

Baker & Bose I nf or mat i onal [ Page 20]



RFC 4923 Q@S in a Nested VPN August 2007

As a side note, there is an opportunity here that does not exist in
the PSTN. In the PSTN, all circuits are potentially usable by any
PSTN application under a certain set of rules (H channels, such as
those used by video streams, nust be contiguous and ordered). As
such, if a channel is not nmade available to routine traffic but is
made available to priority traffic, the operator is potentially

| osi ng revenue on the reserved bandwi dth and deserves renuneration
However, in the IP Internet, sone bandw dth nust be kept for basic
functions such as routing, and, in general, policies will not permt
100% of the bandwi dth on an interface to be allocated to one
application at one precedence. As a result, it may be acceptable to
pernmit a certain portion (e.g., 50% to be used by routine voice and
a larger amount (e.g., 60% to be used by voice at a higher

precedence level. Under such a policy, a higher precedence
reservation for voice mght not result in the preenption of a routine
call, but rather inpact elastic traffic, and m ght be accepted at a

time that a new reservation of |ower precedence night be denied.

In mcrowave networks, such as satellite or nobile ad hoc, one could
al so i magi ne network managenent intervention that could change the
characteristics of the radio signal to increase the bandw dth under
some appropriate policy.

2.3.4. Installation of a Reservation Using Preenption

So we now have a nunber of reservations across the network described
in Figure 5 including several reservations at "routine" precedence
and one at "priority" precedence. For sake of argunent, let us
presune that the link fromVPN7 to RO is now fully utilized - all of
the bandwi dth allocated by policy to voice at the routine or priority
| evel has been reserved. Let us further inmagine that a new
"priority" reservation is now placed fromH3 to H6

The process described in Section 2.3.1 is followed, resulting in PATH
state across the network for the new reservation. This is installed
even though it is not possible to install a new reservation on VPN7-
R9, as it does not install any reservation and the network does not
know whether H6 will ultimately require a reservation

The process described in Section 2.3.2 is also followed. The
application in H6 decides to install the indicated reservation
meaning that it nowreplies with an RESV signal. Followi ng the trai
| eft by the PATH signal, the RESV signal traipses back towards H3.
VPN6 and (if RSVP was configured) R6 verify that there is sufficient
bandwi dth on their links and that any other stated policy is also
met. Having acconplished that, each will update its reservation
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state and forward the RESV signal to the next. VPN6 al so generates
an RESV for the reservation within the interface domain, attenpting
to set or increase the bandwi dth of the reservation appropriately.

VPN6, R8, and VPNB's "interface domain" sides now verify that there
is sufficient bandwidth on their |links and that any other stated
policy is also net. Having acconplished that, each will update its
reservation state and forward the RESV signal to the next. VPN8 will
al so generate an RESV for the reservation within the inner domain,
attenpting to set or increase the bandwi dth of the reservation
appropriately. This gets the reservation to the inner deaggregator
VPNS.

VPN8’' s "inner domain" side and RO now verify that there is sufficient
bandwi dth on their links and that any other stated policy is also
met. At RO, a problemis detected - there is not sufficient

bandwi dt h under the relevant policy. In the absence of precedence,
R9 woul d now return an RESV Error indicating that the reservation
could not be increased or installed. In such a case, if a

preexisting reservation of |ower bandw dth al ready existed, the

previ ous reservation would remain in place but the new bandwi dth
woul d not be granted, and the originator (H6) would be inforned. Let
us clarify what it nmeans to be at a stated precedence: it neans that
the POLI CY_DATA object in the RESV contains a Preenption Priority and
a Defending Priority with values specified in sone nenb. Wth
precedence, [RFC4495]’'s algorithmwould have the Preenption Priority
of the new reservation conpared to the Defending Priority of extant
reservations in the router, of which there are two: one VPN7->VPN8 at
"routine" precedence and one VPN/7->VPN8 at "priority" precedence.
Since the Defending Priority of routine reservation is |less than the
Preenption Priority of a "priority" reservation, the "routine"
reservation is selected. RO determines that it will accept the
increase in its "priority" reservation VPN7->VPN8 and reduce the
correspondi ng "routine" reservation. Two processes now occur in
paral | el

0 The routine reservation is reduced following the algorithns in
[ RFC4495] and

o The priority reservation continues according to the usual rules.

R9 reduces its "routine" reservation by sending an RESV Error
updating its internal state to reflect the reduced reservation and
sending an RESV Error to VPNB requesting that it reduce its
reservation to a nunber less than or equal to the relevant threshold
| ess the sum of the conpeting reservations. VPN8, acting as a
deaggregator, nmakes two changes. On the "inner domain" side, it
marks its reservation down to the indicated rate (the nost it is now
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pernmitted to reserve), so that if an RESV Refresh event happens, it
will request the specified rate. On the "interface domain" side, it
sel ects one or nore of the relevant reservations by an al gorithm of
its choosing and requests that it |ikewi se reduce its rate. For the
sake of argunent, let us inmagine that the selected reservation is the
one to VPN5. The RESV Error now nakes its way through R8 to VPN5,
which simlarly reduces its bandwi dth request to the stated anobunt
and passes a RESV Error signal on the "enclave" side requesting that
the reservation be appropriately reduced.

H5 is now faced with a decision. |If the request is to reduce its
reservation to zero, that is equivalent to tearing down the
reservation. |In this sinple case, it sends an RESV Tear to tear down

the reservation entirely and advises its application to adjust its
expectations of the session accordingly, which may nean shutting down
the session. |If the request is to reduce it below a certain val ue,
however, it may be possible for the application to do so and renain
viable. For exanple, if a VolP application using a G 711 codec (80
kbps) is asked to reduce its bandw dth bel ow 70 kbps, it nay be
possible to renegotiate the codec in use to G 729 or sone other
codec. In such a case, the originating application should re-reserve
at the stated bandwidth (in this case, 70 kbps), initiate the
application | evel change, and |l et the application change the
reservation again (perhaps to 60 kbps) when it has conpleted that
process.

At the time the reservation is being processed at R9, for the
"priority" reservation, RO believes that it has sufficient bandw dth
and that any other stated policy is also net, and it forwards the
RESV to VPN7. Each will update its reservation state and forward the
RESV signal to the next. VPN7 now acts as an [ RFC3175] aggregator
for the inner domain. This nmeans that it receives the RESV signha

for the inner donmain reservation and stores state, decrypts the data
stream from VPN3, operates on the RSVP signals as an RSVP-confi gured
router, and forwards the received |IP datagrans (including the updated
RESV signals) into its interface domain. The RESV signals originated
by VPN4, VPN5, and VPN6 are therefore forwarded towards VPNL, VPN2,
and VPN3 through the interface donain.

VPN3 now acts as an [ RFC3175] aggregator for the interface domain.
This nmeans that it receives the RESV signal for the interface domain
reservation and stores state, decrypts the data streamfromits peer
operates on the RSVP signals as an RSVP-configured router, and
forwards the received | P datagrans (including the updated RESV
signals) into its enclave. The RESV signal originated by H6 is
therefore forwarded towards H3 according to the routing of the

encl ave.
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Paranmeters on a reservation incl ude:

Destination Address: On the plaintext side, the VPN router
participates in the end-to-end reservations being installed for
pl ai nt ext sessions. These may include individual flows as
described in [ RFC2205], |Psec data fl ows [ RFC2207], aggregate

reservations [ RFC3175], or other types. It passes an identifier
for the ciphertext side of the deaggregator to its ciphertext
unit.

DSCP: The DSCP of the plaintext data flowis provided to the cipher
text side.

Virtual Port: The virtual destination port is provided to the cipher
text side. This may be derived froman [ RFC2207] session object
or frompolicy information

Mean Rate: The sum of the plaintext nmean rates is provided to the
ci phertext unit.

Peak Rate: A function of the plaintext peak rates is provided to the
ci phertext unit. This function is less than or equal to the sum
of the peak rates.

Burst Size: The sumof the burst sizes is provided to the cipher
text unit.

Messages i ncl ude:

Pat h: The plai ntext PATH nessage is sent as encrypted data to the
ciphertext unit. |In parallel, a trigger needs to be sent to the
ciphertext unit that results in it generating the correspondi ng
aggregat ed PATH nmessage for the ciphertext side.

Path Error: This indicates that a PATH nmessage sent to the renote
enclave was in error. 1In the error case, the nessage itself is
sent on as encrypted data, but a signal is sent to the ciphertext
side in case the error affects the ciphertext reservation (such as
removi ng or changing state).

Path Tear: The PATH Tear nessage is sent as encrypted data to the
ci phertext unit. |In parallel, a signal is sent to the cipher text
side; it will trigger a Path Tear on its reservation in the event
that this is the | ast aggregated session, or change the
SENDER_TSPEC of the aggregated session
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RESV: The plai ntext RESV nessage is sent as encrypted data to the
ciphertext unit. |In parallel, a trigger needs to be sent to the
ci phertext unit that results in it generating the correspondi ng
aggregat ed RESV nessage for the ciphertext side.

RESV Error: This indicates that a RESV nessage that was received as
data and forwarded into the enclave was in error or needed to be
preenpted as described in [RFC3181] or [RFC4495]. In the error
case, the nmessage itself is sent on as encrypted data, but a
signal is sent to the ciphertext side in case the error affects
the ci phertext reservation (such as renmoving or changing state).

RESV Tear: The RESV Tear nessage is sent as encrypted data to the
ciphertext unit. |In parallel, a signal is sent to the cipher text
side; it will trigger a RESV Tear on its reservation in the event
that this is the | ast aggregated session, or reduce the bandw dth
of an existing reservation.

RESV Confirm This indicates that a RESV nessage received as data
and forwarded into the enclave, and is now being confirmed. This
nmessage i s sent as encrypted data to the ciphertext side, and, in
parallel, a signal is sent to potentially trigger an RESV Confirm
on the aggregate reservation
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3.1.2. Ciphertext to Plaintext Data Fl ows
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3.2. VPN Routers That Use the Network Quard for Signaling across the
Crypt ogr aphi ¢ Boundary

As described in Section 1.6 the Network Guard provides an additiona
path for the reservation signaling between the plaintext and ci pher
text domains.

, = e e +  -------- + -
, | Host | | Host | ‘
, Fommm o + -------- + ‘
o e e e e eeeaeaaas + |
| e + | |
‘ | | Router | | ,
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] | - - - - -+ | ¢
' | | Router | | |
/ I + | \
; e + :

Ci phertext Domain ;
Fi gure 8: RSVP Passage via Network Guard

In this context, the VPN router is conposed of a plaintext router, a
ci phertext router, an encrypt/decrypt inplenentation (such as a line
card or interface device), and a network managenent process that
manages the encrypt/decrypt inplenentation and potentially passes
defined infornmation flows between the plaintext and ci phertext

domains. If the Network Guard is inplenented as a software process
t hat exchanges configuration instructions between the routers, this
is sinple to understand. If it is built as a separate systens

exchangi ng datagranms, it is sonewhat nore conpl ex, but conceptually
equi val ent. For exanple, the ciphertext router would consider an IP
dat agram recei ved via the Network Guard (control plane) as having
been received fromand concerning the interface used in the data

pl ane to the encrypt/decrypt unit.
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3.2.1. Signaling Flow

Encrypt/decrypt units may not be capable of termninating and
originating flows as described in Section 3.1, and policy may prevent
know edge of the ciphertext network addresses in the plaintext

router. |In such a case, the plaintext and ci phertext routers nay use
the Network Guard as the path for the signaling flows. The Network
Quard perforns the following functions to enable the fl ow of
reservation signaling across the cryptographi c domain

o transforms plaintext session identifiers into ciphertext session
identifiers and vice-versa in | P datagrans and RSVP objects (e.g
| P addr esses)

o perforns resource managenent of aggregated reservations (e.g.
i ncludi ng ci phertext encapsul ati on overhead to resources
request ed)

0 reads and wites configuration on the encrypt/decrypt units as
necessary (e.g., reads plaintext to ciphertext |IP address mapping)

In addition, the plaintext and ciphertext routers nust support a
routing function or local interface that ensures that aggregated RSVP
messages flow via the Network Guard. However, the signaling flow
across the entire VPN router at a cryptographi c boundary renains
identical to the description in Section 3. 1.

A reader may note that the VPN router described in Figure 8 can be
coll apsed into a single router with two hal ves, or the Network Cuard
and the encrypt/decrypt units can be part of the plaintext router.
The details of alternate |ogical and physical architectures for the
VPN router are beyond the scope of this docunent.
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3. 2.

2. Use Case with Network Guard

2007
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Fi gure 9: Aggregated RSVP via Network Guard

The above figure depicts a sinple use case for aggregated signaling
with the Network Guard. 1In this scenario, Host A initiates RSVP

signaling to Host B for a reservation

The RSVP signaling between

the hosts is encapsul ated by the VPN routers into encrypted tunnels.
Aggregated RSVP signaling is triggered by VPN routers, and flows i
the CT-Routers, as well as the interface domains, to reserve
resources at RSVP-capable routers on the path. The aggregation/

deaggregati on point for

PT-Routers. The signaling aggregation of RSVP into A-RSVP at the
PT-Router is simlar to the data flow described in Section 3.1. The
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Net work Guard performs the additional functions described in Section
3.2.1 to transform pl ai ntext A-RSVP nessages into suitable ciphertext
A- RSVP nmessages. A typical reservation set up in this case would
foll ow t hese steps.

0 Host A sends RSVP PATH nessage to Host B

0 PT-Router-A encapsul ates RSVP PATH nessage in encrypted tunnel to
VPN Rout er B.

o0 CT Routers and Interface domain carry encrypted RSVP PATH nessage
(l'i ke any other encrypted data nessage).

0 PT-Router-B decrypts RSVP Path Message and sends an E2E Pat hErr
nmessage to PT-Router-A in the encrypted tunnel

0 PT-Router-B forwards decrypted pl ai ntext RSVP PATH nessage to Host
B

0 PT-Router-A receives E2E PathErr and sends an aggregated RSVP PATH
nmessage towards PT-Router-B via the Network Guard.

o0 The NetGd-A transforms the plaintext aggregate RSVP into the
ci phertext aggregate RSVP nessage as described in Section 3.2.1
and sends it to the CT-Router-A.

o The ciphertext aggregated RSVP nessage travels through ciphertext
routers in the interface domain.

o0 CT-Router-B receives the ciphertext aggregate RSVP nessage and
sends it to the Net G d-B.

0 The NetGd-B transfornms the ciphertext aggregate RSVP into the
pl ai nt ext aggregate RSVP nessage as described in Section 3.2.1 and
sends it to the PT-Router-B

The subsequent RSVP and Aggregate RSVP signaling follows a sinilar
flow, as described in detail in [RFC3175] and [ RFC4860]to aggregate
each plaintext reservation into a correspondi ng ci phertext
reservation. This ensures that RSVP-capabl e ci phertext routers
reserve the required resources for a plaintext end-to-end
reservation. Subsequent nechani sns, such as preenption or the

i ncrease and decrease of resources reserved, nmay be applied to these
reservations as described before in this docunent. The RSVP data
flow as described in Section 3.1 within the VPN router (fromthe

pl ai ntext router to the ciphertext router via the Guard) provides
necessary and sufficient information to routers in the ciphertext
domain to inplenment the QS solution presented in the docunent.
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In this description, we have described the Network Guard as being
separate fromthe encrypt/decrypt unit. This separation exists
because in certain inplenentations, it is mandated by those who
specify the devices. The separation does not cone for free, however;
the separation of the devices for system engi neering purposes is
expensive, and it inposes architectural problens. For exanple, when
the Guard is used to aggregate RSVP nessages or Protocol |ndependent
Multicast (PIM routing, the traffic is destined to the renote VPN
router. This means that the Guard nmust sonmehow receive and respond
to, on behalf of the VPN Router, nmessages that are not directed to
it. Several possible solutions exist; they should be sel ected
carefully based on the security and inplenmentati on needs of the
environnment. They are as foll ows:

o In the sinplest case, the Network Guard and encrypt/decrypt unit
can be two independent functions that utilize a common network and
MAC |l ayer. This can allow the two functions to share a conmon MAC
and | P address, so that traffic destined for one function is al so
received by the other. |In the case that these two functions are
physically separated on two devices, they can still share a comon
MAC and | P address; however, additional nodifications my be
required on the Guard to filter and not process IP traffic not
destined for itself.

0 The ciphertext interface of the GQuard could be placed into
promi scuous node, allowing it to receive all nessages and di scard
all but the fewit is interested in. The security considerations
on putting a device in prom scuous node at the VPN boundary needs
to be taken into account in this method.

0 The GQuard could be engineered to receive all fromthe ciphertext
router and pass the bulk of it on to the VPN router through
another interface. |In this case, the Guard and the VPN router
woul d use the sanme I P address. This nmechani smputs the |oad of
all data and managenent traffic destined for the VPN router upon
t he CQuard.

o The VPN router could be engineered to receive all traffic fromthe
ci phertext router and pass any unencrypted traffic it receives to
the Guard through another interface. 1In this case, the Guard and
the VPN router would use the sane |P address.

o Al the VPN router functions, as shown in Figure 9, could be
incorporated into a single chassis, with appropriate interna
traffic managenent to send sone traffic into the plaintext enclave
and sone to the Guard. |In this case, the Guard and the VPN router
woul d be -- at least, functionally -- the sane system
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O these, clearly the last is the sinplest architecturally and the
one that nost mninizes the attendant risk

4. Security Considerations

The typical security concerns of datagramintegrity, node and user
authentication are inplicitly net by the security association that

exi sts between the VPN routers. The secure data streamthat flows
between the VPN routers is also used for the reservation signaling
dat agrans flowi ng between VPN routers. Information that is contained
in these signaling datagrans receives the same | evel of encryption
that is received by the data streans.

One of the reasons cited for the nesting of VPN routes in Section 1.3
is the different levels of security across the nested VPN routers.

If the security | evel decreases fromone VPN router to the next VPN
Router in the nested path, the reservation signaling datagrans wll,
by default, receive the |lower security-level treatnent. For nost
cases, the lower security treatnent is acceptable. |In certain

net wor ks, however, the reservation signaling across the entire nested
pat h nust receive the highest security-level treatnent (e.g.
encryption, authentication of signaling nodes). For exanple, the

hi ghest precedence |level may only be signaled to VPN routers that can
provi de the highest security levels. |[If any VPN router in the nested
path is incapable of providing the highest security level, it cannot
participate in the reservation nechani sm

In the general case, the nested path may contain routers that are
ei ther incapable of participating in VPNs or providing required
security levels. These routers can participate in the reservation
only if the lower security level is acceptable (as configured by
policy) for the signaling of reservation datagrans.

VPN routers encapsul ate encrypted | P packets and prepend an extra
header on each packet. These packets, whether used for signaling or
data, should be identifiable, at a mininmumby the |P addresses and
DSCP val ue. Therefore, the prepended header should contain, at a

m ni mum the DSCP val ue corresponding to the signaled reservation in
each packet. This may literally be the same DSCP as is used for the
data (forcing control plane traffic to receive the sane QoS treat nment
as its data), or a different DSCP that is routed identically
(separating control and data-plane traffic QS but not routing).

Additionally security considerations as described in [ RFC4860] and

[ RFC3175] are also applicable in this environnment; they include the
integrity of RSVP nessages can be ensured via nechanisns described in
[ RFC2747] and [RFC3097] and rel ated key managenent (through manua
configuration or a key managenent protocol) at nodes between any
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6.

6.

aggregat or and deaggregator pair that processes the nessages. In
addition, confidentiality can be provi ded between hops by enpl oyi ng

| Psec. Further work in the | ETF MSEC Worki ng Group nay be applicable
in these environments for key managenent and confidentiality.
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