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Abstract

Thi s docunent di scusses Bidirectional PIM(BIDIR-PIM, a variant of
Pl M Spar se- Mode that builds bidirectional shared trees connecting
mul ti cast sources and receivers. Bidirectional trees are built using
a fail-safe Designated Forwarder (DF) election mechani smoperating on
each link of a multicast topology. Wth the assistance of the DF

nmul ticast data is natively forwarded from sources to the Rendezvous-
Point (RP) and hence along the shared tree to receivers wthout
requiring source-specific state. The DF election takes place at RP
di scovery tine and provides the route to the RP, thus elininating the
requi renent for data-driven protocol events
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1. Introduction

Thi s docunent specifies Bidirectional PIM(BIDIR-PIM, a variant of
Pl M Sparse- Mode (PIMSM [4] that builds bidirectional shared trees
connecting multicast sources and receivers.

PI M SM constructs unidirectional shared trees that are used to
forward data from senders to receivers of a multicast group. PIMSM
al so allows the construction of source-specific trees, but this
capability is not related to the protocol described in this docunent.

The shared tree for each multicast group is rooted at a nulticast
router called the Rendezvous Point (RP). Different nulticast groups
can use separate RPs within a Pl M domai n.

In unidirectional PIMSM there are two possible nethods for
di stributing data packets on the shared tree. These differ in the
way packets are forwarded froma source to the RP

o Initially, when a source starts transmitting, its first hop router
encapsul ates data packets in special control nmessages (Registers)
that are unicast to the RP. After reaching the RP, the packets are
decapsul ated and distributed on the shared tree.

o Atransition fromthe above distribution node can be made at a
| ater stage. This is achieved by building source-specific state on
all routers along the path between the source and the RP. This
state is then used to natively forward packets fromthat source

Bot h of these nmechani sns suffer fromproblens. Encapsulation results
in significant processing, bandw dth, and del ay overheads.

Forwar di ng usi ng source-specific state has additional protocol and
menory requirenments.
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Bi di rectional PIMdispenses with both encapsul ati on and source state
by all owi ng packets to be natively forwarded froma source to the RP
using shared tree state. In contrast to PIMSM this node of
forwardi ng does not require any data-driven events.

The protocol specification in this docunent assunes famliarity with
the PIM SM specification in [4]. Portions of the Bl D R Pl M protocol
operation that are identical to that of PIMSM are only defined by
ref erence.

2. Term nol ogy

In this docunent, the key words "MJST", "MJST NOT", "REQUI RED',
"SHALL", "SHALL NOTr", "SHOULD', "SHOULD NOT", "RECOWMMENDED', " MAY",
and "OPTIONAL" are to be interpreted as described in RFC 2119 [1] and
i ndicate requirement levels for conpliant BID R-PIMinpl enentations.

2.1. Definitions

Thi s specification uses a nunber of terms to refer to the roles of
routers participating in BIDOR PIM The followi ng terns have speci al
significance for BID R-PIM

Mul ticast Routing Information Base (MRIB)
The multicast topology table, which is typically derived fromthe
uni cast routing table, or routing protocols such as Miltiprotocol
BGP (MBGP) [8] that carry nulticast-specific topology information.
It is used by PIMfor establishing the RPF interface (used in the
forwarding rules). In PIMSM the MRIB is also used to nmake
deci sions regarding where to forward Joi n/ Prune nessages, whereas
in BIDDR-PIM it is used as a source for routing netrics for the
DF el ection process.

Rendezvous Poi nt Address (RPA)
An RPA is an address that is used as the root of the distribution
tree for a range of nulticast groups. The RPA nust be routable
fromall routers in the PIMdomain. The RPA does not need to
correspond to an address for an interface of a real router. In
this respect, BIDDR-PIMdiffers fromPI M SM which requires an
actual router to be configured as the Rendezvous Point (RP). Join
messages fromreceivers for a BIDI R Pl Mgroup propagate hop-by-hop
towards the RPA

Rendezvous Poi nt Link (RPL)
An RPL for a particular RPAis the physical link to which the RPA
belongs. In BIDR-PIM all nulticast traffic to groups mapping to
a specific RPAis forwarded on the RPL of that RPA. The RPL is
special within a BIDDR-PIM donmain as it is the only link on which
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a Designated Forwarder el ection does not take place (see DF
definition bel ow).

Upstream
Towards the root (RPA) of the tree. The direction used by packets
traveling fromsources to the RPL.

Downst r eam
Away fromthe root of the tree. The direction on which packets
travel fromthe RPL to receivers

Desi gnat ed Forwar der (DF)
The protocol presented in this docunent is largely based on the
concept of a Designated Forwarder (DF). A single DF exists for
each RPA on every link within a BIDIR-PIMdomain (this includes
both nmulti-access and point-to-point links). The only exception
is the RPL on which no DF exists. The DF is the router on the
link with the best route to the RPA (determ ned by conparing MRI B
provided nmetrics). A DF for a given RPAis in charge of
forwardi ng downstreamtraffic onto its link, and forwarding
upstreamtraffic fromits link towards the RPL. It does this for
all the bidirectional groups that map to the RPA. The DF on a
link is also responsible for processing Join nessages from
downstreamrouters on the link as well as ensuring that packets
are forwarded to | ocal receivers (discovered through a |oca
nmenber shi p nechani sm such as M.D [3] or 1GW [2]).

RPF I nterface

RPF stands for "Reverse Path Forwarding". The RPF Interface of a
router with respect to an address is the interface that the VMRI B
i ndi cates should be used to reach that address. |In the case of a

BIDIR-PIM mul ticast group, the RPF interface is deternined by

| ooking up the RPAin the MRIB. The RPF information deternines
the interface of the router that would be used to send packets
towards the RPL for the group

RPF Nei ghbor
The RPF Nei ghbor of a router with respect to an address is the
nei ghbor that the MRI B indicates should be used to reach that
address. Note that in BIDDR-PIM the RPF neighbor for a group is
not necessarily the router on the RPF interface that Join nessages
for that group would be directed to (Join nessages are only
directed to the DF on the RPF interface for the group).

Tree Information Base (TIB)
This is the collection of state at a PIMrouter that has been
created by receiving PIMJoin/Prune messages, PIM DF el ection
messages, and |GW or M.D information fromlocal hosts. It
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2.

2.

essentially stores the state of all nulticast distribution trees
at that router.

Mul ti cast Forwardi ng | nfornmation Base (M B)

The TIB holds all the state that is necessary to forward mnul ticast
packets at a router. However, although this specification defines
forwarding in terns of the TIB, to actually forward packets using

the TIBis very inefficient. Instead, a real router

i mpl ementation will normally build an efficient MFIB fromthe TIB
state to performforwarding. How this is done is inplenmentation-

specific, and is not discussed in this docunent.

Pseudocode Not ati on

W use set notation in several places in this specification

(+) B
is the union of two sets, A and B

A (-) Bis the elenments of set Athat are not in set B

NULL

is the enpty set or |ist.

In addition, we use Clike syntax:

denot es assignnent of a variable.
denotes a conparison for equality.

denotes a conparison for inequality.

Braces { and } are used for grouping.

Prot ocol Specification
The specification of BIDOR- PIMis broken into several parts:
0 Section 3.1 details the protocol state stored.

0 Section 3.2 defines the BIDIR-PIMextensions to the Pl M SM [ 4]

nei ghbor di scovery nechani sm

0 Section 3.3 specifies the data packet forwarding rules.

0 Section 3.4 specifies the BID R-PIM Join/Prune generation and

processing rul es.
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0 Section 3.5 specifies the Designated Forwarder (DF) election
0 Section 3.7 specifies the PIM packet fornmats.

0 Section 3.6 sumuarizes BIDIR-PIMtiners and gives their default
val ues.

3.1. BIDIR-PIMProtocol State

This section specifies all the protocol state that a BIDIR-PIM

i npl enmentati on should maintain in order to function correctly. W
termthis state the Tree Information Base or TIB, as it holds the
state of all the nmulticast distribution trees at this router. In
this specification, we define PIMnechanisns in terns of the TIB
However, only a very sinple inplenmentation would actually i npl enent
packet forwarding operations in ternms of this state. Most

i npl ementations will use this state to build a multicast forwarding
tabl e, which would then be updated when the relevant state in the TIB
changes.

Al t hough we specify precisely the state to be kept, this does not
mean that an inplenentation of BIDIR-PIMneeds to hold the state in
this form This is actually an abstract state definition, which is
needed in order to specify the router’s behavior. A BIDRPIM

i mpl enentation is free to hold whatever internal state it requires
and will still be conformant with this specification so long as it
results in the same externally visible protocol behavior as an
abstract router that holds the follow ng state.

W divide TIB state into two sections

RPA state
State that maintains the DF election information for each RPA

Group state
State that maintains a group-specific tree for groups that nap to
a given RPA

The state that should be kept is described below O course,

i npl ementations will only maintain state when it is relevant to
forwardi ng operations - for exanple, the "Nolnfo" state m ght be
assuned fromthe lack of other state information, rather than being
held explicitly.
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3.1.1. Ceneral Purpose State

A router holds the following state that is not specific to an RPA or
group:

Nei ghbor State:
For each nei ghbor:
0 Neighbor’s Gen ID
o Nei ghbor liveness tinmer (NLT)
o0 OGher information from nei ghbor’s Hell o

For nore information on Hello information, | ook at Section 3.2 as
well as the PIM SM specification in [4].

3.1.2. RPA State
A router maintains a nulticast-group to RPA mapping, which is built
through static configuration or by using an automatic RP di scovery
mechani sm i ke BSR or AUTO-RP (see Section 4). For each BID R-PIM
RPA, a router holds the follow ng state:
0 RPA (actual address)
Desi gnat ed Forwarder (DF) State:
For each router interface:
Acting DF information:
o DF | P Address
o DF netric
El ection information:
o Election State
o DF el ection-Tiner (DFT)
0 Message- Count (MO)

Current best offer:

o | P address of best offering router
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0 Best offering router nmetric
Desi gnat ed Forwarder state is described in Section 3.5.
.1.3. Goup State
For every group G a router keeps the follow ng state:
G oup state:
For each interface:
Local Menbershi p:
o State: One of {"Nolnfo", "Include"}
PI' M Joi n/ Prune State:

o State: One of {"Nolnfo" (N), "Join" (J),
"PrunePendi ng" (PP)}

0 PrunePendi ngTi mer (PPT)
0 Join/Prune Expiry Tiner (ET)
Not interface specific:
0 Upstream Joi n/Prune Tinmer (JT)
0 Last RPA Used
Local menbership is the result of the |ocal nenbership mechanism
(such as 1GW [2]) running on that interface. This information is
used by the pim.include(*, G macro described in Section 3.1.4.
PI M Join/Prune state is the result of receiving PIM(*, G Join/Prune
messages on this interface, and is specified in Section 3.4.1. The
state is used by the nmacros that calculate the outgoing interface
list in Section 3.1.4, and in the JoinDesired(G nacro (defined in

Section 3.4.2) that is used in deciding whether a Join(*, G should be
sent upstream

The upstream Join/Prune tiner is used to send out periodic Join(*, G
messages, and to override Prune(*, G nessages from peers on an
upstream LAN i nterface.
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The | ast RPA used nust be stored because if the group to RPA napping
changes (see RP Set changes in [4]), then state nmust be torn down and
rebuilt for groups whose RPA changes.

3.1.4. State Sunmari zati on Macros

Using this state, we define the follow ng "nmacro" definitions that we
will use in the descriptions of the state machi nes and pseudocode in
the foll owi ng sections.

olist(Q =
RPF_interface(RPA(GQ) (+) joins(G (+) pim.include(Q

RPF_interface(RPA) is the interface the MR B indicates woul d be used
to route packets to RPA. The olist(GQ is the list of interfaces on
whi ch packets to group G nmust be forwarded.

The macro pim.include(G indicates the interfaces to which traffic
m ght be forwarded because of hosts that are | ocal nenbers on that
i nterface.

piminclude(Q =
{ all interfaces | such that:
| am DF(RPA(G,1) AND local _receiver_include(G1l) }

The clause "I _am DF(RPA,I)" is TRUE if the router is in the Wn or
Backoff states in the DF election state nachine (described in Section
3.5) for the given RPA on interface I. Oherwise, it is FALSE

The cl ause "l ocal _receiver_include(G1l)" is true if the | GW nodul e,
M.D nodul e, or other |ocal nmenbership nechani sm has determ ned that
there are local nenbers on interface | that desire to receive traffic
sent to group G

The set "joins(G" is the set of all interfaces on which the router
has received (*, @ Joins:

joins(Q =
{ all interfaces | such that
| _am DF(RPA(G), 1) AND
DownstreamJPState(G 1) is either Joined or PrunePending }

DownstreamJPState(G 1) is the state of the finite state nachine in
Section 3.4.1.

RPF_DF(RPA) is the neighbor that Join nessages nust be sent to in

order to build the group shared tree rooted at the RPL for the given
RPA. This is the Designated-Forwarder on the RPF_interface(RPA).
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3.2. PIM Nei ghbor Discovery

PIMrouters exchange PI M Hello messages with their neighboring PIM
routers. These nmessages are used to update the Neighbor State
described in Section 3.1. The procedures for generating and
processing Hell o nessages as well as nmintaining Neighbor State are
specified in the PIM SM [4] docunentation

BIDIR-PIMintroduces the Bidirectional Capable PIMHello option that
MUST be included in all Hello nessages froma BI DI R Pl M capabl e
router. The Bidirectional Capable option advertises the router’s
ability to participate in the BIDIR-PI M protocol. The format of the
Bi di rectional Capable option is described in Section 3.7.

If a BIDDR-PIMrouter receives a PIMHell o nessage that does not
contain the Bidirectional Capable option fromone of its neighbors,
the error nust be logged to the router admnistrator in a rate-
limted manner.

3.3. Data Packet Forwardi ng Rul es

For groups mapping to a given RPA, the following responsibilities are
uni quely assigned to the DF for that RPA on each |ink

0 The DF is the only router that forwards packets traveling
downstream onto the |ink.

0 The DF is the only router that picks-up upstreamtraveling packets
off the link to forward towards the RPL.

Non-DF routers on a link, which use that link as their RPF interface
to reach the RPA, may performthe follow ng forwardi ng actions for
bi di rectional groups:

o Forward packets fromthe |ink towards downstreamreceivers

0o Forward packets from downstream sources onto the |ink (provided
they are the DF for the downstreamlink fromwhich the packet was
pi cked- up) .

The BI D R-PI M packet forwarding rules are defined below in
pseudocode.

iif is the incomng interface of the packet.

Gis the destination address of the packet (group address).
RPA is the Rendezvous Point Address for this group.
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First we check to see whether the packet should be accepted based on
TIB state and the interface that the packet arrived on. A packet is
accepted if it arrives on the RPF interface to reach the RPA
(downstream travel i ng packet) or if the router is the DF on the
interface the packet arrives (upstreamtraveling packet).

If the packet should be forwarded, we build an outgoing interface
list for the packet.

Finally, we renmove the incomng interface fromthe outgoing interface
list we’ve created, and if the resulting outgoing interface list is
not enpty, we forward the packet out of those interfaces.

On receipt of data to Gon interface iif

if( iif == RPF_interface(RPA) || |_amDF(RPAiif) ) {
oiflist =olist(Q (-) iif
forward packet on all interfaces in oiflist

}

3.3.1. Upstream Forwarding at RP

When configuring a BIDIR-PIM domain, it is possible to assign the
Rendezvous Poi nt Address (RPA) such that it does not belong to a
physi cal box but instead is sinply a routable address. Routers that
have interfaces on the RPL that the RPA belongs to will upstream
forward traffic onto the link. Joins fromreceivers in the domain
wi Il propagate hop-by-hop till they reach one of the routers
connected to the RPL where they will terminate (as there will be no
DF el ected on the RPL).

If instead the administrator chooses to configure the RPA to be the
address of a physical interface of a specific router, then nothing
changes. That router nust still upstreamforward traffic on to the
RPL and behave no differently than any other router with an interface
on the RPL.

To configure a BIDIR-PIMnetwork to operate in a node simlar to that
of PIM SM where a single router (the RP) is acting as the root of the
distribution tree, the RPA can be configured to be the | oopback
interface of a router.

3.3.2. Source-Only Branches

Source-only branches of the distribution tree for a group G are
branches that do not lead to any receivers, but that are used to
forward packets traveling upstream from sources towards the RPL.
Rout ers al ong source-only branches only have the RPF interface to the
RPA in their olist for G and hence do not need to nmintain any group
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specific state. Upstream forwarding can be performed using only RPA
specific state. An inplenentation nay decide to nmaintain group state
for source-only branches for accounting or performance reasons.
However, doing so requires data-driven events (to discover the groups
with active sources), thus sacrificing one of the main benefits of

Bl DI R-PI M

3.3.3. Directly Connected Sources

A maj or advantage of using a Designated Forwarder in BID R-PIM
compared to PIMSMis that special treatnment is no | onger required
for sources that are directly connected to a router. Data from such
sources does not need to be differentiated fromother nulticast
traffic and will automatically be picked up by the DF and forwarded
upstream This renoves the need for perfornming a directly-
connect ed-source check for data to groups that do not have existing
state.

3.4. PIMJoin/Prune Messages

Bl DI R- Pl M Joi n/ Prune nessages are used to construct group-specific
distribution trees between receivers and the RPL. Joins are
originated by last-hop routers that are elected as the DF on an
interface with directly connected receivers. The Joins propagate
hop- by-hop towards the RPA until they reach a router connected to the
RPL.

A BI DI R-PI M Joi n/ Prune nessage consists of a list of Joined and
Pruned Groups. Wen processing a received Join/Prune nmessage, each
Joined or Pruned Group is effectively considered individually by

appl ying the follow ng state machi nes. Wen considering a Join/Prune
message whose Pl M Destination field addresses this router, (*,Q
Joins and Prunes can affect the downstream state nachine. Wen

consi dering a Join/Prune nessage whose Pl M Destination field
addresses another router, nost Join or Prune entries could affect the
upstream st ate nachi ne.

3.4.1. Receiving (*,Q Join/Prune Messages

When a router receives a Join(*,G or Prune(*, @, it MIST first check
to see whether the RP address in the nessage matches RPA(G (the
router’s idea of what the Rendezvous Point Address is). |If the RP
address in the nmessage does not match RPA(GQG, the Join or Prune MJST
be silently dropped.

If a router has no RPA information for the group (e.g., has not

recently received a BSR nmessage), then it MAY choose to accept
Join(*, G or Prune(*, QG and treat the RP address in the nessage as
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RPA(G. |If the newy discovered RPA did not previously exist for any
ot her group, a DF election has to be initiated.

Note that a router will process a Join(*, G targeted to itself even
if it is not the DF for RP(G on the interface on which the nmessage
was received. This is an optinisation to elinnate the Join delay of
one Join period (t_periodic) in the case where a new DF processes the
recei ved Pass and Join nessages in reverse order. The BIDIR-PIM
forwarding logic will ensure that data packets are not forwarded on
such an interface while the router is not the DF (unless it is the
RPF interface towards the RPA).

The per-interface state nmachine for receiving (*, G Join/Prune
Messages is given below. There are three states:

Nol nfo (NI)

The interface has no (*,G Join state and no timers running.
Join (J)

The interface has (*,G Join state. |If the router is the DF on

this interface (I _am DF(RPA(G,l) is TRUE), the Join state wll
cause us to forward packets destined for Gon this interface.

Pr unePendi ng (PP)
The router has received a Prune(*, G on this interface froma
downstream nei ghbor and is waiting to see whether the Prune
will be overridden by anot her downstreamrouter. For
forwardi ng purposes, the PrunePending state functions exactly
like the Join state.

In addition, the state machi ne uses two tiners:

ExpiryTi ner (ET)
This timer is restarted when a valid Join(*, G is received.
Expiry of the ExpiryTimer causes the interface state to revert
to Nolnfo for this group.

PrunePendi ngTi mer ( PPT)
This timer is set when a valid Prune(*, G is received. Expiry
of the PrunePendi ngTi mer causes the interface state to revert
to Nolnfo for this group.
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Fi gure 1: Downstream group per-interface state nachine in tabul ar

form
Fom e e e e e oo oo e +
| | Prev State |
| Event T R T R T +
| || Nolnfo (NI) | Join (J) | PrunePendi ng
| ) | | (PP) |
S T TS o e e oo o e e oo +
| || -> J state | ->J state | ->J state |
| Recei ve || start Expiry | restart Expiry | restart Expiry
| Join(*, G [ | Timer | Tiner | Tiner; stop |
| | | | PrunePendi ng-
| ) | | Timer |
S T TS o e e oo o e e oo +
| Recei ve [l - | -> PP state | -> PP state
| Prune(*, Q | | start Prune- |
| | | Pendi ngTi mer |
R s TS oo oo +
| PrunePendi ng- || - | - | -> NI state
| Timer Expires || | | Send Prune-
| 'l | | Echo(*, G |
S B SR S S +
| Expiry Timer [ - | -> N state | -> N state |
| Expires N | | |
R T TS e e e oo e e e oo +
| Stop Being DF || - | -> NI state | -> NI state
lon I 'l | | |
S B SR S S +

The transition events "Receive Join(*,G" and "Receive Prune(*, Q"
inmply receiving a Join or Prune targeted to this router’s address on
the received interface. |If the destination address is not correct,
these state transitions in this state machi ne nust not occur,

al t hough seeing such a packet nmay cause state transitions in other
st at e machi nes

On unnunbered interfaces on point-to-point links, the router’s
address shoul d be the same as the source address it chose for the
Hel | o packet it sent over that interface. However, on point-to-point
links, we also RECOMVEND that PIM nessages with a destinati on address
of all zeros al so be accept ed.

The transition event "Stop Being DF" inplies a DF re-election taking
place on this router interface for RPA(G and the router changing
status from being the active DF to being a non-DF router (the value
of the I _am DF macro changi ng to FALSE)
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When ExpiryTinmer is started or restarted, it is set to the Hol dTinme
fromthe Join/Prune nessage that triggered the tiner.

When PrunePendi ngTiner is started, it is set to the
J/P_Override_Interval if the router has nore than one nei ghbor on
that interface; otherwise, it is set to zero causing it to expire
i medi at el y.

The action "Send PruneEcho(*,G" is triggered when the router stops
forwarding on an interface as a result of a Prune. A PruneEcho(*, QG
is sinmply a Prune(*, G nessage sent by the upstreamrouter to itself
on a LAN. Its purpose is to add additional reliability so that if a
Prune that should have been overridden by another router is |ost
locally on the LAN, then the PruneEcho may be received and cause the
override to happen. A PruneEcho(*, G need not be sent when the
router has only one nei ghbor on the I|ink.

3.4.2. Sending Join/Prune Messages

The downstream per-interface state machi nes descri bed above hold Join
state from downstream PIMrouters. This state then deternmi nes

whet her a router needs to propagate a Join(*, G upstreamtowards the
RPA. Such Join(*, G nessages are sent on the RPF interface towards
the RPA and are targeted at the DF on that interface.

If a router wishes to propagate a Join(*, G upstream it nust also
wat ch for nessages on its upstreaminterface fromother routers on

that subnet, and these may nodify its behavior. |If it sees a
Join(*, G to the correct upstream neighbor, it should suppress its
own Join(*, Q. If it sees a Prune(*, G to the correct upstream

nei ghbor, it should be prepared to override that Prune by sending a
Join(*, @ alnost imediately. Finally, if it sees the Generation ID
(see PI M SM specification [4]) of the correct upstream nei ghbor
change, it knows that the upstream nei ghbor has |ost state, and it
shoul d be prepared to refresh the state by sending a Join(*, @ al nost
i medi at el y.

In addition, changes in the next hop towards the RPA trigger a Prune
off fromthe old next hop and join towards the new next hop. Such a
change can be caused by the follow ng two events:

o The MRIB indicates that the RPF Interface towards the RPA has
changed. In this case the DF on the new RPF interface becones
t he new RPF Nei ghbor.

o There is a DF re-election on the RPF interface and a new router
energes as the DF.
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The upstream (*, G state nmachine only contains two states:

Not Joi ned
The downstream state machines indicate that the router does not
need to join the RPA tree for this group.

Joi ned
The downstream state machines indicate that the router would
like to join the RPA tree for this group.

In addition, one timer JT(GQ is kept, which is used to trigger the
sending of a Join(*,G to the upstreamnext hop towards the RPA (the
DF on the RPF interface for RPA(G).

Figure 2: Upstream group state machine in tabular form

e e e e e e e e o o e e e e e e e e e e e e e e e e e e e e e e e e e e m o +
| | Event |
| Prev State R L R +
| | Joi nDesi red(Q | Joi nDesired(Q |
| | ->True | - >Fal se |
o e e e e e e e ea oo o e e e e e e e e oo o e e e e e e oo +
| | ->J state | - |
| NotJoined (NJ) | Send Join(*, Q; | |
| | Set Tiner to | |
| | t _periodic | |
Fmm e e e e Fmm e e a oo Fmm e e e a oo +
| Joined (J) | - | -> NJ state |
| | Send Prune(*, Q |
i o e e e e e e oo e e e e a - +

In addition, we have the following transitions that occur within the
Joi ned state:

o +
| In Joined (J) State |
o e e o e e oo o e e +
| Ti mer Expires | See Join(*, G | See Prune(*, G | RPF_DF(RPA(GQ) |
| | to | to | Genl D changes |
| | RPF_DF(RPA(G) | RPF_DF(RPA(G) | |
S S S S +
| Send | I'ncrease Tiner | Decrease Tinmer | Decrease Tiner |
[Join(*,G; Set | to | to t_override | tot_override |
| Timer to | t_suppressed | | |
| t_periodic | | | |
e e B e +
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3.

3.

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme e +

| In Joined (J) State

o m e e e e e e e e e ee s o m e e e e e e e e e e oo +

| Change of RPF_DF(RPA(Q) | RPF_DF(RPA(GQ) GenlD |

| | changes

o e e m e e e e e e e e e e e e e e e o e e e e e e e e e e e e oo +
Send Join(*,G to new Decrease Tiner to

old DF; set Tiner to

I I I
| DF; Send Prune(*,Q to | t _override |
I I I
| t_periodic | |

This state nachi ne uses the foll ow ng nmacro:

bool JoinDesired(Q ({
if (olist(G (-) RPF_interface(RPA(G)) != NULL
return TRUE
el se
return FALSE

5. Designated Forwarder (DF) Election

This section presents a fail-safe mechanismfor electing a per-RPA
designated router on each link in a BIDIR-PIM donmain. W call this
router the Designated Forwarder (DF). The DF el ection does not take
pl ace on the RPL for an RPA

5.1. DF Requirenents

The DF el ection chooses the best router on a link to assune
responsibility for forwarding traffic between the RPL and the Iink
for the range of multicast groups served by the RPA. Different

mul ticast groups that share a common RPA share the same upstream
direction. Hence, the election of an upstream forwarder on each |ink
does not have to be a group-specific decision but instead can be
RPA-specific. As the nunber of RPAs is typically small, the nunber
of elections that have to be perforned is significantly reduced by
thi s observati on.

To optimse tree creation, it is desirable that the w nner of the
el ection process should be the router on the link with the "best"
uni cast routing netric (as reported by the MRIB) to reach the RPA
Wien conparing metrics fromdifferent unicast routing protocols, we
use the same conparison rules used by the PIM SM assert process [4].

The el ection process needs to take place when information on a new
RPA initially becones available. The result can be re-used as new
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bidir groups that nap to the sane RPA are encountered. However,
there are some conditions under which an update to the election is
required:

o There is a change in unicast nmetric to reach the RPA for any of
the routers on the link

o The interface on which the RPA is reachable (RPF Interface)
changes to an interface for which the router was previously the
DF.

0 A new PI M nei ghbor starts up on a link that nust participate in
the el ections and be informed of the current outcone.

0 The elected DF fails (detected through nei ghbor information
ti meout or MRIB RPF change at downstream router).

The el ection process has to be robust enough to ensure with very high
probability that all routers on the |ink have a consistent view of
the DF. Gven the forwarding rules described in Section 3.3, |oops
may result if rmultiple routers end-up thinking that they should be
responsible for forwarding. To mininize the possibility of this
occurrence, the election algorithmhas been biased towards di scarding
DF i nformation and suspendi ng forwardi ng during periods of anbiguity.

3.5.2. DF Election Description

This section gives an outline of the DF el ection process. It does
not provide the definitive specification for the DF election. |If any
di screpancy exists between Section 3.5.3 and this section, the
specification in Section 3.5.3 is to be assuned correct.

To performthe election of the DF for a particular RPA, routers on a
link need to exchange their unicast routing netric information for
reaching the RPA. Routers advertise their own netrics in Ofer,

W nner, Backoff, and Pass nessages. The advertised netric is

calcul ated using the RPF Interface and netric to reach the RPA
avai l abl e through the MRIB. Wien a router is participating in a DF
election for an RPA on the interface that its MR B indicates as the
RPF I nterface, then that router MJUST al ways advertise an infinite
metric in its election nessages. Wen a router is participating in a
DF el ection on an interface other than the MR B-indicated RPF
Interface then it MJST advertise the MRI B-provided netrics inits

el ecti on nmessages.

In the election protocol described bel ow, nmany nessage exchanges are

repeat ed El ection_Robustness tines for reliability. 1In all those
cases, the nessage retransnissions are spaced in tine by a snal
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randominterval. Al of the follow ng description is specific to the
election on a single link for a single RPA

3.5.2.1. Bootstrap Election

Initially, when no DF has been elected, routers finding out about a
new RPA start participating in the election by sending Ofer
messages. O fer nessages include the router’s netric to reach the
RPA. Ofers are periodically retransnitted with a period of

O fer _Interval.

If a router hears a better offer than its own froma neighbor, it
stops participating in the election for a period of

El ecti on_Robustness * Ofer _Interval, thus giving a chance to the
nei ghbor with the better nmetric to be elected DF. If during this
period no winner is elected, the router restarts the election from
the beginning. |If at any point during the initial election a router
receives an out of order offer with worse netrics than its own, then
it restarts the election fromthe beginning.

The result should be that all routers except the best candi date stop
advertising their offers.

A router assunes the role of the DF after having advertised its
metrics El ection_Robustness tines wthout receiving any offer from
any other neighbor. At that point, it transmts a Wnner nessage
that declares to every other router on the link the identity of the
wi nner and the metrics it is using.

Routers receiving a Wnner nessage stop participating in the election
and record the identity and netrics of the winner. |If the loca
metrics are better than those of the winner, then the router records
the identity of the winner (accepting it as the acting DF) but re-
initiates the election to try and take over.

3.5.2.2. Loser Metric Changes

Whenever the unicast netric to an RPA changes at a non-DF router to a
value that is better than that previously advertised by the acting
DF, the router with the new better metric should take action to
eventual |y assunme forwarding responsibility. Wen the nmetric change
is detected, the non-DF router with the now better netric restarts
the DF el ection process by sending Ofer nessages with this new
nmetric. Note that at any point during an election if no response is
recei ved after Election_Robustness retransmni ssions of an offer, a
router assunes the role of the DF foll owing the usual W nner
announcenent procedure.
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Upon receipt of an offer that is worse than its current netric, the
DF will respond with a Wnner nessage declaring its status and
advertising its better nmetric. Upon receiving the Wnner nessage,
the originator of the Ofer records the identity of the DF and aborts
the el ection.

Upon receipt of an offer that is better than its current netric, the
DF records the identity and netrics of the offering router and
responds with a Backoff nmessage. This instructs the offering router
to hold off for a short period of tinme while the unicast routing
stabilizes and other routers get a chance to put in their offers.
The Backoff nessage includes the offering router’s new netric and
address. Al routers on the link that have pending offers with
netrics worse than those in the Backoff nessage (including the
original offering router) will hold further offers for a period of
time defined in the Backoff nessage.

If athird router sends a better offer during the Backoff Period, the
Backof f nessage is repeated for the new of fer and t he Backoff Period
is restarted.

Bef ore the Backoff_Period expires, the acting DF nomi nates the router
havi ng nmade the best offer as the new DF using a Pass nessage. This
message includes the IDs and nmetrics of both the old and new DFs.

The old DF stops performing its tasks at the tine the Pass nessage
transmi ssion is made. The new DF assunes the role of the DF as soon
as it receives the Pass nmessage. All other routers on the |ink take
note of the new DF and its nmetric. Note that this event constitutes
an RPF Nei ghbor change, which may trigger Join nessages to the new DF
(see Section 3.4).

3.5.2.3. Wnner Mtric Changes

If the DF's routing nmetric to reach the RPA changes to a worse val ue,
it sends a set of Election_Robustness randomy spaced W nner nessages
on the link, advertising the new netric. Routers that receive this
announcenent but have a better netric nmay respond with an Offer
message that results in the sane handoff procedure descri bed above.
Al'l routers assune the DF has not changed until they see a Pass or

W nner nessage indicating the change.

There is no pressure to nmake this handoff quickly if the acting DF

still has a path to the RPL. The old path nay now be suboptinmal, but
it will still work while the re-election is in progress.
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3.5.2.4. Wnner Loses Path

If a router’s RPF Interface to the RPA switches to be on a link for
which it is acting as the DF, then it can no | onger provide
forwardi ng services for that link. It therefore inmmedi ately stops
being the DF and restarts the election. As its path to the RPAis
through the link, an infinite metric is used in the Ofer nessage it
sends.

3.5.2.5. Late Router Starting Up

A late router starting up after the DF el ection process has conpl eted
wi Il have no i nmedi ate know edge of the el ection outcone. As a
result, it will start advertising its netric in Offer nessages. As
soon as this happens, the currently elected DF will respond with a

W nner nmessage if its netric is better than the netric in the Ofer
message, or with a Backoff nmessage if its metric is worse than the
metric in the Ofer nessage

3.5.2.6. Wnner Dies

Whenever the DF dies, a new DF has to be elected. The speed at which
this can be achi eved depends on whether there are any downstream
routers on the link

If there are downstreamrouters, typically their MR B reported next-
hop before the DF dies will be the DF itself. They will therefore
notice either a change in the nmetric for the route to the RPA or a
change in next-hop away fromthe DF and can restart the el ection by
transmtting OFfer nessages. |If according to the MRIB the RPA is now
reachabl e t hrough the sane link via another upstreamrouter, an
infinite metric will be used in the Ofer

If no downstreamrouters are present, the only way for other upstream
routers to detect a DF failure is by the tineout of the PIM neighbor
i nformation, which will take significantly |onger

3.5.3. Election Protocol Specification

This section provides the definitive specification for the DF

el ection process. |If any discrepancy exists between Section 3.5.2
and this section, the specification in this section is to be assuned
correct.

3.5.3.1. Election State

The DF election state is maintained per RPA for each nulticast
enabled interface | on the router as introduced in Section 3.1.
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The state nmachine has the follow ng four states:

O fer
Initial election state. Wen in the Ofer state, a router
thinks it can eventually becone the wi nner and periodically
generates O fer nessages.

Lose
In this state, the router knows that there either is a
different election wnner or that no router on the link has a
path to the RPA.

Wn
The router is the acting DF without any contest.

Backof f
The router is the acting DF but another router has made a bid
to take over.

In the state machine, a router is considered to be an acting DF if it
isin the Wn or Backoff states.

The operation of the election protocol nmakes use of the variables and
timers described bel ow

Acting DF information
Used to store the identity and advertised netrics of the
el ection winner that is the currently acting DF.

DF el ection-Tiner (DFT)
Used to schedul e transm ssion of Ofer, Wnner, and Pass
nessages.

Message- Count (M)
Used to maintain the nunber of tinmes an Ofer or Wnner nmessage
has been transnitted.

Best-O fer
Used by the DF to record the identity and advertised netrics of
the router that has made the |ast offer, for use when sendi ng
the Pat h nmessage.
3.5.3.2. Election Messages

The el ection process uses the following PIMcontrol nmessages. The
packet format is described in Section 3.7:
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Ofer (OferinglD, Metric)
Sent by routers that believe they have a better netric to the
RPA than the netric that has been on offer so far.

W nner (DF-1D, DF-Metric)
Sent by a router when assuning the role of the DF or when re-
asserting in response to worse offers.

Backoff (DF-I1D, DF-Metric, OferinglD, O ferMetric,
Backof fI nterval)
Used by the DF to acknow edge better offers. It instructs
other routers with equal or worse offers to wait until the DF
passes responsibility to the sender of the offer.

Pass (A d-DF-1D, Ad-DF-Metric, New DF-1D, New DF-Metric)
Used by the old DF to pass forwarding responsibility to a
router that has previously nmade an offer. The O d-DF-Metric is
the current netric of the DF at the tinme the pass is sent.

Note that when a router is participating in a DF election for an RPA
on the interface that its MRIB indicates as the RPF Interface, then
that router MJST al ways advertise an infinite nmetric in its election
messages. Wien a router is participating in a DF election on an
interface other than the MRIB-indicated RPF Interface, then it MJST
advertise the MRIB-provided netrics in its election nessages.

3.5.3.3. FElection Events
During protocol operation, the follow ng events can take pl ace:

Control nessage reception
Reception of one of the four control DF el ection nessages
(OfFfer, Wnner, Backoff, and Pass). Wen a control nessage is
recei ved and actions are specified on a condition that netrics
are Better or Wirse, the conparison nust be perforned as
fol | ows:

0 On receipt of an Ofer or Wnner nessage, conpare the current
metrics for the RPAwith the nmetrics advertised for the
sender of the nessage.

0 On receipt of a Backoff or Pass nessage, conpare the current

netrics for the RPAwith the netrics advertised for the
target of the nessage.
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Path to RPA | ost

Losing the path to the RPA can happen in two ways. The first
happens when the route | earned through the MRIB is w thdrawn
and the MRIB no |longer reports an available route to reach the
RPA. The second case happens when the next-hop information
reported by the MRIB changes to indicate a next-hop that is
reachabl e t hrough the router interface under consideration
Clearly, as the router is using the interface as its RPF
Interface, it cannot offer forwarding services towards the RPL
to other routers on that |ink

Metric reported by the MRIB to reach the RPA changes

This event is triggered when the MRIB supplied information for
the RPA changes and the new i nformation provides a path to the
RPA. If the new MRIB information either reports no route or
reports a next-hop interface through the interface for which
the DF election is taking place, then the "Path to RPA | ost™"
event triggers instead. In specific states, the event nmay be
further filtered by specifying whether it is expected of the
netric to become better or worse and which of the stored
nmetrics the new MRIB informati on nust be conpared against. The
new i nformati on nmust be conpared with either the router’s old
metric, the stored DF nmetric, or the stored Best Ofer netric.

El ection-Timer (DFT) expiration

Expiration of the DFT election tiner can cause nessage

transm ssion and state transitions. The event might be further
qualified by specifying the value of the Message Count (M) as
well as the current existence of a path to the RPA (as defined
above).

Det ection of DF failure

3.5.3. 4.

Detection of DF failure can occur through the tineout of PIM
nei ghbor state.

El ecti on Actions

The DF el ection state machine action descriptions use the follow ng
notation in addition to the pseudocode notation described earlier in
this specification:

?=

Handl ey,

denotes the operation of lowering a tiner to a new value. |If
the tiner is not running, then it is started using the new
value. If the tiner is running with an expiration |ower than

the new value, then the tiner is not altered.
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When an action of "set DF to Sender or Target" is encountered during
recei pt of a Wnner, Pass, or Backoff message, it means the
fol | owi ng:

0 On receipt of a Wnner nessage, set the DF to be the originator
of the nmessage and record its netrics.

0 On receipt of a Pass nmessage, set the DF to be the target of the
nmessage and record its netrics.

0 On receipt of a Backoff nessage, set the DF to be the originator
of the nmessage and record its netrics.

3.5.3.5. FElection State Transitions
When a Designated Forwarder election is initiated, the starting state
is the Ofer state, the nessage counter (M) is set to zero, and the

DF election Tinmer (DFT) is set to OPlow (see Section 3.6 for a
definition of timer values).
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Fi gure 3: Designated Forwarder el ection state machine in tabular form

B o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e me o +
| | Event |
| Prev State +----------------- R LR T LR +
| | Recv better | Recv better | Recv better |
| | Pass / Wn | Backof f | Ofer |
S e e e oo o e a oo e e e oo +
| | -> Lose | - | - |
| Ofer | DF = Sender or | DFT = BOperiod | DFT = OPhigh; |
| | Target; Stop | + OPlow, MC = | MC =0 |
| | DFT | 0 | |
T oo oo oo +
| | - |- | -> Offer |
| Lose | DF = Sender or | DF = Sender | DFT = OPhi gh; |
| | Target | | MC = |
B S S Fom e e e e e o S +
| | -> Lose | -> Lose | -> Backoff |
| | DF = Sender or | DF = Sender; | Set Best to |
| Wn | Target; Stop | Stop DFT | Sender; Send |
| | DFT | | Backoff; DFT = |
| | | | BOperiod |
B S S Fom e e e e e o S +
| | -> Lose | -> Lose | - |
| | DF = Sender or | DF = Sender; | Set Best to |
| Backof f | Target; Stop | Stop DFT | Sender; Send |
| | DFT | | Backoff; DFT = |
| | | | BOperiod |
B S S Fom e e e e e o S +
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Bi di rectional PIM
e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mmmm - =
| Event
N . . .
| Recv Backoff | Recv Pass | Recv Worse
| for us | for us | Pass / Wn /
| | | Backof f
N N e
| - |-> Wn | -
| DFT = | Stop DFT | Set DF to
| BOperiod + | | Sender or
| OPlow, MC = | | Target; DFT
|0 | | 7= OPl ow;, MC
I I | =
N . N . .
|-> Ofer |-> Ofer |-> Ofer
| DF = Sender; |DF = Sender; |DF = Sender
| DFT = OPlow, |DFT = OPlow, |or Target;
IMC =0 IMC =0 | DFT = OPl ow;
I I IMC =0
N . N . .
|-> Ofer |-> Ofer |-> Ofer
| DF = Sender; |DF = Sender; |DF = Sender
| DFT = OPlow, |DFT = OPlow, |or Target;
IMC =0 IMC =0 | DFT = OPl ow;
I I IMC =0
N . N . .
[-> Ofer [-> Ofer [-> Ofer
| DF = Sender; |DF = Sender; |DF = Sender
| DFT = OPlow, |DFT = OPlow, |or Target;
IMC =0 IMC =0 | DFT = OPl ow;
I I IMC =0
N . N . .

St andards Track

Cct ober 2007

+
I
............ +
Recv worse |
Ofer |
I
____________ +
- I
DFT ?= |
OPl ow;, MC = |
0 I
I
I
____________ +
-> Ofer |
DFT = OPl ow, |
MC =0 |
I
I
____________ +
- |
Send W nner |
I
I
I
____________ +
-> Wn |
Send W nner; |
Stop DFT |
I
I
____________ +
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o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme e +
| In Offer State |
Fmm e e e a oo Fmm e e e a oo Fmm e e e a oo +
| DFT Expires and MC | DFT Expires and MC | DFT Expires and MC |
| is less than | is equal to | is equal to |
| Robust ness | Robustness and we | Robustness and |
| | have path to RPA | there is no path |
| | | to RPA |
Fmm e e e a oo Fmm e e e a oo Fmm e e e a oo +

. | -> Wn | -> Lose |
| Send Offer; DFT = | Send W nner | Set DF to None |
| OPlow, MC = MC + 1 | | |
e e e e e e oo e e e e e e oo e e e e e e oo +
o o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme e +
| In Offer State |
Fom e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e em e mam o +
| Metric changes and i s now worse |
o m m e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +
| DFT ?= OPl ow |
| MC = |
o o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me o +
o +
| In Lose State |
i oo o e e e e e e e e e e e e e aaa +
| Det ect DF Failure | Metric changes and now |
| | is better than DF |
Fom e e e e e m o o m e m e e e e e e e e e e e e e e emeaam o +
| -> Ofer | -> Ofer |
| DF = None; DFT = | DFT = OPlow_int; MC = |
| OPlow.int; MC = | |
T oo e e e e e e e e e e e aaa +
Fom e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e em e mam o +
| In Wn State |
e e e e a - o e e e e e e oo i +
| Metric changes and | Tinmer Expires and | Path to RPA | ost |
| is now worse | M is less than | |
| | Robustness | |
o e e e e e e oo o e e e e e e e e oo o e e e e e e e ea oo +
| - |- | -> Ofer |
| DFT = OPlow;, MC | Send Wnner; DFT = | Set DF to None; |
| O | OPlow, MC =M + 1 | DFT = OPlow, MC = |

0
USSR AU TR .
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S .. +
| In Backoff State

T T T e +
| Metric changes and | Tiner Expires | Path to RPA | ost

| is now better than | |

| Best | | |
e . S +
| -> Wn | -> Lose | -> Ofer |
| Stop Tinmer | Send Pass; Set DF | Set DF to None;

| | to stored Best | DFT = OPlow, MC = |
| | | O |
e e e e a - o e e e e e e oo i +

3.5.4. Election Reliability Enhancenents

For the correct operation of BIDDR-PIM it is very inportant to avoid
situations where two routers consider thenselves to be Designated
Forwarders for the sane Iink. The two precautions bel ow are not
required for correct operation but can hel p di agnose and correct
anonal i es.

3.5.5. M ssing Pass

After a DF has been el ected, a router whose netrics change to becone
better than the DF will attenpt to take over. |If during the re-

el ection the acting DF has a condition that causes it to |lose all of
the el ection nessages (like a CPU overload), the new candidate will
transmit three offers and assune the role of the forwarder resulting
intw DFs on the Iink. This situation is pathol ogi cal and shoul d be
corrected by fixing the overloaded router. It is desirable that such
an event can be detected by a network adm ni strator.

When a router becormes the DF for a Iink without receiving a Pass
message fromthe known old DF, the PIM neighbor information for the
old DF can be marked to this effect. Upon receiving the next PIM
Hel |l o message fromthe old DF, the router can retransmt W nner
messages for all the RPAs for which it is acting as the DF. The
anomaly nmay al so be logged by the router in a rate-limted nanner to
alert the operator.

3.5.6. Peri odi ¢ W nner Announcenent

An additional degree of safety can be achieved by having the DF for
each RPA periodically announce its status in a Wnner nessage.
Transm ssion of the periodic Wnner nmessage can be restricted to
occur only for RPAs that have active groups, thus avoiding the
periodic control traffic in areas of the network w thout senders or
receivers for a particular RPA
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3.6. Tinmers, Counters, and Constants
BIDIR-PIM maintains the following tiners, as discussed in Section
3.1. Al timers are countdown tinmers - they are set to a val ue and
count down to zero, at which point they typically trigger an action.
O course they can just as easily be inplenmented as count-up tiners,
where the absolute expiry tine is stored and conpared agai nst a real -
time clock, but the language in this specification assunmes that they
count downwards to zero.
Per Rendezvous-Point Address (RPA):
Per interface (I):
DF El ection Timer: DFT(RPAI)
Per Group (G:
Upstream Join Tiner: JT(Q
Per interface (I):
Join Expiry Tinmer: ET(GI)
PrunePendi ngTi mer: PPT(G )

When tinmers are started or restarted, they are set to default val ues.
This section sumrari zes those default val ues.
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Ti mer

Handl ey,

Bi directional PIM

Nane: DF El ection Tiner (DFT)

et al.

rand(0.5, 1) *
O fer_Period

El ecti on_Robust ness
* Offer_Period

St andards Track

Cct ober 2007

Interval to wait
bet ween repeat ed
O fer and W nner
nessages.

Period that acting
DF waits between
receiving a better
O fer and sending
t he Pass nessage
to transfer DF
responsibility.

Range of actual
random sed val ue
used between
repeat ed nessages.

Interval to wait
in order to give a
chance to a router
with a better

O fer to becone

t he DF.
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Timer Nanes: Join Expiry Tiner (ET(G 1))

I I I e
| Val ue Name | Val ue | Expl anation

S S o e e e e e e e e e e e e e e e e
| 3/ P Hol dTi ne | fromnmessage | Hold Tinme from Join/Prune Message
. . S

Ti mer Names: PrunePendingTimer (PPT(G 1))

Default: 3 secs | Short period after
| a Join or Prune to
| allow other

| routers on the LAN
| to override the

|

Join or Prune

Note that the value of the J/P Override Interval is interface specific

and depends on both the Propagation_Delay and the Override_Interva
val ues that may change when Hell o nessages are received [4].

Ti mer Nanes: Upstream Join Tiner (JT(Q)

Fomm e e e o - o m e e e e e e me o oo o m e m e e e e e e e e e e e e emeao -
Val ue Nane | Val ue Expl anati on

B S e e e a - o e e m e e e e e e e e e e e e e e e
t _periodic | Default: 60 secs Peri od between Joi n/ Prune Messages
R e e e e ek o m e e e e e e e e e eme s
t _suppressed |rand(1l.1 * Suppr essi on peri od when soneone

| |t _periodic, 1.4 * else sends a J/P nessage so we

| |t _periodic) don’t need to do so.

B S e e e a - o e e m e e e e e e e e e e e e e e e

t _override | rand(0, 0.9 * J/P Randoni zed delay to prevent

| | Override Interval) response inplosion when sending a
| | Join message to override soneone
| | el se’ s Prune nessage.

For nore information about these values, refer to the PIMSM [ 4]
docunent ati on.
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Const ant Nane: DF El ecti on Robustness

3.7.

3.7

| M ni nrum nunber of |
| el ecti on nessages |
| that rmust be | ost |
| in order for |
| election to fail. |

Bl DI R- Pl M Packet Fornmats

This section describes the details of the packet formats for BID R
PIM control nessages. BIDI R PIMshares a nunber of control nessages
in conmmon with PIMSM[4]. These include the Hello and Joi n/ Prune
messages as well as the format for the Encoded- Uni cast address. For
details on the format of these packets, please refer to the PIMSM
documentation. Here we will only define the additional packets that
are introduced by BIDOR-PIM These are the packets used in the DF
el ection process as well as the Bidirectional Capable PIMHello
option.

.1. DF Election Packet Formats
Al'l PI M control nessages have | P protocol nunber 103.
BI DI R-Pl M nessages are nulticast with TTL 1 to the ' ALL- Pl M ROUTERS

group. The IPv4 ‘ ALL-PI M ROUTERS group is ‘224.0.0.13 . The |IPv6
“ALL- Pl M ROUTERS' group is ‘ff02::d".
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Al'l DF election BIDI R-PIMcontrol nessages share the comon header
bel ow.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| PIM Ver| Type | Subtype| Rsvd | Checksum |
e o T i i o o O S e S ol o S S S s it SR R SR S

| RP Address (Encoded-Uni cast format) .
R R e o i i i i i S i S S S e T T s i T S S S S e 5
| Sender Metric Preference

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Sender Metric |
B Lt r s i i i o o T s ks S R S

Pl M Ver
PI M Ver si on nunber is 2.
Type
Al'l DF-Election PIMcontrol nessages share the PI M nessage Type of
10.
Subt ype
Subt ypes for DF el ecti on nessages are:
1 =0Ofer
2 = Wnner
3 = Backoff
4 = Pass
Rsvd
Set to zero on transnission. |gnored on receipt.
Checksum
A standard checksum | P checksumis used, i.e., the 16-bit one’s

conpl enent of the one’s conplenent sumof the entire PI M nessage.
For computing the checksum the checksumfield is zeroed.

RP Address
The bidirectional RPA for which the election is taking place. The
format is described in [4], Section 4.9.1.

Sender Metric Preference

Preference val ue assigned to the unicast routing protocol that the
nmessage sender used to obtain the route to the RPA

Handl ey, et al. St andards Track [ Page 35]



RFC 5015 Bi directional PIM Cct ober 2007

Sender Metric
The unicast routing table nmetric used by the nessage sender to
reach the RPA. The netric is in units applicable to the unicast
routing protocol used.

In addition to the fields defined above, the Backoff and Pass
nmessages have the extra fields described bel ow.

3.7.2. Backoff Message

The Backoff message uses the following fields in addition to the
conmon el ection nessage format descri bed above.

0 1 2 3
01234567890123456789012345678901
B s e i o e S e e e it S S S e S S i st it S SRR TR e S
| O fering Address (Encoded-Uni cast format) .
e i el T I N N e e T ik IR R R R R RN i el R NI N R R R i el S
| O fering Metric Preference |
B Lt r s i i i o o T s ks S R S
| Ofering Metric |
B T T T o o S S S e i S S Tk e e Y S
| I nterval |

i T R i el i it S SRR R S SR SR S

O fering Address
The address of the router that made the |ast (best) Ofer. The
format is described in [4], Section 4.9.1.

O fering Metric Preference
Preference val ue assigned to the unicast routing protocol that the
offering router used to obtain the route to the RPA

Ofering Metric
The unicast routing table nmetric used by the offering router to
reach the RPA. The netric is in units applicable to the unicast
routing protocol used.

I nterval
The backoff interval in nmlliseconds to be used by routers with
worse metrics than the offering router.
3.7.3. Pass Message

The Pass nessage uses the following fields in addition to the conmon
election fields described above.
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0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| New W nner Address (Encoded-Unicast fornmat)

B T e o i S I i i S S N iy St S I S S
| New W nner Metric Preference |
e e i i e T S i S e e e R
| New W nner Metric |
i T i i o e e e e e e et i S S S R R SR

New W nner Address
The address of the router that nade the | ast (best) Ofer. The
format is described in [4], Section 4.9.1.

New W nner Metric Preference
Preference val ue assigned to the unicast routing protocol that the
offering router used to obtain the route to the RPA

New W nner Metric
The unicast routing table nmetric used by the offering router to
reach the RPA. The netric is in units applicable to the unicast
routing protocol used.

3.7.4. Bidirectional Capable PIMHello Option
BIDIR-PI Mintroduces one new Pl MHello option.
0 OptionType 22: Bidirectional Capable

0 1 2 3

01234567890123456789012345678901
e S i i S i i i S il ik S N o
| Type = 22 | Length = 0 |
B T o S e i oL I S e e T s T S it i S

4. RP Discovery

Rout ers di scover that a range of mnulticast group addresses operates
in bidirectional node, and that the address of the Rendezvous- Poi nt
address (RPA) is serving the group range either through static
configuration or using an automatic RP di scovery nmechanismlike the
Pl M Boot strap nechani sm (BSR) [7] or Auto-RP.
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5.

5.

5.

Security Considerations

The | Psec [5] authentication header MAY be used to provide data
integrity protection and group-w se data origin authentication of
Bl DI R- Pl M prot ocol messages. Authentication of BID R Pl M nessages
can protect against unwanted behavi our caused by unauthorized or
altered BI DI R-PI M nessages.

1. Attacks Based on Forged Messages

As in PI M Sparse-Mde, the extent of possible damage depends on the
type of counterfeit nessages accepted. BIDI R-PIMonly uses |ink-

| ocal multicast nessages sent to the ALL_PI M ROUTERS address, hence
attacks can only be carried out by directly connected nodes, or wth
the conplicity of directly connected routers.

Some of the BIDI R-PIMprotocol messages (Join/Prune and Hello) are
identical, both in format and functionality, to the respective
messages used in PIMSM Security considerations for these nessages
are to be found in [4]. Oher nessages (DF-el ection nessages) are
specific to BIDDR-PIMand wi Il be discussed in the follow ng

par agr aphs.

By forging DF-el ection nessages, an attacker can disrupt the election
of the Designated Forwarder on a link in two different ways:

1.1. El ecti on of an |Incorrect DF

An attacker can force its election as DF by participating in a
regul ar el ection and advertising the best netric to reach the RPA
An attacker can also try to force the election of another router as
DF by sending an O fer, Wnner, or Pass nessage and inpersonating
another router. In sone cases (e.g., the Ofer), multiple nessages
m ght be needed to carry out an attack.

In the case of Offer or Wnner nessages, the attacker will have to

i npersonate the node that it wants to have becone the DF. In the
case of the Pass, it will have to inpersonate the current DF. This
type of attack causes the wong DF to be recorded in all nodes apart
fromthe one that is being inpersonated. This node typically will be
able to detect the anomaly and, possibly, restart a new el ection.

A nore sophisticated attacker mght carry out a concurrent DoS attack
on the node being inpersonated, so that it will not be able to detect
the forged packets and/or take counterneasures.
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Al'l attacks based on inpersonation can be detected by all routers and
avoided if the source of DF-election nessages can be aut henti cated.
When aut hentication is avail able, spoofed nmessages MJST be di scarded
and a rate-linited warni ng nessage SHOULD be | ogged.

A nore subtle attacker could use MAC-| evel addresses to partition the
set of recipients of DF-election nessages and create an inconsi stent
DF view on the link. For exanple, the attacker could use unicast MAC
addresses for its forged DF-el ection nessages. To prevent this type
of attack, BIDIR-PIMrouters SHOULD check the destinati on MAC address
of received DF-el ection nmessages. This however is ineffective on
links that do not support layer-2 nulticast delivery.

Source authentication is also sufficient to prevent this kind of
att ack.

5.1.2. Preventing El ection Convergence

By forging DF el ection nessages, an attacker can prevent the election
from convergi ng, thus disrupting the establishnment of nulticast
forwarding trees. There are nany ways to achieve this. The sinplest
is by sending an infinite sequence of Offer nessages (the nmetric used
in the nessages is not inportant).

5.2. Non-Cryptographi c Authentication Mechani sns

A BIDI R PIMrouter SHOULD provide an option to linmt the set of

nei ghbors fromwhich it will accept Join/Prune, Assert, and DF-

el ecti on nessages. Either static configuration of |IP addresses or an
| Psec security association may be used. Furthernore, a PIMrouter
SHOULD NOT accept protocol nessages froma router fromwhich it has
not yet received a valid Hello nessage.

5. 2.1. Basi ¢ Access Contro

In a Pl M SM donmai n, when all routers are trusted, it is possible to
i mpl enent a basic form of access control for both sources and

recei vers: Receivers can be validated by the |last-hop DR and sources
can be validated by the first-hop DR and/or the RP

In BIDDR-PIM this is generally feasible only for receivers, as
sources can send to the nmulticast group without the need for routers
to detect their activity and create source-specific state. However,
it is possible to nodify the standard BI DI R-PI M behavi our, in a
backward conpatible way, to all ow per-source access control. The
tradeof f woul d be protocol sinplicity, menory, and processing
requirenents.
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5.3. Authentication Using |IPsec

Just as with PIMSM the IPsec [5] transport nobde using the
Aut henti cati on Header (AH) is the recomended nmethod to prevent the
above attacks against BID R PIM

It is reconmended that | Psec authentication be applied to all BID R
PI M prot ocol nessages. The specification on howthis is done is
found in [4]. Specifically, the authentication of PIMSMIink-Ioca
nmessages, described in [4], applies to all BID R Pl M nmessages as
wel | .

5.4. Denial-of-Service Attacks

The deni al -of -service attack based on forged Join nessages, descri bed
in[4], also applies to BIDR-PIM

6. | ANA Consi derati ons

| ANA has assigned OptionType 22 to the "Bidirectional Capable"
option.
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