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Abst r act

The Direct Data Pl acenent protocol provides information to Place the
incomng data directly into an upper layer protocol’s receive buffer
wi thout internediate buffers. This renoves excess CPU and nmenory
utilization associated with transferring data through the

i nternmedi ate buffers.
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I ntroduction

Note: The capitalization of certain words in this docunent indicates
they are being used with the specific nmeaning given in the glossary
(Section 2).

Direct Data Placenent Protocol (DDP) enables an Upper Layer Protoco
(ULP) to send data to a Data Sink without requiring the Data Sink to
Place the data in an internediate buffer - thus, when the data
arrives at the Data Sink, the network interface can Place the data
directly into the ULP's buffer. This can enable the Data Sink to
consune substantially |ess nenory bandwi dth than a buffered nodel
because the Data Sink is not required to nove the data fromthe
internedi ate buffer to the final destination. Additionally, this can
enabl e the network protocol to consunme substantially fewer CPU cycles
than if the CPU was used to nove the data, and this can renove the
bandwidth Iimtation of only being able to nove data as fast as the
CPU can copy the data.

DDP preserves ULP record boundaries (nmessages) while providing a
variety of data transfer nechani sns and conpl eti on mechani snms to be
used to transfer ULP nessages.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

1. Architectural Goals

DDP has been designed with the followi ng high-level architectura
goal s:

* Provide a buffer nodel that enables the Local Peer to Advertise
a naned buffer (i.e., a Tag for a buffer) to the Renote Peer,
such that across the network the Renbte Peer can Place data into
the buffer at Renote-Peer-specified locations. This is referred
to as the Tagged Buffer Mdel

* Provide a second receive buffer nodel that preserves ULP nessage
boundaries fromthe Renote Peer and keeps the Local Peer’s
buffers anonynmous (i.e., Untagged). This is referred to as the
Unt agged Buffer Mbdel.

* Provide reliable, in-order Delivery senmantics for both Tagged
and Unt agged Buffer Model s.

* Provide segnmentation and reassenbly of ULP nessages.
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* Enable the ULP Buffer to be used as a reassenbly buffer, wthout
a need for a copy, even if inconming DDP Segnents arrive out of
order. This requires the protocol to separate Data Pl acenment of
ULP Payl oad contained in an incom ng DDP Segnent from Data
Delivery of completed ULP Messages.

* | f the Lower Layer Protocol (LLP) supports nultiple LLP Streans
within an LLP Connection, provide the above capabilities
i ndependently on each LLP Stream and enable the capability to be
exported on a per-LLP-Streambasis to the ULP

1.2. Protocol Overview

DDP supports two basic data transfer nodels - a Tagged Buffer data
transfer nodel and an Untagged Buffer data transfer nodel.

The Tagged Buffer data transfer nodel requires the Data Sink to send
the Data Source an identifier for the ULP Buffer, referred to as a
Steering Tag (STag). The STag is transferred to the Data Source
using a ULP-defined nethod. Once the Data Source ULP has an STag for
a destination ULP Buffer, it can request that DDP send the ULP data
to the destination ULP Buffer by specifying the STag to DDP. Note
that the Tagged Buffer does not have to be filled starting at the
begi nning of the ULP Buffer. The ULP Data Source can provide an
arbitrary offset into the ULP Buffer.

The Untagged Buffer data transfer nodel enables data transfer to
occur without requiring the Data Sink to Advertise a ULP Buffer to
the Data Source. The Data Sink can queue up a series of receive ULP
Buf fers. An Untagged DDP Message fromthe Data Source consunes an
Unt agged Buffer at the Data Sink. Because DDP is nessage oriented,
even if the Data Source sends a DDP Message payl oad smaller than the
receive ULP Buffer, the partially filled receive ULP Buffer is
delivered to the ULP anyway. |If the Data Source sends a DDP Message
payl oad | arger than the receive ULP Buffer, it results in an error

There are several key differences between the Tagged and Unt agged
Buf f er Mbdel :

* For the Tagged Buffer Mdel, the Data Source specifies which
recei ved Tagged Buffer will be used for a specific Tagged DDP
Message (sender-based ULP Buffer nmanagenent). For the Untagged
Buf fer Mbdel, the Data Sink specifies the order in which
Unt agged Buffers will be consuned as Untagged DDP Messages are
recei ved (receiver-based ULP Buffer nanagenent).

* For the Tagged Buffer Mdel, the ULP at the Data Sink nust
Advertise the ULP Buffer to the Data Source through a ULP

Shah, et al. St andards Track [ Page 4]



RFC 5041 DDP Protocol Specification Cct ober 2007

speci fic nechani sm before data transfer can occur. For the
Unt agged Buffer Mdel, data transfer can occur w thout an end-
to-end explicit ULP Buffer Advertisenment. Note, however, that
the ULP needs to address flow control issues.

* For the Tagged Buffer Mbdel, a DDP Message can start at an
arbitrary offset within the Tagged Buffer. For the Untagged
Buf fer Mbdel, a DDP Message can only start at offset O.

* The Tagged Buffer Mdel allows multiple DDP Messages targeted to
a Tagged Buffer with a single ULP Buffer Advertisenent. The
Unt agged Buffer Mddel requires associating a receive ULP Buffer
for each DDP Message targeted to an Untagged Buffer.

Ei ther data transfer nodel Places a ULP Message into a DDP Message.
Each DDP Message is then sliced into DDP Segnents that are intended
to fit within a | ower-layer-protocol’s (LLP) Mxi mum Upper Layer
Protocol Data Unit (MJLPDU). Thus, the ULP can post arbitrarily
sized ULP Messages, containing up to 232 - 1 octets of ULP Payl oad,
and DDP slices the ULP nmessage into DDP Segments, which are
reassenbl ed transparently at the Data Sink.

DDP provides in-order delivery for the ULP. However, DDP
differentiates between Data Delivery and Data Pl acenent. DDP

provi des enough information in each DDP Segnent to allow the ULP

Payl oad in each i nbound DDP Segnent payloads to be directly Placed
into the correct ULP Buffer, even when the DDP Segnments arrive out-
of -order. Thus, DDP enables the reassenbly of ULP Payl oad cont ai ned
in DDP Segnents of a DDP Message into a ULP Message to occur within
the ULP Buffer, therefore elimnating the traditional copy out of the
reassenbly buffer into the ULP Buffer.

A DDP Message's payload is Delivered to the ULP when:

* all DDP Segnents of a DDP Message have been conpl etely received,
and the payl oad of the DDP Message has been Placed into the
associ ated ULP Buffer,

* all prior DDP Messages have been Pl aced, and

* all prior DDP Message Deliveries have been perforned.

The LLP under DDP may support a single LLP Stream of data per
connection (e.g., TCP [TCP]) or nultiple LLP Streans of data per
connection (e.g., SCTP [SCTP]). But in either case, DDP is specified

such that each DDP Streamis independent and maps to a single LLP
Stream Wthin a specific DDP Stream the LLP Streamis required to
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provide in-order, reliable Delivery. Note that DDP has no ordering
guar ant ees between DDP Streans.

A DDP protocol could potentially run over reliable Delivery LLPs or
unreliable Delivery LLPs. This specification requires reliable, in
order Delivery LLPs.

1.3. DDP Layering

DDP is intended to be LLP independent, subject to the requirenments
defined in section 3. However, DDP was specifically defined to be
part of a famly of protocols that were created to work well
together, as shown in Figure 1, DDP Layering. For LLP protocol
definitions of each LLP, see Marker PDU Aligned Franing for TCP
Specification [ MPA] and Stream Control Transni ssion Protocol (SCTP)
Direct Data Pl acenent (DDP) Adaptation [ SCTPDDP] .

DDP enabl es direct data Placenent capability for any ULP, but it has
been specifically designed to work well with Renote Direct Menory
Access Protocol (RDVAP) (see [RDVMAP]), and is part of the i WARP
protocol suite.
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Figure 1: DDP Layering

Shah, et al. St andards Track [ Page 6]



RFC 5041 DDP Protocol Specification Cct ober 2007

2.

2.

1.

If DDP is |ayered bel ow RODMAP and on top of MPA and TCP, then the
respective headers and payl oad are arranged as foll ows (Note: For
clarity, MPA header and CRC are included, but fram ng narkers are not
shown. ) :

0 1 2 3

012345678901234567890123456789°01
o S S
I I
[/ TCP Header [/
I I
B ok T S S S e it S R R et et TEIE SRR SR S S S S S s i e o =
| MPA Header | |
I S S g O Sy S +
I I
[/ DDP Header [/
I I
B ok T S S S e it S R R et et TEIE SRR SR S S S S S s i e o =
I I
/1 RDMVAP Header /1
I I
B T S St i i T s T e o S S i St SN
I I
/1 /1
/1 RDVAP ULP Payl oad /1
/1 /1

B i S S T T I S e S S s S S S S S S S S S
| MPA CRC |
i S S S e i S S e s s S S S e

Figure 2: MPA, DDP, and RDVAP Header Alignment
d ossary
Gener al

Advertisenent (Advertised, Advertise, Advertisenents, Advertises) -
The act of inform ng a Renbte Peer that a | ocal RDVA Buffer is
available to it. A Node nakes avail able an RDVA Buffer for
i ncom ng RDMA Read or RDVA Wite access by informng its RDVA/ DDP
peer of the Tagged Buffer identifiers (STag, base address,

I ength). This Advertisenent of Tagged Buffer information is not
defined by RDMAV DDP and is left to the ULP. A typical nethod
woul d be for the Local Peer to enmbed the Tagged Buffer’s Steering
Tag, address, and length in a Send nessage destined for the
Renot e Peer.
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Data Delivery (Delivery, Delivered, Delivers) - Delivery is defined
as the process of informng the ULP or consuner that a particul ar
nmessage is available for use. This is specifically different
from"Placenent”, which may generally occur in any order, while
the order of "Delivery" is strictly defined. See "Data
Pl acement ".

Data Sink - The peer receiving a data payload. Note that the Data
Sink can be required to both send and recei ve RDMAN DDP Messages
to transfer a data payl oad.

Data Source - The peer sending a data payload. Note that the Data
Source can be required to both send and recei ve RDMA/ DDP Messages
to transfer a data payl oad.

Delivery (Delivered, Delivers) - See Data Delivery in Section 2.1.

i WARP - A suite of wire protocols conprised of RDVAP [ RDVAP], DDP
(this specification), and Marker PDU Aligned Fram ng for TCP
(MPA) [MPA]. The i WARP protocol suite nay be | ayered above TCP,
SCTP, or other transport protocols.

Local Peer - The RDMA DDP protocol inplenmentation on the |ocal end of
the connection. Used to refer to the local entity when
descri bing a protocol exchange or other interaction between two
Nodes.

Node - A conputing device attached to one or nore |inks of a network.
A Node in this context does not refer to a specific application
or protocol instantiation running on the conputer. A Node nay
consi st of one or nore RDVA Enabl ed Network Interface Controllers
(RNICs) installed in a host conputer.

Pl acenent (Pl aced, Places) - See "Data Placenent"” in Section 2.3

Renote Peer - The RDVA/ DDP protocol inplenentation on the opposite
end of the connection. Used to refer to the renote entity when
descri bi ng protocol exchanges or other interactions between two
Nodes.

RNI C - RDVA Enabl ed Network Interface Controller. In this context,
this would be a network I/O adapter or enbedded controller with
i WARP functionality.

ULP - Upper Layer Protocol. The protocol |ayer above the protocol
| ayer currently being referenced. The ULP for RDMAN DDP is
expected to be an Operating System (OS), application, adaptation
| ayer, or proprietary device. The RDMA/ DDP docunents do not

Shah, et al. St andards Track [ Page 8]



RFC 5041 DDP Protocol Specification Cct ober 2007

specify a ULP -- they provide a set of semantics that allow a ULP
to be designed to utilize RDVA DDP.

ULP Message - The ULP data that is handed to a specific protocol
| ayer for transm ssion. Data boundaries are preserved as they
are transmtted through i WARP.

ULP Payl oad - The ULP data that is contained within a single protocol
segment or packet (e.g., a DDP Segment).

2.2. LLP

LLP - Lower Layer Protocol. The protocol |ayer beneath the protocol
| ayer currently being referenced. For exanple, for DDP, the LLP
is SCTP DDP Adaptation, MPA, or other transport protocols. For
RDMVA, the LLP is DDP.

LLP Connection - Corresponds to an LLP transport-I|evel connection
bet ween the peer LLP | ayers on two nodes.

LLP Stream - Corresponds to a single LLP transport-Ilevel stream
bet ween the peer LLP layers on two Nodes. One or nore LLP
Streanms may map to a single transport-Ilevel LLP Connection. For
transport protocols that support nultiple streans per connection
(e.g., SCTP), an LLP Stream corresponds to one transport-|evel
stream

MULPDU - Maxi num Upper Layer Protocol Data Unit (MJLPDU). The
current maxi num size of the record that is acceptable for DDP to
pass to the LLP for transm ssion.

ULPDU - Upper Layer Protocol Data Unit. The data record defined by
the | ayer above MPA.

2.3. Direct Data Pl acenment (DDP)

Data Pl acenent (Placenent, Placed, Places) - For DDP, this termis
specifically used to indicate the process of witing to a Data
Buffer by a DDP inplenentation. DDP Segnents carry Placenent
i nformati on, which may be used by the receiving DDP
i npl ementation to perform Data Pl acenent of the DDP Segment ULP
Payl oad. See "Data Delivery" and "Direct Data Pl acenent".

DDP Abortive Teardown - The act of closing a DDP Stream wi t hout
attenpting to conplete in-progress and pendi ng DDP Messages.
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DDP Graceful Teardown - The act of closing a DDP Stream such that al
i n-progress and pendi ng DDP Messages are allowed to conplete
successful ly.

DDP Control Field - Afixed 8-bit field in the DDP Header

DDP Header - The header present in all DDP Segnments. The DDP Header
contains control and Placenent fields that are used to define the
final Placenent |ocation for the ULP Payload carried in a DDP
Segnent .

DDP Message - A ULP-defined unit of data interchange, which is
subdi vided into one or nore DDP Segnents. This segnentation nmay
occur for a variety of reasons, including segmentation to respect
t he maxi num segnent size of the underlying transport protocol

DDP Segment - The smallest unit of data transfer for the DDP
protocol. It includes a DDP Header and ULP Payload (if present).
A DDP Segnent should be sized to fit within the Lower Layer
Pr ot ocol MJLPDU

DDP Stream - A sequence of DDP nessages whose ordering is defined by
the LLP. For SCTP, a DDP Stream maps directly to an SCTP stream
For MPA, a DDP Stream nmaps directly to a TCP connection, and a
single DDP Streamis supported. Note that DDP has no ordering
guar ant ees between DDP Streans.

DDP Stream ldentifier (ID) - An identifier for a DDP Stream

Direct Data Placenent - A nechani sm whereby ULP data contained within
DDP Segnments nay be Placed directly into its final destination in
menory without processing of the ULP. This nay occur even when
the DDP Segnments arrive out of order. Qut-of-order Placenent
support may require the Data Sink to inplenment the LLP and DDP as
one functional bl ock

Direct Data Placenent Protocol (DDP) - Also, a wire protocol that
supports Direct Data Placenent by associating explicit nenory
buffer placenent information with the LLP payl oad units.

Message OFfset (MO - For the DDP Untagged Buffer Mdel, specifies
the offset, in octets, fromthe start of a DDP Message.

Message Sequence Number (MSN) - For the DDP Untagged Buffer Mdel

specifies a sequence nunber that is increasing with each DDP
Message.
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Protection Domain (PD) - A mechani smused to associate a DDP Stream
and an STag. Under this mechanism the use of an STag is valid
on a DDP Streamif the STag has the sane Protection Donain
Identifier (PDID) as the DDP Stream

Protection Donain Identifier (PDID) - An identifier for the
Prot ecti on Domai n.

Queue Nurber (QN) - For the DDP Untagged Buffer Mdel, identifies a
destination Data Sink queue for a DDP Segnent.

Steering Tag - An identifier of a Tagged Buffer on a Node, valid as
defined within a protocol specification.

STag - Steering Tag

Tagged Buffer - A buffer that is explicitly Advertised to the Renote
Peer through exchange of an STag, Tagged O fset, and | ength.

Tagged Buffer Mdel - A DDP data transfer nodel used to transfer
Tagged Buffers fromthe Local Peer to the Renote Peer.

Tagged DDP Message - A DDP Message that targets a Tagged Buffer.
Tagged Offset (TO - The offset within a Tagged Buffer on a Node.

ULP Buffer - A buffer owned above the DDP | ayer and Advertised to the
DDP | ayer either as a Tagged Buffer or an Untagged ULP Buffer.

ULP Message Length - The total length, in octets, of the ULP Payl oad
contained in a DDP Message.

Unt agged Buffer - A buffer that is not explicitly Advertised to the
Renot e Peer.

Unt agged Buffer Mddel - A DDP data transfer nodel used to transfer
Unt agged Buffers fromthe Local Peer to the Renote Peer.

Unt agged DDP Message - A DDP Message that targets an Untagged Buffer.
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3. Reliable Delivery LLP Requirenents

Any protocol that can serve as an LLP to DDP MUST neet the foll ow ng
requirenents

1

Shabh,

LLPs MUST expose MJULPDU and MJULPDU changes. This is required so
that the DDP | ayer can perform segnentation aligned with the
MULPDU and can adapt as MJLPDU changes conme about. The corner
case of how to handl e outstanding requests during a MILPDU change
is covered by the requirenents bel ow.

In the event of a MILPDU change, DDP MJUST NOT be required by the
LLP to re-segnent DDP Segnents that have been previously posted
to the LLP. Note that under pathol ogical conditions the LLP nmay
change the Advertised MILPDU nore frequently than the queue of
previously posted DDP Segnent transmit requests is flushed.

Under this pathological condition, the LLP transmt queue can
contain DDP Messages for which nmultiple updates to the
correspondi ng MJLPDU have occurred subsequent to posting of the
messages. Thus, there nay be no correl ation between the queued
DDP Segrent (s) and the LLP' s current val ue of MJULPDU

The LLP MUST ensure that, if it accepts a DDP Segnent, it will
transfer it reliably to the receiver or return with an error
stating that the transfer failed to conplete

The LLP MUST preserve DDP Segnent and Message boundaries at the
Dat a Si nk.

The LLP MAY provide the inconming segnments out of order for
Pl acenent, but if it does, it MJST al so provide information that
speci fies what the sender-specified order was.

LLP MJST provide a strong digest (at |east equivalent to CRC32-C)
to cover at least the DDP Segnent. It is believed that sone of
the existing data integrity digests are not sufficient, and that
direct nenory transfer senantics requires a stronger digest than
for exanple, a sinple checksum

On receive, the LLP MJIST provide the length of the DDP Segnent
received. This ensures that DDP does not have to carry a length
field in its header.

If an LLP does not support teardown of an LLP Stream i ndependent
of other LLP Streans, and a DDP error occurs on a specific DDP
Stream then the LLP MJST | abel the associated LLP Stream as an
erroneous LLP Stream and MJUST NOT all ow any further data transfer
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on that LLP Stream after DDP requests the associated DDP Stream
to be torn down.

9. For a specific LLP Stream the LLP MJST provide a nechanismto
indicate that the LLP Stream has been gracefully torn down. For
a specific LLP Connection, the LLP MUST provide a nechanismto
i ndi cate that the LLP Connection has been gracefully torn down.

Note that, if the LLP does not allow an LLP Streamto be torn
down i ndependently of the LLP Connection, the above requirenents
allow the LLP to notify DDP of both events at the sane tine.

10. For a specific LLP Connection, when all LLP Streans are either
gracefully torn down or are |abeled as erroneous LLP Streans, the
LLP Connecti on MJUST be torn down.

11. The LLP MJUST NOT pass a duplicate DDP Segnment to the DDP | ayer
after it has passed all the previous DDP Segnents to the DDP
| ayer and the associated ordering information for the previous
DDP Segnents and the current DDP Segnent.

4, Header For mat

DDP has two different header formats: one for Data Placenent into
Tagged Buffers, and the other for Data Placenent into Untagged
Buffers. See Section 5.1 for a description of the two nodels.

4. 1. DDP Control Field

The first 8 bits of the DDP Header carry a DDP Control Field that is
common between the two formats. It is shown belowin Figure 3,

of fset by 16 bits to accompdate the MPA header defined in [ MPA]

The MPA header is only present if DDP is |layered on top of MPA

0 1 2 3
01234567890123456789012345678901
R N S N
| TIL] Rsvd |DV
e e

Figure 3: DDP Control Field
T - Tagged flag: 1 bit.
Specifies the Tagged or Untagged Buffer Mddel. |If set to one,

the ULP Payload carried in this DDP Segment MJST be Placed into a
Tagged Buffer
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If set to zero, the ULP Payload carried in this DDP Segnent MJST
be Placed into an Untagged Buffer.

L - Last flag: 1 bit.

Speci fies whether the DDP Segnent is the | ast segnent of a DDP
Message. It MUST be set to one on the |ast DDP Segment of every
DDP Message. It MJUST NOT be set to one on any other DDP Segnent.

The DDP Segnent with the L bit set to 1 MJST be posted to the LLP
after all other DDP Segments of the associ ated DDP Message have
been posted to the LLP. For an Untagged DDP Message, the DDP
Segrment with the L bit set to 1 MJST carry the highest MO

If the Last flag is set to one, the DDP Message payl oad MJST be
Delivered to the ULP after:

o Placenent of all DDP Segnents of this DDP Message and all
prior DDP Messages, and

o Delivery of each prior DDP Message.

If the Last flag is set to zero, the DDP Segnent is an
i ntermedi ate DDP Segnent.

Rsvd - Reserved: 4 bits.

Reserved for future use by the DDP protocol. This field MJST be
set to zero on transmt, and not checked on receive.

DV - Direct Data Placenment Protocol Version: 2 bits.

The version of the DDP Protocol in use. This field MIST be set
to one to indicate the version of the specification described in
this docunent. The value of DV MJST be the sanme for all the DDP
Segnents transmitted or received on a DDP Stream

4.2. DDP Tagged Buffer Mdel Header

Figure 4 shows the DDP Header format that MJST be used in all DDP
Segnents that target Tagged Buffers. It includes the DDP Control
Field previously defined in Section 4.1. (Note: In Figure 4, the DDP
Header is offset by 16 bits to accommpdate the MPA header defined in
[MPA]. The MPA header is only present if DDP is |layered on top of
MPA. )
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Fi gure 4: Tagged Buffer DDP Header
T is set to one.
RsvdULP - Reserved for use by the ULP: 8 bhits.

The RsvdULP field is opaque to the DDP protocol and can be
structured in any way by the ULP. At the Data Source, DDP MJST
set RsvdULP Field to the value specified by the ULP. It is
transferred unnodified fromthe Data Source to the Data Sink. At
the Data Sink, DDP MJST provide the RsvdULP field to the ULP when
the DDP Message is delivered. Each DDP Segnent within a specific
DDP Message MJUST contain the sane value for this field. The Data
Source MUST ensure that each DDP Segnent within a specific DDP
Message contains the sane value for this field.

STag - Steering Tag: 32 bhits.

The Steering Tag identifies the Data Sink's Tagged Buffer. The
STag MJST be valid for this DDP Stream The STag is associ ated
with the DDP Streamthrough a nmechanismthat is outside the scope
of the DDP Protocol specification. At the Data Source, DDP MJST
set the STag field to the value specified by the ULP. At the
Data Sink, the DDP MJST provide the STag field when the ULP
Message is delivered. Each DDP Segnent within a specific DDP
Message MUST contain the same value for this field and MUST be
the val ue supplied by the ULP. The Data Source MJST ensure that
each DDP Segnent within a specific DDP Message contains the same
value for this field.

TO

Tagged Offset: 64 bits.

The Tagged O fset specifies the offset, in octets, within the
Data Sink's Tagged Buffer, where the Placenent of ULP Payl oad
contained in the DDP Segnent starts. A DDP Message MAY start at
an arbitrary TOw thin a Tagged Buffer.
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4.3. DDP Untagged Buffer Mdel Header

Figure 5 shows the DDP Header format that MJST be used in all DDP
Segnments that target Untagged Buffers. It includes the DDP Control
Field previously defined in Section 4.1. (Note: In Figure 5, the DDP
Header is offset by 16 bits to accommpdate the MPA header defined in
[ MPA]. The MPA header is only present if DDP is |ayered on top of
MPA. )

0 1 2 3
01234567890123456789012345678901
T T
| TIL] Rsvd | DV| RsvdULP[O:7] |
T S T S S I S e T o S S S s S SUp
| RsvdULP[ 8: 39] |
T T S i i S S S c e TR
|+- B LR ?-\I+- e +-|+
| VBN |
T T S S e S S e S S i S S S e
| MO |

B T o S e i oL I S e e T s T S it i S
Fi gure 5: Untagged Buffer DDP Header

Tis set to zero.

RsvdULP - Reserved for use by the ULP: 40 bits.

The RsvdULP field is opaque to the DDP protocol and can be
structured in any way by the ULP. At the Data Source, DDP MJST
set RsvdULP Field to the value specified by the ULP. It is
transferred unnodified fromthe Data Source to the Data Sink. At
the Data Sink, DDP MJST provide RsvdULP field to the ULP when the
ULP Message is Delivered. Each DDP Segnent within a specific DDP
Message MUST contain the same value for the RsvdULP field. At
the Data Sink, the DDP inplenentation is NOT REQU RED to verify
that the sane value is present in the RsvdULP field of each DDP
Segrment within a specific DDP Message and MAY provi de the val ue
fromany one of the received DDP Segnent to the ULP when the ULP
Message is Delivered.
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ON - Queue Nunber: 32 bits.

The Queue Nunber identifies the Data Sink’s Untagged Buffer queue
referenced by this header. Each DDP segnment within a specific
DDP nmessage MJST contain the sane value for this field and MJST
be the val ue supplied by the ULP at the Data Source. The Data
Source MUST ensure that each DDP Segnent within a specific DDP
Message contains the sane value for this field.

MBN - Message Sequence Nunber: 32 bits.

The Message Sequence Nunber specifies a sequence nunber that MJST
be i ncreased by one (nodulo 2732) with each DDP Message targeting
the specific Queue Nunber on the DDP Stream associated with this
DDP Segrment. The initial value for MSN MJUST be one. The MSN
value MUST wap to O after a value of OxFFFFFFFF. Each DDP
segnment within a specific DDP nessage MJST contain the same val ue
for this field. The Data Source MJST ensure that each DDP
Segrment within a specific DDP Message contains the sane val ue for
this field.

MO - Message OFfset: 32 bits.

The Message Offset specifies the offset, in octets, fromthe
start of the DDP Message represented by the MSN and Queue Nunber
on the DDP Stream associated with this DDP Segnent. The MO
referencing the first octet of the DDP Message MJUST be set to
zero by the DDP | ayer.

4.4, DDP Segnent For mat

Each DDP Segment MJST contain a DDP Header. Each DDP Segnent may
al so contain ULP Payload. Following is the DDP Segnent format:

B S T i s s oI S S SN S S S S S e
| DOP | _ |
| Header | ULP Payl oad (if any) |
| | |
R i T T e e O it oI TR R T S R S S e e s

Fi gure 6: DDP Segnment For nmat
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5. Data Transfer

DDP supports nulti-segnment DDP Messages. Each DDP Message is
conmposed of one or nore DDP Segnments. Each DDP Segnent contains a
DDP Header. The DDP Header contains the information required by the
receiver to Place any ULP Payl oad included in the DDP Segnent.

5.1. DDP Tagged or Untagged Buffer Models

DDP uses two basic buffer nodels for the Placenent of the ULP
Payl oad: Tagged Buffer Mdel and Untagged Buffer Nbdel

5.1.1. Tagged Buffer Mbdel

The Tagged Buffer Mddel is used by the Data Source to transfer a DDP
Message into a Tagged Buffer at the Data Sink that has been
previously Advertised to the Data Source. An STag identifies a
Tagged Buffer. For the Placenent of a DDP Message using the Tagged
Buf fer Mbdel, the STag is used to identify the buffer, and the TOis
used to identify the offset within the Tagged Buffer into which the
ULP Payload is transferred. The protocol used to Advertise the
Tagged Buffer is outside the scope of this specification (i.e., ULP
specific). A DDP Message can start at an arbitrary TOw thin a
Tagged Buffer

Additionally, a Tagged Buffer can potentially be witten multiple
times. This might be done for error recovery or because a buffer is
being re-used after some ULP specific synchronizati on nechani sm

5.1.2. Untagged Buffer Mbdel

The Unt agged Buffer Model is used by the Data Source to transfer a
DDP Message to the Data Sink into a queued buffer

The DDP Queue Nunber is used by the ULP to separate ULP nessages into
di fferent queues of receive buffers. For exanple, if two queues were
supported, the ULP could use one queue to post buffers handed to it
by the application above the ULP, and it could use the other queue
for buffers that are only consunmed by ULP-specific control nessages.
Thi s enabl es the separation of ULP control nessages from opaque ULP
Payl oad when using Untagged Buffers.

The DDP Message Sequence Nunber can be used by the Data Sink to
identify the specific Untagged Buffer. The protocol used to

communi cate how many buffers have been queued is outside the scope of
this specification. Simlarly, the exact inplenmentation of the

buf fer queue is outside the scope of this specification
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5.2. Segnentation and Reassenbly of a DDP Message

At the Data Source, the DDP | ayer MJST segnent the data contained in
a ULP nessage into a series of DDP Segnents, where each DDP Segnent
contains a DDP Header and ULP Payl oad, and MJST be no | arger than the
MULPDU val ue Advertised by the LLP. The ULP Message Length MJUST be

| ess than 2732. At the Data Source, the DDP |l ayer MJST send all the
data contained in the ULP nessage. At the Data Sink, the DDP | ayer
MJUST Pl ace the ULP Payl oad contained in all valid incom ng DDP
Segment s associated with a DDP Message into the ULP Buffer.

DDP Message segnentation at the Data Source is acconplished by
identifying a DDP Message (which corresponds one-to-one with a ULP
Message) uniquely and then, for each associated DDP Segnent of a DDP
Message, by specifying an octet offset for the portion of the ULP
Message contained in the DDP Segment.

For an Untagged DDP Message, the conbination of the QN and MSN
uniquely identifies a DDP Message. The octet offset for each DDP
Segrment of a Untagged DDP Message is the MO field. For each DDP
Segrment of a Untagged DDP Message, the MO MJUST be set to the octet
offset fromthe first octet in the associated ULP Message (which is
defined to be zero) to the first octet in the ULP Payl oad cont ai ned
in the DDP Segnent.

For exanple, if the ULP Untagged Message was 2048 octets, and the
MULPDU was 1500 octets, the Data Source would generate two DDP
Segnments, one with MO = 0, containing 1482 octets of ULP Payl oad, and
a second with MO = 1482, containing 566 octets of ULP Payload. In
this exanple, the anbunt of ULP Payload for the first DDP Segnent was
cal cul ated as:

1482 = 1500 (MJLPDU) - 18 (for the DDP Header)

For a Tagged DDP Message, the STag and TO conbined with the in-order
delivery characteristics of the LLP, are used to segnent and

reassenbl e the ULP Message. Because the initial octet offset (the TO
field) can be non-zero, recovery of the original ULP Message boundary
cannot be done in the general case wi thout an additional ULP Message.

| mpl enenters’” note: One inplenentation, valid for sone ULPs such
as RDMAP, is to not directly support recovery of the ULP Message
boundary for a Tagged DDP Message. For exanple, the ULP nay w sh
to have the Local Peer use small buffers at the Data Source even
when the ULP at the Data Sink has Advertised a single |arge
Tagged Buffer for this data transfer. |In this case, the ULP may
choose to use the same STag for nultiple consecutive ULP
Messages. Thus, a non-zero initial TO and re-use of the STag
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effectively enable the ULP to inplenent segnentation and
reassenbly due to ULP-specific constraints. See [RDMAP] for
details of how this is done.

A different inplementation of a ULP could use an Untagged DDP
Message (sent after the Tagged DDP Message) that details the
initial TO for the STag that was used in the Tagged DDP Message.
And finally, another inplenentation of a ULP could choose to

al ways use an initial TO of zero such that no additional nessage
is required to convey the initial TO used in a Tagged DDP
Message.

Regar dl ess of whether the ULP chooses to recover the original ULP
Message boundary at the Data Sink for a Tagged DDP Message, DDP
supports segnentati on and reassenbly of the Tagged DDP Message. The
STag is used to identify the ULP Buffer at the Data Sink, and the TO
is used to identify the octet-offset within the ULP Buffer referenced
by the STag. The ULP at the Data Source MJUST specify the STag and
the initial TO when the ULP Message is handed to DDP.

For each DDP Segnent of a Tagged DDP Message, the TO MJST be set to
the octet offset fromthe first octet in the associated ULP Message
to the first octet in the ULP Payl oad contained in the DDP Segment,
plus the TO assigned to the first octet in the associated ULP
Message.

For exanple, if the ULP Tagged Message was 2048 octets with an
initial TO of 16384, and the MJLPDU was 1500 octets, the Data Source
woul d generate two DDP Segnents: one with TO = 16384, containing the
first 1486 octets of ULP payload, and a second with TO = 17870,
contai ning 562 octets of ULP payload. |In this exanple, the anount of
ULP payl oad for the first DDP Segnent was cal cul ated as:

1486 = 1500 (MULPDU) - 14 (for the DDP Header)
A zero-length DDP Message is allowed and MJUST consune exactly one DDP
Segrment. Only the DDP Control and RsvdULP Fields MJST be valid for a
zero-length Tagged DDP Segnent. The STag and TO fields MJUST NOT be
checked for a zero-length Tagged DDP Message.

For either Untagged or Tagged DDP Messages, the Data Sink is not
required to verify that the entire ULP Message has been received.
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5.3. Ordering Among DDP Messages

Messages passed t hrough the DDP MJUST conformto the ordering rules
defined in this section.

At the Data Source, DDP:

* MJUST transnit DDP Messages in the order they were subnmitted to
the DDP | ayer,

* SHOULD transnit DDP Segnments within a DDP Message in increasing
MO order for Untagged DDP Messages, and in increasing TO order
for Tagged DDP Messages.

At the Data Sink, DDP (Note: The following rules are notivated by LLP
i npl enment ati ons that separate Placenment and Delivery.):

* MAY perform Pl acenent of DDP Segnents out of order,
* MAY perform Placenent of a DDP Segnent nore than once,
* MJUST Deliver a DDP Message to the ULP at npbst once,

* MJST Deliver DDP Messages to the ULP in the order they were sent
by the Data Source.

5.4. DDP Message Conpletion and Delivery
At the Data Source, DDP Message transfer is considered conpleted when
the reliable, in-order transport LLP has indicated that the transfer
will occur reliably. Note that this in no way restricts the LLP from
buffering the data at either the Data Source or Data Sink. Thus, at
the Data Source, conpletion of a DDP Message does not necessarily
nmean that the Data Sink has received the nessage.

At the Data Sink, DDP MJST Deliver a DDP Message if and only if all
of the followi ng are true:

* the | ast DDP Segrment of the DDP Message had its Last flag set,
* all of the DDP Segnents of the DDP Message have been Pl aced,
* all preceding DDP Messages have been Pl aced, and

* each precedi ng DDP Message has been Delivered to the ULP.
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At the Data Sink, DDP MJST provide the ULP Message Length to the ULP
when an Untagged DDP Message is Delivered. The ULP Message Length

may be cal cul ated by adding the MO and the ULP Payl oad |l ength in the
| ast DDP Segnent (with the Last flag set) of an Untagged DDP Message.

At the Data Sink, DDP MJST provide the RsvdULP Field of the DDP
Message to the ULP when the DDP Message is delivered.

6. DDP Stream Setup and Tear down

This section describes LLP independent issues related to DDP Stream
setup and teardown.

6.1. DDP Stream Setup

It is expected that the ULP will use a nechani sm outside the scope of
this specification to establish an LLP Connection, and that the LLP
Connection will support one or nore LLP Streans (e.g., MPA/TCP or
SCTP). After the LLP sets up the LLP Stream it will enable a DDP
Streamon a specific LLP Stream at an appropriate point.

The ULP is required to enable both endpoints of an LLP Stream for DDP
data transfer at the same time, in both directions; this is necessary
so that the Data Sink can properly recogni ze the DDP Segnents.

6.2. DDP Stream Tear down

DDP MUST NOT independently initiate Stream Teardown. DDP either
responds to a streambeing torn down by the LLP or processes a
request fromthe ULP to tear down a stream DDP Stream teardown

di sabl es DDP capabilities on both endpoints. For connection-oriented
LLPs, DDP Streamteardown MAY result in underlying LLP Connection

t ear down.

6.2.1. DDP Graceful Teardown

It is up to the ULP to ensure that DDP teardown happens on both
endpoints of the DDP Stream at the same tine; this is necessary so
that the Data Sink stops trying to interpret the DDP Segments.

If the Local Peer ULP indicates graceful teardown, the DDP | ayer on
the Local Peer SHOULD ensure that all ULP data would be transferred
before the underlying LLP Stream and Connection are torn down, and
any further data transfer requests by the Local Peer ULP MJST return
an error.
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If the DDP | ayer on the Local Peer receives a graceful teardown
request fromthe LLP, any further data received after the request is
consi dered an error and MJST cause the DDP Streamto be abortively
torn down.

If the Local Peer LLP supports a half-closed LLP Stream on the
recei pt of an LLP graceful teardown request of the DDP Stream DDP
SHOULD i ndicate the hal f-closed state to the ULP, and continue to
process outbound data transfer requests nornmally. Following this
event, when the Local Peer ULP requests graceful teardown, DDP MJST
indicate to the LLP that it SHOULD perform a graceful close of the
ot her half of the LLP Stream

If the Local Peer LLP supports a half-closed LLP Stream on the
recei pt of a ULP graceful half-closed teardown request of the DDP
Stream DDP SHOULD keep data reception enabled on the other half of
the LLP Stream

6.2.2. DDP Abortive Teardown

As previously nentioned, DDP does not independently term nate a DDP
Stream Thus, any of the following fatal errors on a DDP Stream MJST
cause DDP to indicate to the ULP that a fatal error has occurred:

* Underlying LLP Connection or LLP Streamis |ost.
* Underlying LLP reports a fatal error.
* DDP Header has one or nore invalid fields.

If the LLP indicates to the ULP that a fatal error has occurred, the
DDP | ayer SHOULD report the error to the ULP (see Section 7.2, DDP
Error Nunbers) and conplete all outstanding ULP requests with an
error. |If the underlying LLP Streamis still intact, DDP SHOULD
continue to allow the ULP to transfer additional DDP Messages on the
out goi ng hal f connection after the fatal error was indicated to the
ULP. This enables the ULP to transfer an error syndronme to the
Remote Peer. After indicating to the ULP a fatal error has occurred,
the DDP Stream MJUST NOT be terminated until the Local Peer ULP
indicates to the DDP | ayer that the DDP Stream should be abortively
torn down.
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7. FError Semantics
Al'l LLP errors reported to DDP SHOULD be passed up to the ULP.
7.1. FErrors Detected at the Data Sink

For non-zero-length Untagged DDP Segnents, the DDP Segnent MJUST be
val i dat ed before Placement by verifying

1. The QN is valid for this stream

2. The ON and MSN have an associ ated buffer that allows Placenent of
t he payl oad.

| mpl enenters’ note: DDP inplenentations SHOULD consi der | ack of
an associated buffer as a systemfault. DDP inplenmentations MAY
try to recover fromthe systemfault using LLP neans in a ULP-
transparent way. DDP inplenentations SHOULD NOT permit system
faults to occur repeatedly or frequently. If there is not an
associ ated buffer, DDP inplenmentations MAY choose to disable the
stream for the reception and report an error to the ULP at the
Dat a Si nk.

3. The MOfalls in the range of legal offsets associated with the
Unt agged Buffer.

4. The sum of the DDP Segment payload length and the MO falls in the
range of legal offsets associated with the Untagged Buffer.

5. The Message Sequence Nunber falls in the range of |egal Message
Sequence Nunbers, for the queue defined by the QN. The |ega
range is defined as being between the MSN val ue assigned to the
first available buffer for a specific Q\ and the MSN val ue
assigned to the last available buffer for a specific QN

| mpl enenters’ note: for a typical Queue Nunber, the lower limt
of the Message Sequence Nunber is defined by whatever DDP
Messages have al ready been conpleted. The upper linmt is defined
by however nmany nessage buffers are currently available for that
queue. Both numbers change dynamically as new DDP Messages are
recei ved and conpl eted, and new buffers are added. It is up to
the ULP to ensure that sufficient buffers are available to handle
the i ncom ng DDP Segnents.

For non-zero-length Tagged DDP Segnents, the segnment MJST be
val i dat ed before Placenent by verifying:

1. The STag is valid for this stream
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2. The STag has an associated buffer that allows Placenent of the
payl oad.

3. The TOfalls in the range of legal offsets registered for the
STag.

4., The sumof the DDP Segment payload length and the TOfalls in the
range of legal offsets registered for the STag.

5. A 64-bit unsigned sum of the DDP Segnent payload | ength and the
TO does not wrap.

If the DDP | ayer detects any of the receive errors listed in this
section, it MJST cease placing the remai nder of the DDP Segnent and
report the error(s) to the ULP. The DDP | ayer SHOULD include in the
error report the DDP Header, the type of error, and the length of the
DDP segnent, if available. DDP MJST silently drop any subsequent

i ncom ng DDP Segnents. Since each of these errors represents a
failure of the sending ULP or protocol, DDP SHOULD enable the ULP to
send one additional DDP Message before terminating the DDP Stream

7.2. DDP Error Nunbers
The followi ng error nunbers MJST be used when reporting errors to the

ULP. They correspond to the checks enunerated in section 7.1. Each
error is subdivided into a 4-bit Error Type and an 8-bit Error Code.

Error Error

Type Code Descri ption

0x0 0x00 Local Catastrophic

Ox1 Tagged Buffer Error
0x00 Invalid STag
0x01 Base or bounds viol ation
0x02 STag not associated with DDP Stream
0x03 TO wr ap
0x04 I nvalid DDP version

0x2 Unt agged Buffer Error
0x01 Invalid QN
0x02 Invalid MBN - no buffer available
0x03 Invalid MSN - MSN range is not valid
0x04 Invalid MO
0x05 DDP Message too long for available buffer
0x06 Invalid DDP version

0x3 Rsvd Reserved for the use by the LLP
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8. Security Considerations

This section discusses both protocol -specific considerations and the
i mplications of using DDP with existing security nechanisns. The
security requirenents for the DDP inplenmentation are provided at the
end of the section. A nore detailed analysis of the security issues
around the inplenmentation and the use of the DDP can be found in

[ RDMASEC] .

The I Psec requirenments for RDDP are based on the version of |Psec
specified in RFC 2401 [I PSEC] and related RFCs, as profiled by RFC
3723 [RFC3723], despite the existence of a newer version of |Psec
specified in RFC 4301 [ RFC4301] and rel ated RFCs [ RFC4303],

[ RFC4A306]. One of the inportant early applications of the RDDP
protocols is their use with i SCSI [iSER]; RDDP' s | Psec requirenents
follow those of IPsec in order to facilitate that usage by allowi ng a
common profile of I Psec to be used with i SCSI and the RDDP protocol s.
In the future, RFC 3723 nmay be updated to the newer version of |Psec;
the I Psec security requirenents of any such update should apply
uniformy to i SCSI and the RDDP protocols.

8.1. Protocol-Specific Security Considerations

The vulnerabilities of DDP to active third-party interference are no
greater than any other protocol running over transport protocols such
as TCP and SCTP over IP. A third party, by injecting spoofed packets
into the network that are Delivered to a DDP Data Sink, could |aunch
a variety of attacks that exploit DDP-specific behavior. Since DDP
directly or indirectly exposes nmenory addresses on the wire, the

Pl acenent information carried in each DDP Segnent nust be vali dat ed,
including invalid STag and octet-|evel granularity base and bounds
check, before any data is Placed. For exanple, a third-party
adversary could inject random packets that appear to be valid DDP
Segments and corrupt the nenory on a DDP Data Sink. Since DDP is IP
transport protocol independent, comrunication security nmechanisns
such as | Psec [IPSEC] may be used to prevent such attacks.

8.2. Association of an STag and a DDP Stream

There are several nechani sms for associating an STag and a DDP
Stream Two required nechanisns for this association are a
Protection Donmain (PD) association and a DDP Stream associ ati on.

Under the Protection Domain (PD) association, a unique Protection
Domain Identifier (PDID) is created and used locally to associate an
STag with a set of DDP Streams. Under this mechanism the use of the
STag is only pernmitted on the DDP Streans that have the same PD ID as
the STag. For an incom ng DDP Segnent of a Tagged DDP Message on a
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DDP Stream if the PDID of the DDP Streamis not the sane as the PD
I D of the STag targeted by the Tagged DDP Message, then the DDP
Segrment is not Placed, and the DDP | ayer MJUST surface a |ocal error
to the ULP. Note that the PDID is locally defined and cannot be
directly mani pul ated by the Renote Peer.

Under the DDP Stream association, a DDP Streamis identified locally
by a unique DDP Streamidentifier (ID). An STag is associated with a
DDP Stream by using a DDP Stream|ID. |In this case, for an inconing
DDP Segrment of a Tagged DDP Message on a DDP Stream if the DDP
Stream I D of the DDP Streamis not the same as the DDP Stream | D of
the STag targeted by the Tagged DDP Message, then the DDP Segnent is
not Placed and the DDP | ayer MJST surface a local error to the ULP.
Note that the DDP StreamID is locally defined and cannot be directly
mani pul at ed by the Renote Peer.

A ULP SHOULD associate an STag with at | east one DDP Stream DDP
MUST support Protection Domain association and DDP Stream associ ati on
mechani sns for associating an STag and a DDP Stream

8.3. Security Requirenents

[ RDMASEC] defines the security nodel and general assunptions for
RDVAP/ DDP.  Thi s subsection provides the security requirenents for
the DDP inplenentation. For nore details on the type of attacks,
type of attackers, trust nodels, and resource sharing for the DDP
i mpl ementation, the reader is referred to [ RDMASEC] .

DDP has several nechanisns that deal with a nunber of attacks. These
attacks include, but are not limted to:

Connection to/from an unaut horized or unauthenticated endpoint.
Hi j acking of a DDP Stream

Attenpts to read or wite from unauthorized nmenory regions.
Injection of RDVA Messages within a streamon a multi-user
operating system by another application.

PR

DDP relies on the LLP to establish the LLP Stream over which DDP
Messages will be carried. DDP itself does nothing to authenticate
the validity of the LLP Stream of either of the endpoints. It is the
responsibility of the ULP to validate the LLP Stream This is highly
desirabl e due to the nature of DDP.
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Hi j acki ng of an DDP Stream woul d require that the underlying LLP
Streamis hijacked. This would require know edge of Advertised
Buffers in order to directly Place data into a user buffer
Therefore, this is constrained by the sane techni ques nentioned to
guard against attenpts to read or wite from unauthorized nmenory
regi ons.

DDP does not require a node to open its buffers to arbitrary attacks
over the DDP Stream It nmay access ULP nenory only to the extent
that the ULP has enabl ed and authorized it to do so. The STag access
control nodel is defined in [RDMASEC]. Specific security operations
i ncl ude:

1. STags are only valid over the exact byte range established by the
ULP. DDP MJST provide a nechanismfor the ULP to establish and
revoke the TO range associated with the ULP Buffer referenced by
t he STag.

2. STags are only valid for the duration established by the ULP
The ULP may revoke themat any tinme, in accordance with its own
upper |layer protocol requirenents. DDP MJST provide a nmechani sm
for the ULP to establish and revoke STag validity.

3. DDP MJST provide a nmechanismfor the ULP to comruni cate the
associ ati on between a STag and a specific DDP Stream

4. A ULP may only expose nenory to renpte access to the extent that
it already had access to that nmenory itself.

5. If an STag is not valid on a DDP Stream DDP MJST pass the
invalid access attenpt to the ULP. The ULP may provide a
mechani sm for term nating the DDP Stream

Furt her, DDP provides a nechanismthat directly Places inconing
payl oads in user-node ULP Buffers. This avoids the risks of prior
solutions that relied upon exposing systembuffers for inconing
payl oads.

For the DDP inplenentation, two conponents MJST be provided: an
RDVA- enabled NIC (RNIC) and a Privil eged Resource Manager (PRM.

8.3.1. RN C Requirenents

The RNIC MUST i npl enent the DDP wire Protocol and performthe
security semantics described bel ow

1. An RNIC MUST ensure that a specific DDP Streamin a specific
Protection Donmai n cannot access an STag in a different Protection
Domai n.

2. An RNIC MUST ensure that if an STag is limted in scope to a
single DDP Stream no other DDP Stream can use the STag.
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An RNI C MUST ensure that a Renote Peer is not able to access
menory outside the buffer specified when the STag was enabl ed for
renot e access.

An RNI C MUST provide a nmechanismfor the ULP to establish and
revoke the association of a ULP Buffer to an STag and TO range.

An RNI C MUST provide a mechanismfor the ULP to establish and
revoke read, wite, or read and wite access to the ULP Buffer
ref erenced by an STag.

An RNI C MUST ensure that the network interface can no | onger
nodi fy an Advertised Buffer after the ULP revokes renbte access
rights for an STag.

An RNI C MUST NOT enable firmvare to be | oaded on the RNIC
directly froman untrusted Local Peer or Renote Peer, unless the
Peer is properly authenticated (by a nechani smoutside the scope
of this specification. The mechani sm presunably entails

aut henticating that the renote ULP has the right to performthe
update), and the update is done via a secure protocol, such as

| Psec.

Privil eged Resources Manager Requirenent
PRM MUST i npl ement the security semantics descri bed bel ow

Al'l Non-Privileged ULP interactions with the RNI C Engi ne t hat
could affect other ULPs MJUST be done using the Privileged
Resource Manager as a proxy.

Al'l ULP resource allocation requests for scarce resources MJST
al so be done using a Privil eged Resource Manager

The Privil eged Resource Manager MJST NOT assune different ULPs
share Partial Mitual Trust unless there is a nmechanismto ensure
that the ULPs do indeed share partial mutual trust.

If Non-Privileged ULPs are supported, the Privil eged Resource
Manager MUST verify that the Non-Privileged ULP has the right to
access a specific Data Buffer before allow ng an STag for which
the ULP has access rights to be associated with a specific Data
Buf fer.

The Privil eged Resource Manager SHOULD prevent a Local Peer from
all ocating nmore than its fair share of resources. If an RNIC
provides the ability to share receive buffers across nmultiple DDP
Streans, the conbination of the RNIC and the Privil eged Resource
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Manager MUST be able to detect if the Renpte Peer is attenpting
to consune nore than its fair share of resources so that the
Local Peer can apply counternmeasures to detect and prevent the
at t ack.

8.4. Security Services for DDP

DDP uses | P-based network services; therefore, all exchanged DDP
Segnments are vul nerable to spoofing, tanpering and infornmation

di sclosure attacks. |If a DDP Stream may be subject to inpersonation
attacks, or stream hijacking attacks, it is highly RECOMVENDED t hat
the DDP Stream be authenticated, integrity protected, and protected
fromreplay attacks. It MAY use confidentiality protection to
protect from eavesdroppi ng.

8.4.1. Available Security Services

| Psec can be used to protect against the packet injection attacks
outlined above. Because |IPsec is designed to secure arbitrary IP
packet streans, including streans where packets are lost, DDP can run
on top of |Psec wi thout any change.

DDP security may al so profit from SSL or TLS security services

provi ded for TCP or SCTP based ULPs [TLS] as well as from DTLS [DTLS]
security services provided beneath the transport protocol. See

[ RDMASEC] for further discussion of these approaches and the
rationale for selection of |Psec security services for the RDDP

pr ot ocol s.

8.4.2. Requirenments for |Psec Services for DDP

| Psec packets are processed (e.g., integrity checked and possibly
decrypted) in the order they are received, and a DDP Data Sink will
process the decrypted DDP Segments contained in these packets in the
same manner as DDP Segnents contained in unsecured | P packets.

The I P Storage working group has defined the nornative | Psec
requirenents for IP Storage [ RFC3723]. Portions of this
specification are applicable to the DDP. In particular, a conpliant
i npl enent ati on of |Psec services MIST neet the requirenents as
outlined in Section 2.3 of [RFC3723]. Wthout replicating the
detail ed discussion in [RFC3723], this includes the foll ow ng
requirenents:

1. The inplenentati on MIUST support | Psec ESP [ RFC2406], as well as
the replay protection nmechani snms of | Psec. Wen ESP is utilized,
per - packet data origin authentication, integrity, and replay
protection MJST be used.
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2. It MJST support ESP in tunnel node and MAY inplenent ESP in
transport node.

3. It MJST support |KE [ RFC2409] for peer authentication
negoti ati on of security associations, and key managenent, using
the I Psec DA [ RFC2407].

4. It MJST NOT interpret the receipt of an | KE del ete nessage as a
reason for tearing down the DDP stream Since |Psec acceleration
hardware may only be able to handle a linmted nunmber of active
| Psec Security Associations (SAs), idle SAs may be dynami cally
brought down and a new SA be brought up again, if activity
resumnes.

5. It MJST support peer authentication using a pre-shared key, and
MAY support certificate-based peer authentication using digita
signatures. Peer authentication using the public key encryption
met hods [ RFC2409] SHOULD NOT be used.

6. It MJST support |IKE Main Mode and SHOULD support Aggressive Mde.
| KE Main Mode with pre-shared key authenticati on SHOULD NOT be
used when either of the peers uses a dynanically assigned IP
addr ess.

7. Access to locally stored secret infornmation (pre-shared or
private key for digital signing) nust be suitably restricted,
since conpromni se of the secret information nullifies the security
properties of the | KE/ | Psec protocols.

8. It MIST follow the guidelines of Section 2.3.4 of [RFC3723] on
the setting of |KE paraneters to achieve a high | evel of
interoperability w thout requiring extensive configuration

Furt hernmore, inplenentation and depl oynent of the |Psec services for
DDP shoul d foll ow the Security Considerations outlined in Section 5
of [RFC3723].

9. | ANA Consi derati ons

Thi s docunment requests no direct action fromIANA  The foll ow ng
consideration is listed here as commentary.

|If DDP were enabled a priori for a ULP by connecting to a well -known
port, this well-known port would be registered for the DDP with | ANA
The registration of the well-known port would be the responsibility
of the ULP specification
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Appendi x A.  Receive Wndow Si zi ng
Thi s appendi x provi des guidance to LLP inplenenters.

Rel i abl e, sequenced, LLPs include a mechanismto Advertise the amount
of receive buffer space a sender nmay consune. This is generally
called a "receive w ndow'.

DDP all ows data to be transferred directly to predefined buffers at
the Data Sink. Accordingly, the LLP receive w ndow size need not be
affected by the reception of a DDP Segnent, if that segnent is placed
before additional segnents arrive

The LLP inplenentati on SHOULD mai ntain an Advertised receive w ndow
| arge enough to enable a reasonabl e nunber of segnments to be

out standing at one tinme. The amount to Advertise depends on the
desired data rate, and the expected or actual round-trip del ay

bet ween endpoi nts.

The anount of actual buffers maintained to "back up" the receive
windowis left up to the inplenmentation. This anount will depend on
the rate that DDP Segnents can be retired; there nmay be sone cases
where segnment processing cannot keep up with the incom ng packet
rate. |If this occurs, one reasonable way to slow the inconing packet
rate is to reduce the receive wi ndow.

Note that the LLP should take care to conply with the applicable
RFCs; for instance, for TCP, receivers are highly discouraged from
"shrinking" the receive w ndow (reducing the right edge of the w ndow
after it has been Advertised).
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