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Status of This Meno

This neno provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
meno i s unlimted.

Abst r act

Thi s docunent describes the applicability of Renote Direct Menory
Access Protocol (RDVAP) and the Direct Data Placenent Protocol (DDP).
It conpares and contrasts the different transport options over |IP
that DDP can use, provides guidance to ULP devel opers on choosing

bet ween avail abl e transports and/or how to be indifferent to the
specific transport |ayer used, conpares use of DDP with direct use of
the supporting transports, and conpares DDP over |P transports with
non-1 P transports that support RDMA functionality.
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1

I ntroduction

Remote Direct Menory Access Protocol (RDVAP) [ RFC5040] and Direct
Data Pl acenent (DDP) [ RFC5041] work together to provide application-
i ndependent efficient placenment of application payload directly into
buffers specified by the Upper Layer Protocol (ULP)

The DDP protocol is responsible for direct placenment of received
payl oad into ULP-specified buffers. The RDVMAP protocol provides
conpl etion notifications to the ULP and support for Data-Si nk-
initiated fetch of Advertised Buffers (RDVA Reads).

DDP and RDVAP are both application-i ndependent protocols that allow
the ULP to performrenote direct data placenent. DDP can use
multiple standard I P transports including SCTP and TCP

By clarifying the situations where the functionality of these
protocols is applicable, this docunent can guide inplenenters and
application and protocol designers in selecting which protocols to
use.

The applicability of RDMAP/DDP is driven by their unique
capabilities:

0 This docunent will discuss when comobn data placenent procedures
are of nore benefit to applications than application-specific
solutions built on top of direct use of the underlying transport.

o DDP supports both Untagged and Tagged Buffers. Tagged Buffers
allow the Data Sink ULP to be indifferent to what order (or in
what nmessages) the Data Source sent the data, or in what order
packets are received. Typically, tagged data can be used for
payl oad transfer, while untagged is best used for contro
messages. However each upper-|ayer protocol can determ ne the
opti mal use of Tagged and Untagged Messages for itself. This
docunent will discuss when Data Source flexibility is of benefit
to applications.

o RDVAP consolidates ULP notifications, thereby minimzing the
nunber of required ULP interactions.

o RDMAP defines RDMA Reads, which allow renpte access to Adverti sed
Buf fers. This docunment will review the advantages of using RDVA
Reads as contrasted to alternate sol utions.

A nore conprehensive introduction to the RDMAP and DDP protocols
and di scussion of their security considerations can be found in
[ RFC5042] .
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Some non-1P transports, such as InfiniBand, directly integrate RDVA
features. This document will review the applicability of providing
RDVA servi ces over ubiquitous |IP transports instead of over

custom zed transport protocols. Due to the fact that DDP is defined
cleanly as a layer over existing IP transports, DDP has sinpler
ordering rules than sone prior RDVA protocols. This may have sone

i mplications for application designers.

The full capabilities of DDP and RDVMAP can only be fully realized by
applications that are designed to exploit them The coexistence of
RDVAP/ DDP- aware | ocal interfaces with traditional socket interfaces
will also be explored.

Finally, DDP support is defined for at least two |IP transports: SCTP
[ RFC5043] and TCP [ RFC5044]. The rationale for supporting both
transports is reviewed, as well as when each woul d be the appropriate
sel ecti on.

2. Definitions

Advertisenent - the act of informing a Renote Peer that a | ocal RDVA
Buffer is available to it. A Node makes avail abl e an RDVA Buffer
for incom ng RDMA Read or RDMA Wite access by informng its RDWA
DDP peer of the Tagged Buffer identifiers (STag, base address, and
buffer length). This Advertisenent of Tagged Buffer information
is not defined by RDMNV DDP and is left to the ULP. A typica
nmet hod woul d be for the Local Peer to enbed the Tagged Buffer’s
Steering Tag, base address, and length in a Send Message desti ned
for the Renote Peer.

Data Sink - The peer receiving a data payload. Note that the Data
Sink can be required to both send and recei ve RDMA/ DDP Messages to
transfer a data payl oad.

Data Source - The peer sending a data payload. Note that the Data
Source can be required to both send and recei ve RDMA/ DDP Messages
to transfer a data payl oad.

Lower Layer Protocol (LLP) - The transport protocol that provides
services to DDP. This is an |IP transport with any required
adaptation layer. Adaptation |ayers are defined for SCTP and TCP

Steering Tag (STag) - An identifier of a Tagged Buffer on a Node,
valid as defined within a protocol specification
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Tagged Message - A DDP nessage that is directed to a ULP-specified
buf f er based upon i nbedded addressing information. 1In the
i mredi ate sense, the destination buffer is specified by the
nmessage sender. The nessage receiver is given no i ndependent
i ndi cation that a Tagged Message has been received.

Unt agged Message - A DDP nessage that is directed to a ULP-specified
buf f er based upon a Message Sequence Nunber being nmatched with a
receiver-supplied buffer. The destination buffer is specified by
the message receiver. The nessage receiver is notified by sone
mechani smthat an Untagged Message has been received.

Upper Layer Protocol (ULP) - The direct user of RDMAP/ DDP services
In addition to protocols such as i SER [ RFC5046] and NFSv4 over
RDVA [ NFSDI RECT], the ULP nay be enbedded in an application or a
m ddl eware |layer, as is often the case for the Sockets Direct
Protocol (SDP) and Renote Procedure Call (RPC) protocols.

3. Direct Placenent

Direct Data Placenent optim zes the placenment of ULP Payload into the
correct destination buffers, typically elimnating internediate
copying. Placenment is enabled wthout regard to order of arrival
order of transm ssion, or requirenent of per-placenent interaction
with the ULP.

RDVAP minim zes the required ULP interactions. This capability is
nost val uable for applications that require nmultiple transport |ayer
packets for each required ULP interaction.

3.1. Direct Placenment Using Only the LLP

Direct data placenent can be achi eved without RDMA. Pre-posting of
recei ve buffers could allow a non- RDVA network stack to place data
directly to user buffers.

The degree to which DDP optinizes depends on which transport it is
bei ng conpared with, and on the nature of the |local interface.

Wt hout RDVAP/ DDP, pre-posting buffers require the receiving side to
accurately predict the required buffers and their sizes. This is not
feasible for all ULPs. By contrast, DDP only requires the ULP to
predi ct the sequence and size of inconing Untagged Messages.

An application that could predict incom ng nmessages and required
not hing nore than direct placenent into buffers mght be able to do
so with a properly designed local interface to native SCTP or TCP
(without RDMA). This is easier using native SCTP because the
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application would only have to predict the sequence of nessages and
t he maxi num si ze of each message, not the exact size.

The main benefit of DDP for such an application would be that pre-
posting of receive buffers is a mandated | ocal interface capability,
and that predictions can always be nade on a per-nessage basis (not
per byte).

The Lower Layer Protocol, LLP, can also be used directly if ULP-
specific know edge is built into the protocol stack to allow "parse
and pl ace" handling of received packets. Such a solution either
requires interaction with the ULP or the protocol stack’s know edge
of ULP-specific syntax rules

DDP achi eves the benefits of directly placing i nconing payl oad

wi thout requiring tight coupling between the ULP and the protoco
stack. However, "parse and place" capabilities can certainly provide
equi val ent services to a |imted nunber of ULPs.

3.2. Fewer Required ULP Interactions

Whi | e reducing the nunber of required ULP interactions is in itself
desirable, it is critical for high-speed connections. The burst
packet rate for a high-speed interface could easily exceed the host
systenis ability to switch ULP contexts.

Cont ent access applications are inportant exanples of applications
that require high bandwi dth and can transfer a significant anount of
content between required ULP interactions. These applications
include file access protocols (NAS), storage access (SAN), database
access, and other application-specific forms of content access such
as HTTP, XM., and email .

4. Tagged Messages

This section covers the major benefits fromthe use of Tagged
Messages.

A nore critical advantage of DDP is the ability of the Data Source to
use Tagged Buffers. Taggi ng nmessages allows the Data Source to
choose the ordering and packetization of its payl oad deliveries.

Wth direct data placenent based solely upon pre-posted receives, the
packetization and delivery of payload nust be agreed by the ULP peers
i n advance.

The Upper Layer Protocol can allocate content between Untagged and/ or

Tagged Messages to naxim ze the potential optimzations. Placing
content within an Untagged Message can deliver the content in the
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same packet that signals conpletion to the receiver. This can
i mprove latency. It can even elininate round trips. But it requires
maki ng | arger anonynous buffers to be avail abl e.

Some exanpl es of data that typically belongs in the Untagged Message
woul d i ncl ude:

short fixed-size control data that is inherently part of the
control nmessage. This is especially true when the data is a
required part of the control message

relatively short payload that is al nost al ways needed, especially
when its inclusion would elininate a round-trip to fetch the data.
Exanpl es would include the initial data on a wite request and
Advertisenents of Tagged Buffers.

Tagged Messages standardi ze direct placenent of data without per-
packet interaction with the upper layers. Even if there is an upper-
| ayer protocol encoding of what is being transferred, as is conmon
with mddl eware solutions, this information is not understood at the
appl i cation-independent |ayers. The directions on where to place the
i ncom ng data cannot be accessed without switching to the ULP first.
DDP provides a standardi zed ' packing list’, which can be interpreted
wi thout requiring ULP interaction. Indeed, it is designed to be

i mpl enent abl e i n hardware

4.1. Oder-1ndependent Reception

Tagged Messages are directed to a buffer based on an incl uded
Steering Tag. Additionally, no notice is provided to the ULP for
each individual Tagged Message’'s arrival. Together these allow
Tagged Messages received out of order to be processed wi thout

i nternmedi ate buffering or additional notifications to the ULP

4. 2. Reduced ULP Notifications

RDVAP of fers both Tagged and Unt agged Messages. No receiving-side
ULP interactions are required for Tagged Messages. By optimally
dividing traffic between Tagged and Unt agged Messages, the ULP can
limt the nunber of events that nust be dealt with at the ULP | ayer.
This typically reduces the nunber of context sw tches required and

i mproves perfornance.

RDVAP further reduces required ULP interactions, consolidating
conmpl etion notifications of Tagged Messages with the conpletion
notification of a trailing Untagged Message. For nost ULPs, this
radi cal ly reduces the nunber of ULP required interactions even
further.
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Wi | e RDMAP consol i dation of notices is beneficial to nost
applications, it nay be detrinmental to sonme applications that benefit
fromstreamed delivery to enabl e ULP processing of received data as
pronmptly as possible. A ULP that uses RDMAP cannot begi n processing
any portion of an exchange until it receives notification that the
entire exchange has been placed. An "exchange" here is a set of zero
or nore Tagged Messages and a single term nating Untagged Message.

An application that would prefer to begin work on the received

payl oad as soon as possible, no matter what order it arrived in,

m ght prefer to work directly with the LLP. RDMVAP is optimnzed for
applications that are nore concerned when the entire exchange is
conpl et e.

An application that benefits frombeing able to begin processing of
each received packet as quickly as possible may find RDMAP interferes
wi th that goal

Such an application mght be able to retain nost of the benefits of
RDVAP by using the DDP | ayer directly. However, in addition to
taking on the responsibilities of the RDVAP | ayer, the application
woul d likely have nore difficulty finding support for a DDP-only API.
Many hardware inpl enmentati ons may choose to tightly coupl e RDMAP and
DDP, and mi ght not provide an APl directly to DDP services.

These features nmininize the required interactions with the ULP. This
can be extrenely beneficial for applications that use nmultiple
transport |ayer packets to acconplish what is a single ULP

i nteraction.

4.3. Sinplified ULP Exchanges

The notification rules for Tagged Messages allows ULPs to create

mul ti - message "exchanges" consisting of zero or nore Tagged Messages
that represent a single step in the ULP interaction. The receiving
ULP is notified that the Untagged Message has arrived, and inplicitly
notified of any associ ated Tagged Messages.

If a ULP cannot effectively use Tagged Messages, it would derive
little benefit fromuse of RDMAP/ DDP by conparison to direct use of
SCTP. But, while Tagged Buffers are the justification for RDVAP/ DDP
Unt agged Buffers are still necessary. Wthout Untagged Buffers, the
only nethod to exchange buffer Advertisenents woul d require out-of-
band comruni cations. Mst RDMA-aware ULPs use Untagged Buffers for
requests and responses. Buffer Advertisements are typically done

wi thin these Untagged Messages.

More inmportantly, there would be no reliable nmethod for the upper-
| ayer peers to synchronize. The absence of any guarantees about

Bestl er & Coene I nf or mat i onal [ Page 8]



RFC 5045 RDVA/ DDP Applicability Cct ober 2007

ordering within or between Tagged Messages is fundanental to allow ng
the DDP | ayer to optim ze transfer of tagged payl oad.

Therefore, no ULP can be defined entirely in terns of Tagged
Messages. Eventually, a notification that confirns delivery nust be
generated fromthe RDVAP/ DDP | ayer

Limting use of Untagged Buffers to requests and responses by noving
all bulk data using tagged transfers can greatly sinplify the amunt
of prediction that the Data Sink nust performin pre-posting receive
buffers. For exanple, a typical RDVA-enabled interaction would
consi st of the foll ow ng:

1. dient sends transaction request to server as an Untagged
Message.

2. This nessage includes buffer Advertisenents for the buffers where
the results are to be placed.

3. The server sends multiple Tagged Messages to the Advertised
buf fers.

4. The server sends transaction reply as an Untagged Message to the
client.

5. dient receives single notification, indicating conpletion of the
i nteraction.

Wth this type of exchange, the pacing and required size of Untagged
Buf fers are highly predictable. The variability of response sizes is
absorbed by tagged transfers.

4.4. O der-1ndependent Sending

Use of Tagged Messages is especially applicable when the Data Sink
does not know the actual size, structure, or |ocation of the content
it is requesting (or updating).

For exanpl e, suppose the Data Sink ULP needs to fetch four related
pi eces of data into four separate buffers. Wth SCTP, the Data Sink
ULP coul d receive four nessages into four separate buffers, only
having to predict the maxi numsize of each. However, it would have
to dictate the order in which the Data Source supplied the separate
pieces. |If the Data Source found it advantageous to fetch themin a
different order, it would have to use internediate buffering to re-
order the pieces into the expected order even though the application
only required that all four be delivered and did not truly have an
ordering requirenent.
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Techni ques, such as RAID striping and mrroring, represent this sane
problem but one step further. Wat appears to be a single resource
to the Data Sink is actually stored in separate |ocations by the Data
Source. Non RDMA protocols would either require the Data Source to
fetch the material in the desired order or force the Data Source to
use its own holding buffers to assenble an i nage of the destination
buf fer.

Whil e sonmetimes referred to as a "buffer-to-buffer” solution, RDVA
nmore fundanental ly enables renote buffer access. The ULP is free to
work with larger renmote buffers than it has locally. This reduces
buffering requirenents and the nunber of tines the data nust be
copied in an end-to-end transfer.

There are nunmerous reasons why the Data Sink would not know the true
order or location of the requested data. It could be different for
each client, different records selected and/or different sort orders,
as well as RAID striping, file fragnentation, volune fragnmentation
volume mirroring, and server-side dynam c conpositing of content
(such as server-side includes for HTTP)

In all of these cases, the Data Source is free to assenble the
desired data in the Data Sink’s buffer in whatever order the
conponent data becones available to it. It is not constrained on
ordering. It does not have to assenble an inmage in its own nenory
before creating it in the Data Sink’s buffers.

Note that while DDP enabl es use of Tagged Messages for bul k transfer
there are some application scenari os where Untagged Messages woul d

still be used for bulk transfer. For exanple, a file server may not
expose its own nmenory to its clients. A client wishing to wite nmay
Advertise a buffer upon which the server will issue RDVA Reads

However, when performing a small wite, it may be preferable to
i nclude the data in the Untagged Message rather than incurring an
additional round trip with the RDMA Read and its response

Ceneral ly, the best use of an Untagged Message is to synchronize and
to deliver data that is naturally tied to the same nessage as the
synchroni zation. For initial data transfers, this has the additiona
benefit of avoiding the need to Advertise specific Tagged Buffers for
indefinite time periods. Instead, anonynous buffers can be used for
initial data reception. Because anonynous buffers do not need to be
tied to specific nmessages in advance, this can be a major benefit.

4.5. Untagged Messages and Tagged Buffers as ULP Credits

The handling of end-to-end buffer credits differs considerably with
DDP t han when the ULP directly uses either TCP or SCTP.
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Wth both TCP and SCTP, buffer credits are based upon the receiver
granting transnmit perm ssion based on the total nunber of bytes.
These credits reflect system buffering resources and/or sinple flow
control. They do not represent ULP resources.

DDP defines no standard flow control, but presunes the existence of a
ULP nechani sm The presuned nechanismis that the Data Sink ULP has
i ssued credits to the Data Source, allowing the Data Source to send a
speci fi c number of Untagged Messages.

The ULP peers nust ensure that the sender is aware of the nmaxinmum
size that can be sent to any specific target buffer. One nethod of
doing so is to use a standard size for all Untagged Buffers within a
gi ven connection. For exanple, a ULP nay specify an initial Untagged
Buf fer size to be used immedi ately after session establishnent, and
then optionally specify nechani sns for negotiating changes.

Tagged Buffers are ULP resources Advertised directly fromULP to ULP
A DDP put to a known Tagged Buffer is constrained only by transport
I evel flow control, not by available system buffering.

Ei t her Tagged or Untagged Buffers all ows bypassing of system buffer
resources. Use of Tagged Buffers additionally allows the Data Source
to choose in what order to exercise the credits.

To the extent allowed by the ULP, Tagged Buffers are also divisible
resources. The Data Sink can Advertise a single 100 KB buffer, and
then receive notifications fromits peer that it had witten 50 KB,
20 KB, and 30 KB to that buffer in three successive transactions.

ULP nmanagenent of Tagged Buffer resources, independent of transport
and DDP | ayer credits, is an additional benefit of RDVMA protocols
Large bul k transfers cannot be bl ocked by |limted general - purpose
buffering capacity. Applications can flow control based upon higher
| evel abstractions, such as nunber of outstanding requests,

i ndependent of the anpbunt of data that nust be transferred.

However, use of system buffering, as offered by direct use of the
underlying transports, can be preferable under certain circunstances.

One exanpl e woul d be when the nunber of target ULP Buffers is
sufficiently large, and the rate at which any wites arrive is
sufficiently low, that pinning all the target ULP Buffers in nenory
woul d be undesirable. The maxi mumtransfer rate, and hence the
maxi mum amount of system buffering required, nmay be nore stable and
predi ctable than the total ULP Buffer exposure.
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Anot her exanpl e woul d be when the Data Sink wi shes to receive a
stream of data at a predictable rate, but does not know in advance
what the size of each data packet will be. This is comobn from
stream ng nmedi a that has been encoded with a variable bit rate. Wth
DDP, the Data Sink would either have to use Untagged Buffers |arge
enough for the | argest packet, or Advertise a circular buffer. |If,
for security or other reasons, the Data Sink did not want the size of
its buffer to be publicly known, using the underlying SCTP transport
directly may be preferable because of its byte-oriented credits.

5. RDVA Read

RDVA Reads are a further service provided by RDVAP. RDVA Reads al | ow
the Data Sink to fetch exactly the portion of the peer ULP Buffer
required on a "just in time" basis. This can be done without
requiring per-fetch support fromthe Data Source ULP

Storage servers may wish to linmt the maximumwite buffer allocated
to any single session. The storage server nay be a very mininal

| ayer between the client and the disk storage media, or the server
may nerely wish to limt the total resources that would be required
if all clients could push the entire payload they wi shed witten at
their own conveni ence.

In either case, there is little benefit in transferring data fromthe
Data Source far in advance of when it will be witten to the
persistent storage nedia. RDMA Reads allow the Storage Server to
fetch the payload on a "just in time" basis. 1In this fashion, a
relatively small nunber of bl ock-sized buffers can be used to execute
a single transaction that specified witing a large file, or a
Storage Server with nunerous clients can fetch buffers fromthe

i ndividual clients in the order that is nbst convenient to the
server.

This sanme capability can be used when the desired portion of the
Advertised Buffer is not known in advance. For exanple, the
Advertised Buffer could contain performance statistics. The Data
Sink could request the portions of the data it required, wthout
requiring an interaction with the Data Source ULP

This is applicable for many applications that publish senm -volatile
data that does not require transactional validity checking (i.e.

aut hori zed users have read access to the entire set of data). It is
| ess applicable when there are ULP consi stency checks that nust be
performed upon the data. Such applications would be better served by
having the client send a request, and having the server use RDVA
Wites to publish the requested data. Neither RDMAP nor DDP provide
mechani sns for bundling nultiple disjoint updates into an atomc
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operation. Therefore, use of an Advertised Buffer as a data resource
is subject to the sane caveats as any randomy updated data resource,
such as flat files, that do not enforce their own consistency.

6. LLP Compari sons

Nornal |y, the choice of underlying IP transport is irrelevant to the
ULP. RDVAP and DDP provi des the sane services over either. There
may be performance inpacts of the choice, however. It is the
responsibility of the ULP to determi ne which IP transport is best
suited to its needs.

SCTP provides for preservation of nessage boundaries. FEach DDP
Segnent will be delivered within a single SCTP packet. The

equi val ent services are only available with TCP through the use of
the MPA (Marker PDU Alignnment) adaptation |ayer.

6.1. Miltistreaming Inplications

SCTP al so provides nulti-streaning. Wen the sane pair of hosts have
need for nmultiple DDP streans, this can be a major advantage. A
singl e SCTP association carries nultiple DDP streans, consolidating
connection setup, congestion control, and acknow edgenents.

Conpl etions are controlled by the DDP Source Sequence Nunber (DDP-
SSN) on a per-stream basis. Therefore, conbining nultiple DDP
Streanms into a single SCTP association cannot result in a dropped
packet carrying data for one stream del ayi ng conpl eti ons on ot hers.

6.2. CQut-of-Order Reception Inplications

The use of unordered Data Chunks with SCTP guarantees that the DDP
layer will be able to perform placenents when | P datagrans are
recei ved out of order.

Pl acenent of out-of-order DDP Segnments carried over MPA/ TCP is not
guaranteed, but certainly allowed. The ability of the MPA receiver
to process out-of-order DDP Segnents may be inpaired when alignnent
of TCP segments and MPA FPDUs is lost. Using SCTP, each DDP Segnent
is encoded in a single Data Chunk and never spread over nultiple IP
dat agr ans.

6.3. Header and Marker Overhead
MPA and TCP headers together are smaller than the headers used by
SCTP and its adaptation |layer. However, this advantage can be

reduced by the insertion of MPA markers. The difference in ULP
Payl oad per | P Datagramis not likely to be a significant factor

Bestl er & Coene I nf or mat i onal [ Page 13]



RFC 5045 RDVA/ DDP Applicability Cct ober 2007

6.4. M ddl ebox Support

Even with the MPA adaptation layer, DDP traffic carried over MPA/ TCP
will appear to all network m ddl eboxes as a nornmal TCP connecti on

In many environments, there may be a requirenent to use only TCP
connections to satisfy existing network el enents and/or to facilitate
nmoni toring and control of connections. Wile SCTP is certainly just
as nonitorable and controllable as TCP, there is no guarantee that

t he network managenment infrastructure has the required support for

bot h.

6.5. Processing Overhead

A DDP streamdelivered via MPA/TCP will require nore processing
effort than one delivered over SCTP. However, this extra work may be
justified for many depl oynents where full SCTP support is unavail able
in the endpoints of the network, or where m ddl eboxes inpair the
usability of SCTP.

6.6. Data Integrity Inplications

Bot h the SCTP [ RFC4960] and MPA/ TCP [ RFC5044] adaptation provi de end-
to-end CRC32c protection agai nst data accidental corruption, or its
equi val ent .

A ULP that requires a greater degree of protection nmay add its own.
However, DDP and RDMAP headers will only be guaranteed to have the
equi val ent of end-to-end CRC32c protection. A ULP that requires data
integrity checking nore thorough than an end-to-end CRC32c shoul d
first invalidate all STags that reference a buffer before applying
its own integrity check.

CRC32c only provides protection agai nst random corruption. To
protect agai nst unauthorized alteration or forging of data packets,
security nethods nust be applied. The RDVA security document

[ RFC5042] specifies usage of RFC 2406 [ RFC2406] for both adaptation

| ayers. As stated in [RFC5042], note that the |IPsec requirenments for
RDDP are based on the version of |Psec specified in RFC 2401

[ RFC2401] and related RFCs, as profiled by RFC 3723 [ RFC3723],
despite the existence of a newer version of |Psec specified in RFC
4301 [ RFC4301] and rel ated RFCs.
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6.6.1. MPA/TCP Specifics

It is mandatory for MPA/TCP inpl enentations to inplenent CRC32c, but
it is not mandatory to use the CRC32c during an RDMA connection. The
activating or deactivating of the CRCin MPA/TCP is an adm nistrative
configuration operation at the local and renote end. The

adm nistration of the CRC (ONVOFF) is invisible to the ULP

Applications should assunme that disabling CRC32c will only be used
when the end-to-end protection is at |east as effective as a
transport |layer CRC32c. Applications should not use additiona
integrity checks based solely on the possibility that CRC32c could be
di sabl ed wi thout equivalent integrity checks at a | ower |evel

CRC32c nust not be disabl ed unl ess equival ent or better end-to-end
integrity protection is provided.

If the CRCis active/used for one direction/end, then the use of the
CRC is mandatory in both directions/ends.

I f both ends have been configured not to use the CRC, then this is
all oned as long as an equival ent protection (conparable to or better
than CRC) from undetected errors on the connection is provided.

6.6.2. SCTP Specifics

SCTP provi des CRC32c protection automatically. The adaptation to
SCTP provides for no option to suppress SCTP CRC32c protection.

6.7. Non-I1P Transports

DDP is defined to operate over ubiquitous IP transports such as SCTP
and TCP. This enables a new DDP-enabl ed node to be added anywhere to
an | P network. No DDP-specific support from m ddl eboxes is required.

There are non-1P transport fabric offering RDVA capabilities

Because these capabilities are integrated with the transport protocol
t hey have sone techni cal advantages when conpared to RDVA over |P

For exanple, fencing of RDMA Operations can be based upon transport

| evel acks. Because DDP is cleanly |ayered over an IP transport, any
explicit RDVA | ayer ack nmust be separate fromthe transport |ayer
ack.

There may be depl oyments where the benefits of RDMA/transport
i ntegration outweigh the benefits of being on an |IP network.
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6.7.1. No RDMA-Layer Ack

DDP does not provide for its own acknow edgenents. The only form of
ack provided at the RDMAP | ayer is an RDVA Read Response. DDP and
RDVAP rely al nost entirely upon other layers for flow control and
pacing. The LLP is relied upon to guarantee delivery and avoid
networ k congestion, and ULP-level acking is relied upon for ULP
pacing and to avoid ULP Buffer overruns.

Previ ous RDVMA protocols, such as InfiniBand, have been able to use
their integration with the transport |ayer to provide stronger
ordering guarantees. It is inportant that application designers that
requi re such guarantees provide themthrough ULP interaction

Specifically:

There is no ability for a local interface to "fence" outbound
nmessages to guarantee that prior Tagged Messages have been pl aced
prior to sending a Tagged Message. The only guarantees avail abl e
fromthe other side would be an RDMA Read Response (coming from
the RDVAP | ayer) or a response fromthe ULP layer. Renenber that
the normal ordering rules only guarantee when the Data Sink ULP
will be notified of Untagged Messages; it does not control when
data is placed into receive buffers

Re-use of Tagged Buffers nust be done with extrene care. The fact
that an Untagged Message indicates that all prior Tagged Messages
have been placed does not guarantee that no | ater Tagged Message
has. The best strategy is to change only the state of any given
Advertised Buffers with Untagged Messages.

As covered el sewhere in this docunent, flow control of Untagged
Messages is the responsibility of the ULP.

6.8. Oher IP Transports

Both TCP and SCTP provide DDP with reliable transport with TCP-

friendly rate control. Currently, DDP is defined to work over
reliable transports and inplicitly relies upon sonme formof rate
control

DDP is fully conpatible with a non-reliable protocol. Qut-of-order

pl acenent is obviously not dependent on whether the other DDP
Segnents ever actually arrive

However, RDMAP requires the LLP to provide reliable service. An

alternate conpl etion handling protocol would be required if DDP were
to be depl oyed over an unreliable IP transport.
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As noted in the prior section on Tagged Buffers as ULP credits,

nei ther RDVAP nor DDP provides any flow control for Tagged Messages
If no transport layer flow control is provided, an RDVAP/ DDP
application would be limted only by the Iink [ayer rate, al nost
inevitably resulting in severe network congestion

RDVAP encour ages applications to be ignorant of the underlying
transport path MIU. The ULP is only notified when all nessages
ending in a single Untagged Message have conpleted. The ULP is not
aware of the granularity or ordering of the underlying nessage. This
approach assunes that the ULP is only interested in the conplete set
of messages, and has no use for a subset of them

6.9. LLP-Independent Session Establishnent

For an RDMAP/ DDP application, the transport services provided by a
pair of SCTP streans and by a TCP connection both provide the sane
service (reliable delivery of DDP Segnments between two connected
RDVAP/ DDP endpoi nt's) .

6.9.1. RDMA-Only Session Establishnent

It is also possible to allow for transport-neutral establishnent of
RDVAP/ DDP sessi ons between endpoints. Conbi ned, these two features
woul d al | ow nost applications to be unconcerned as to which LLP was
actually in use

Specifically, the procedures for DDP Stream Sessi on establishnment

di scussed in section 3 of the SCTP mappi ng, and section 13.3 of the
MPA/ TCP nappi ng, both allow for the exchange of ULP-specific data
("Private Data") before enabling the exchange of DDP Segments. This
del ay can allow for proper selection and/or configuration of the
endpoi nt s based upon the exchanged data. For exanple, each DDP
Stream Sessi on associated with a single client session mght be
assigned to the same DDP Protection Domain.

To be transport neutral, the applications should exchange Private
Data as part of session establishment nessages to deternine how the
RDVA endpoints are to be configured. One side nust be the Initiator
and the other, the Responder.

Wth SCTP, a pair of SCTP streams can be used for successive sessions
whil e the SCTP association remains open. Wth MPA/ TCP, each
connection can be used for, at nost, one session. However, the sane
source/ destination pair of ports can be re-used for a subsequent TCP
connection, as allowed by TCP
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Both SCTP and MPA limit the private data size to a maxi num of 512
byt es.

MPA/ TCP requires the end of the TCP connection that initiated the
conversion to MPA node to send the first DDP Segnent. SCTP does not
have this requirenent. ULPs that wish to be transport neutral should
require the initiating end to send the first nessage. A zero-length
RDVA Wite can be used for this purpose if the ULP logic itself does
naturally support this restriction.

6.9. 2. RDVA- Condi ti onal Sessi on Establi shnent

It is sonetines desirable for the active side of a session to connect
with the passive side before knowi ng whet her the passive side
supports RDVA.

This style of session establishnment can be supported with either TCP
or SCTP, but not as transparently as for RDMA-only sessions. Pre-
exi sting non- RDVA servers are also far nore likely to be using TCP

t han SCTP.

Wth TCP, a normal TCP connection is established. It is then used by
the ULP to determ ne whether or not to convert to MPA node and use
RDVA. This will typically be integral with other session-

est abl i shnent negoti ati ons.

Wth SCTP, the establishment of an association tests whether RDMA is
supported. If not supported, the application sinply requests the
associ ation w thout the RDVA adaptation indication.

One key difference is that with SCTP the deternination as to whether
the peer can support RDMA is nade before the transport |ayer

associ ati on/connection is established, while with TCP the established
connection itself is used to deterni ne whether RDVA i s supported.

7. Local Interface Inplications

Full utilization of DDP and RDMAP capabilities requires a | ocal
interface that explicitly requests these services. Protocols such as
Sockets Direct Protocol (SDP) can all ow applications to keep their
traditional byte-stream or nessage-streaminterface and still enjoy
many of the benefits of the optimzed wire | evel protocols.
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8. Security Considerations

RDVA security considerations are discussed in the RDVA security
docunent [ RFC5042]. This docunent will only deal with the nore
usage-oriented aspects, and where there are inplications in the
choi ce of underlying transport.

8.1. Connection/Association Setup

Both the SCTP and TCP adaptations allow for existing procedures to be
foll owed for the establishment of the SCTP association or TCP
connection. Use of DDP does not inpair the use of any security
measures to filter, validate, and/or log the renote end of an

associ ati on/ connecti on.

8.2. Tagged Buffer Exposure

DDP only exposes ULP nenory to the extent explicitly allowed by ULP
actions. These include posting of receive operations and enabling of
St eering Tags.

Nei t her RDMAP nor DDP pl aces requirenments on how ULPs Adverti se
Buffers. A ULP may use a single Steering Tag for nultiple buffer
Advertisements. However, the ULP should be aware that enforcement on
STag usage is likely limted to the overall range that is enabl ed.

If the Renote Peer wites into the 'wong Advertised Buffer, neither
the DDP nor the RDVAP | ayer will be aware of this. Nor is there any
report to the ULP on how the Renote Peer specifically used Tagged
Buf f ers.

Unl ess the ULP peers have an adequate basis for mutual trust, the
receiving ULP might be well advised to use a distinct STag for each
interaction, and to invalidate it after each use, or to require its
peer to use the RDVAP option to invalidate the STag with its
respondi ng Unt agged Message.

8.3. Inpact of Encrypted Transports

Wiile DDP is cleanly |ayered over the LLP, its maxi num benefit may be
limted when the LLP Streamis secured with a stream ng cypher, such
as Transport Layer Security (TLS) [RFC4346]. |If the LLP nust decrypt
in order, it cannot provide out-of-order DDP Segnents to the DDP

| ayer for placenent purposes. |Psec [RFC2401] tunnel nobde encrypts
entire | P Datagrans. |Psec transport node encrypts TCP Segnents or
SCTP packets, as does use of Datagram TLS (DTLS) [ RFC4347] over UDP
beneath TCP or SCTP. Neither IPsec nor this use of DTLS precludes
provi di ng out-of-order DDP Segnents to the DDP | ayer for placenent.
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Not e that end-to-end use of cryptographic integrity protection nmay
al | ow suppression of MPA CRC generation and checki ng under certain
circunmstances. This is one exanple where the LLP may be judged to
have "or equivalent" protection to an end-to-end CRC32c.
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