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Status of This Meno

This docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zation state
and status of this protocol. Distribution of this neno is unlimted.

Abst r act

Thi s docunent specifies the Bootstrap Router (BSR) nmechani smfor the
class of nulticast routing protocols in the PIM (Protocol |ndependent
Multicast) family that use the concept of a Rendezvous Point as a
means for receivers to discover the sources that send to a particul ar
mul ticast group. BSRis one way that a nmulticast router can |learn
the set of group-to-RP mappings required in order to function. The
mechani smis dynanic, largely self-configuring, and robust to router
failure.
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I ntroduction

Thi s docunent assumes sone familiarity with the concepts of Protoco
I ndependent Multicast - Sparse Mbde (PIMSM [1] and Bidirectiona
Prot ocol | ndependent Miulticast (BIDDR-PIM [2], as well as with

Admi nistratively Scoped IP Multicast [3] and the | Pv6 Scoped Address
Architecture [4].

For correct operation, every nulticast router within a Pl M donain
must be able to map a particular nulticast group address to the sane
Rendezvous Point (RP). The PIM specifications do not mandate the use
of a single nechanismto provide routers with the information to
performthis group-to-RP nappi ng.

Thi s docunent describes the PIM Bootstrap Router (BSR) nechani sm
BSR is one way that a multicast router can learn the information
required to performthe group-to-RP mapping. The mechanismis

dynamic, largely self-configuring, and robust to router failure.

BSR was first defined in RFC 2362 [7] as part of the original PlMSM
speci fication, which has been obsoleted by RFC 4601 [1]. This
docunent provi des an updated specification of the BSR nmechani sm from
RFC 2362, and al so extends it to cope with adm nistratively scoped
regi on boundaries and different flavors of routing protocols.

Thr oughout the docunent, any reference to the PIMprotocol fanmly is
restricted to the subset of RP-based protocols, nanely PIM SM and
BIDIR-PIM unless stated otherw se.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [6].

Backgr ound

A PIMdomain is a contiguous set of routers that all inplenent PIM
and are configured to operate within a common boundary defined by PIM
Mul ticast Border Routers (PMBRs). PMBRs connect each PIMdonain to
the rest of the Internet.

Every PIM nul ticast group needs to be associated with the |IP address
of a Rendezvous Point (RP). This address is used as the root of a
group-specific distribution tree whose branches extend to all nodes
in the domain that want to receive traffic sent to the group

Senders inject packets into the tree in such a manner that they reach
all connected receivers. Howthis is done and how t he packets are
forwarded al ong the distribution tree depends on the particul ar
routing protocol
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For all senders to reach all receivers, it is crucial that al
routers in the domain use the sanme mappi ngs of group addresses to RP
addr esses.

An exception to the above is where a PI M domain has been broken up
into nultiple adninistrative scope regions. These are regions where
a border has been configured so that a set of nulticast groups wll
not be forwarded across that border. |In this case, all PIMrouters
within the sane scope region nust nap a particular scoped group to
the sane RP within that region

In order to deternine the RP for a nulticast group, a PIMrouter
mai ntains a collection of group-to-RP mappings, called the RP-Set. A
group-to-RP mappi ng contains the follow ng el enents.

o Milticast group range, expressed as an address and prefix
| ength

o RP priority

0o RP address

0 Hash mask | ength
o SM/ BIDRflag

In general, the group ranges of these group-to-RP mappi ngs nay
overlap in arbitrary ways; hence, a particular mnulticast group may be
covered by multiple group-to-RP mappings. Wen this is the case, the
router chooses only one of the RPs by applying a determnistic
algorithmso that all routers in the donain nake the sane choice. It
is inportant to note that this algorithmis part of the specification
of the individual routing protocols (and may differ anong then), not
of the BSR specification. For exanple, PIMSM][1] defines one such
algorithm 1t makes use of a hash function for the case where a
group range has multiple RPs with the sane priority. The hash nmask
length is used by this function.

There are a nunber of ways in which such group-to-RP nappings can be
established. The sinplest solution is for all the routers in the
domain to be statically configured with the sane information
However, static configuration generally doesn't scale well, and,
except when used in conjunction with Anycast-RP (see [8] and [9]),
does not dynanmically adapt to route around router or link failures.

The BSR nechani sm provi des a way in which viable group-to-RP mappi ngs

can be created and rapidly distributed to all the PIMrouters in a
domain. It is adaptive, in that if an RP becones unreachable, this
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will be detected and the RP-Sets will be nodified so that the
unreachable RP is no | onger used.

1. 2. Pr ot ocol Overvi ew

In this section we give an informal and non-definitive overview of
the BSR nechanism The definitive specification begins in section 2.

The general idea behind the BSR nechanismis that sonme of the PIM
routers within a PIMdomain are configured to be potential RPs for
the domain. These are known as Candidate-RPs (C-RPs). A subset of
the CGRPs will eventually be used as the actual RPs for the donmin.
In addition, sone of the PIMrouters in the domain are configured to
be candi date bootstrap routers, or Candi date-BSRs (C-BSRs). One of
these CG-BSRs will be elected to be the bootstrap router (BSR) for the
domain, and all the PIMrouters in the domain will learn the result
of this election through Bootstrap nessages. The CGRPs will then
report their candidacy to the elected BSR, which chooses a subset of
these C-RPs and distributes correspondi ng group-to-RP nmappings to al
the routers in the domain through Bootstrap nessages.

In nore detail, the BSR nechani smworks as follows. There are four
basi ¢ phases (although in practice, all phases may be occurring
si mul t aneousl y) :

1. BSR Election. Each Candi date-BSR ori gi nates Bootstrap nessages
(BSMs). Every BSM contains a BSR Priority field. Routers within
the domain flood the BSMs throughout the domain. A G BSR that
hears about a higher-priority GBSR than itself suppresses its
sendi ng of further BSMs for sone period of time. The single
remai ni ng C-BSR becones the elected BSR, and its BSMs i nform al
the other routers in the domain that it is the elected BSR

2. CRP Advertisement. Each Candidate-RP within a domain sends
peri odi ¢ Candi dat e- RP- Adverti senent (C RP-Adv) messages to the
el ected BSR A C RP-Adv nessage includes the priority of the
advertising CGRP, as well as a list of group ranges for which the
candi dacy is advertised. In this way, the BSR | earns about
possible RPs that are currently up and reachabl e.

3. RP-Set Formation. The BSR selects a subset of the GRPs that it
has received C-RP-Adv nessages fromto formthe RP-Set. In
general, it should do this in such a way that the RP-Set is
neither so large that all the routers in the donain cannot be
i nformed about it, nor so small that the load is overly
concentrated on some RPs. It should also attenpt to produce an
RP- Set that does not change frequently.
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4., RP-Set Flooding. |In future Bootstrap nessages, the BSR incl udes
the RP-Set information. Bootstrap nessages are fl ooded through
the domai n, which ensures that the RP-Set rapidly reaches all the
routers in the domain. BSMs are originated periodically to
ensure consistency after failure restoration

When a PIMrouter receives a Bootstrap nessage, it adds the
group-to- RP nappi ngs contained therein to its pool of nappings
obtai ned from other sources (e.g., static configuration). It

cal cul ates the final mappings of group addresses to RP addresses
fromthis pool according to rules specific to the particul ar
routing protocol and uses that information to construct nulticast
distribution trees.

If a PIMdomain beconmes partitioned, each area separated fromthe old
BSR will elect its own BSR, which will distribute an RP-Set
containing RPs that are reachable within that partition. When the
partition heals, another election will occur automatically and only
one of the BSRs will continue to send out Bootstrap nessages. As is
expected at the tine of a partition or healing, sone disruption in
packet delivery may occur. The duration of the disruption period
will be on the order of the region’s round-trip tinme and the

BS_Ti meout val ue.

1.3. Administrative Scopi ng and BSR

The mechani sm described in the previous section does not work when
the PIMdomain is divided into adm nistratively scoped regions. To
handl e this situation, we use the protocol nodifications described in
this section.

In the remai nder of this docunent, we will use the term scope zone,
or sinply zone, when we are tal king about a connected regi on of
topol ogy of a given scope. For a nore precise definition of scope
zones, see [4], which enphasizes that the scope zones are

adm ni stratively configured.

Adnmini strative scoping pernmits a PIMdomain to be divided into
mul ti pl e adni n-scope zones. Each adnmi n-scope zone is a convex
connected set of PIMrouters and is associated with a set of group
addresses. The boundary of the adm n-scope zone is fornmed by Zone
Border Routers (ZBRs). ZBRs are configured not to forward traffic
for any of the scoped group addresses into or out of the scoped zone.
It is inmportant to note that a given scope boundary always creates at
| east two scoped zones: one on either side of the boundary.
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In IPv4, adnministratively scoped zones are associated with a set of
addresses given by an address and a prefix length. |n |Pv6,

admini stratively scoped zones are associated with a set of addresses
given by a single scope ID value. The set of addresses correspondi ng
to a given scope ID value is defined in [5]. For exanple, a scope ID
of 5 maps to the 16 I Pv6 address ranges ff[0-f]5::/16.

There are certain topological restrictions on adnin-scope zones. The
scope zone border nust be conplete and convex. By this we nean that
there nust be no path fromthe inside to the outside of the scoped
zone that does not pass through a configured scope border router, and
that the nulticast capable path between any arbitrary pair of

mul ticast routers in the scope zone nust remain in the zone.

Admi ni strative scoping conplicates BSR because we do not want a Pl M
router within the scoped zone to use an RP outside the scoped zone.
Thus we need to nodify the basic mechanismto ensure that this
doesn’ t happen.

This is done by running a separate copy of the basic BSR nechani sm
as described in the previous section, w thin each adni n-scope zone of
a Pl M domain. Thus a separate BSR el ection takes place for each

adm n-scope zone, a CRP typically registers to the BSR of every

adm n-scope zone it is in, and every PIMrouter receives Bootstrap
messages for every scope zone it is in. The Bootstrap nessages sent
by the BSR for a particular scope zone contain information about the
RPs that should be used for the set of addresses associated with that
scope zone.

Boot strap nessages are nmarked to indicate which scope zone they

bel ong to. Such adnin-scoped Bootstrap nessages are flooded in the
normal way, but will not be forwarded by a ZBR across the boundary
for that scope zone.

For the BSR nmechanismto function correctly with adm n scoping, there
nmust be at |east one C-BSR wi thin each adm n-scope zone, and there
must be at least one C-RP that is configured to be a CGRP for the set
of group addresses associated with the scoped zone.

Even when admini strative scoping is used, a copy of the BSR nechani sm
is still used across the entire PIMdomain in order to distribute RP
informati on for groups that are not administratively scoped. W cal
this copy of the mechani sm non-scoped BSR  The copi es of the

mechani smrun for each adm n-scope zone are called scoped BSR

Only the CG-BSRs and the ZBRs need to be configured to know about the

exi stence of the scope zones. Oher routers, including the CRPs,
| earn of their existence from Bootstrap nessages.
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All PEIMrouters within a Pl M bootstrap donmai n where adm n-scope
ranges are in use nust be capable of receiving Bootstrap nessages and
storing the winning BSR and RP-Set for all adm n-scope zones that
apply. Thus, PIMrouters that only inplenment RFC 2362 or non-scoped
BSR (which only all ows one BSR per domain) cannot be used within the
adm n-scope zones of a PIM donmai n.
2. BSR State and Tiners
A PIMrouter inplenmenting BSR holds the foll owing state.
RP- Set
Per Configured or Learned Scope Zone (2):
At all routers:
Current Bootstrap Router’s |P Address
Current Bootstrap Router’s BSR Priority
Last BSM recei ved from current BSR
Bootstrap Timer (BST(Z2))
Per group-to-RP nmapping (M:
G oup-to-RP mapping Expiry Tinmer (CGET(M 2))
At a Candi date-BSR for Z:

My state: One of "Candi date-BSR', "Pendi ng-BSR',
"El ect ed- BSR'

At a router that is not a Candidate-BSR for Z:
My state: One of "Accept Any", "Accept Preferred"
Scope- Zone Expiry Tinmer (SZT(Z2))

At the current Bootstrap Router for Z only:
Per group-to-C-RP napping (M:

G oup-to-C- RP mappi ng Expiry Timer (CCET(M 2))
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3.

3.

1

At a GRP only:
C- RP Advertisenent Tinmer (CRPT)
Boot strap Router Election and RP-Set Distribution
Boot strap Router El ection

For sinmplicity, Bootstrap nmessages are used in both the BSR el ection
and the RP-Set distribution nmechanisns.

Each Bootstrap nessage indicates the scope to which it belongs. |If

the Adnin Scope Zone bit is set in the first group range in the

Boot strap nessage, the nessage is called a scoped BSM |f the Admin
Scope Zone bit is not set in the first group range in the Bootstrap

nmessage, the nmessage is called a non-scoped BSM

In a scoped | Pv4 BSM the scope of the nessage is given by the first
group range in the nessage, which can be any sub-range of 224/4. In
a scoped I Pv6 BSM the scope of the nmessage is given by the scope ID
of the first group range in the nmessage, which nust have a mask

Il ength of at l|east 16. For exanple, a group range of ff05::/16 with
the Adnmin Scope Zone bit set indicates that the Bootstrap nessage is
for the scope with scope ID5. |If the mask length of the first group
range in a scoped IPv6 BSMis |less than 16, the nmessage MJST be
dropped and a warni ng SHOULD be | ogged.

The state machi ne for Bootstrap nessages depends on whether or not a
router has been configured to be a Candidate-BSR for a particul ar
scope zone. The per-scope-zone state nachine for a CGBSR is given
bel ow, followed by the state machine for a router that is not
configured to be a G BSR

A key part of the election nechanismis that we associate a wei ght
with each BSR. The weight of a BSRis defined to be the
concatenation in fixed-precision unsigned arithnetic of the BSR
Priority field fromthe Bootstrap nessage and the | P address of the
BSR fromthe Bootstrap nessage (with the BSR Priority taking the
nost-significant bits and the I P address taking the | east-significant
bits).
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3.1.1 Per - Scope- Zone Candi dat e-BSR St at e Machi ne
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme— oo +
| When in C-BSR state |
Fom e e - S o e - Fom e e e e e o +
| Event | Receive | Bootstrap | Receive Non- |
| | Preferred BSM | Timer Expires | preferred BSM |
| | | | fromElected |
| | | | BSR |
S B o m e e e e e e me o oo e +
| | -> CBSR state | -> P-BSR state | -> P-BSR state |
| | Forward BSM | Set Bootstrap | Forward BSM |
| Action | Store RP-Set; | Tiner to | Set Bootstrap |
| | Set Bootstrap | BS Rand Override | Tiner to |
| | Tiner to | | BS_Rand_Override |
| | BS_Ti neout | | |
Fom e e - S o e - Fom e e e e e o +
o o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee oo +
| When in P-BSR state |
R o e oo o e oo o e e oo +
| Event | Receive | Bootstrap | Receive Non- |
| | Preferred BSM | Tiner Expires | preferred BSM |
S Fom e e e oo oo Fom e e e oo oo S +
| | -> CBSRstate | -> E-BSR state | -> P-BSR state |
| | Forward BSM | Oiginate BSM | Forward BSM |
| Action | Store RP-Set; | Set Bootstrap | |
| | Set Bootstrap | Tiner to | |
| | Tiner to | BS_Period | |
| | BS_Ti meout | | |
S oo oo oo +
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme— oo +
| When in E-BSR state |
S Fom e e e e e o Fom e e e e e o S +
| Event | Receive | Bootstrap | Receive Non- |
| | Preferred BSM | Tiner Expires | preferred BSM |
R o e a oo o e a oo e e e oo +
| | ->CBSRstate | -> E-BSRstate | -> E-BSR state |
| | Forward BSM | Oiginate BSM | Oiginate BSM |
| Action | Store RP-Set; | Set Bootstrap | Set Bootstrap |
| | Set Bootstrap | Timer to | Timer to |
| | Tiner to | BS_ Period | BS_ Period |
| | BS_Tineout | | |
R o e oo o e oo o e e oo +
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A Candi date-BSR may be in one of three states for a particul ar scope
zone:

Candi dat e- BSR ( C- BSR)
The router is a candidate to be the BSR for the scope zone, but
currently another router is the preferred BSR

Pendi ng- BSR ( P- BSR)
The router is a candidate to be the BSR for the scope zone.
Currently, no other router is the preferred BSR, but this router
is not yet the elected BSR This is a tenporary state that
prevents rapid thrashing of the choice of BSR during BSR
el ection.

El ect ed- BSR ( E- BSR)
The router is the elected BSR for the scope zone and it nust
performall the BSR functions.

In addition to the three states, there is one tiner

0 The Bootstrap Tinmer (BST) - used to tinme out old bootstrap router
i nformati on, and used in the election process to term nate P-BSR
state.

The initial state for this configured scope zone is "Pendi ng- BSR"
the Bootstrap Timer is initialized to BS Rand_Override. This is the
case both if the router is a Candidate-BSR at startup, and if it is
reconfigured to becone one later.

3.1.2. Per-Scope-Zone State Machi ne for Non-Candi dat e- BSR Rout ers

The following state machine is used for scope zones that are

di scovered by the router from bootstrap nessages. A sinplified state
machi ne is used for scope zones that are explicitly configured on the
router and for the global zone. The differences are listed at the
end of this section

o o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme— oo +
| When in Nolnfo state |
S e +
| Event | Recei ve BSM |
RS o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +
| | -> AP state |
| Action | Forward BSM Store RP-Set; |
| | Set Bootstrap Tinmer to BS_Ti meout |
S e +
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o o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee oo +
| When in Accept Any state |
B o e e e e e e e e o +
| Event | Recei ve BSM | Scope- Zone Expiry |
| | | Ti mer Expires |
S o o e e e e e e e e oo +
| | -> AP state | -> Nolnfo state |
| | Forward BSM Store | Renmove scope zone |
| Action | RP- Set; Set | state |
| | Bootstrap Tinmer to | |
| | BS_Ti neout | |
S o o e e e e e e e e oo +
o o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme— oo +
| When in Accept Preferred state |
f S o e e e e e e e ea oo e e +
| Event | Receive Preferred | Bootstrap | Receive Non- |
| | BSM | Timer Expires | preferred BSM |
[ TS T oo o e e +
| | -> AP state | -> AA state | -> AP state |
| | Forward BSM Store | Refresh RP- | |
| Action | RP-Set; Set | Set; Renove | |
| | Bootstrap Timer to | BSR state; Set | |
| | BS_Ti nmeout | SZT to | |
| | | SZ_Tineout | |
[ TS Fom e e e ek o e a oo o e oo +
A router that is not a Candidate-BSR may be in one of three states:
Nol nf o
The router has no infornmation about this scope zone. Wen in
this state, no state information is held and no timers (that
refer to this scope zone) run. Conceptually, the state machine
is only instantiated when the router receives a scoped BSMfor a
scope about which it has no prior know edge. However, because
the router immediately transitions to the AA state
uncondi tionally, the Nolnfo state can be considered to be
virtual in a certain sense. For this reason, it is onmtted from
the description in section 2.

Accept Any (AA
The router does not know of an active BSR, and will accept the
first Bootstrap nessage it sees as giving the new BSR s identity
and the RP-Set.
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Accept Preferred (AP)
The router knows the identity of the current BSR, and is using
the RP-Set provided by that BSR Only Bootstrap nmessages from
that BSR or froma C BSR with higher weight than the current BSR
wi || be accepted.

In addition to the three states, there are two tiners:

0 The Bootstrap Tinmer (BST) - used to tine out old bootstrap router
i nformation.

0 The Scope-Zone Expiry Tinmer (SZT) - used to tinme out the scope
zone itself if Bootstrap nessages specifying this scope zone stop
arriving.

The initial state for scope zones about which the router has no
know edge is "Nol nfo"

The state machi ne used for scopes that have been confi gured
explicitly on the router and for the global scope (which always
exists) differs fromthe state machi ne above as foll ows.

o The "Nol nfo" state doesn’'t exist.

0o No SZT is nmintained. Hence, the event "Scope-Zone Expiry Tiner
Expi res" does not exist and no actions with regard to this timer
are execut ed.

The initial state for this state machine is "Accept Any".
3.1.3. Bootstrap Message Processing Checks

When a Bootstrap nessage is received, the following initial checks
nmust be perforned

if ((DirectlyConnected(BSM src_i p_address) == FALSE) OR
(we have no Hello state for BSMsrc_i p_address)) {
drop the Bootstrap nessage silently

}

if (BSM dst _ip_address == ALL-PI M ROUTERS) {
if (BSMno forward bit == 0) {
if (BSM src_ip_address != RPF_nei ghbor (BSM BSR i p_address)) {
drop the Bootstrap nessage silently

} else if ((any previous BSM for this scope has been accepted) OR
(rmore than BS Period has el apsed since startup)) {
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#only accept no-forward BSMif quick refresh on startup
drop the Bootstrap nessage silently

}
} else if ((Unicast BSM support enabl ed) AND
(BSM dst _i p_address is one of ny addresses)) {
if ((any previous BSMfor this scope has been accepted) OR
(rmore than BS Period has el apsed since startup)) {
#t he packet was unicast, but this wasn't
#a qui ck refresh on startup
drop the Bootstrap nessage silently

} else {
drop the Bootstrap nessage silently
}

if (the interface the message arrived on is an adm n scope
border for the BSMfirst_group_address) {
drop the Bootstrap nessage silently

}
Basi cal |y, the packet nust have conme froma directly connected
nei ghbor for which we have active Hello state. |t nust have been

sent to the ALL-PI M ROUTERS group, and unless it is a No-Forward BSM
it nmust have been sent by the correct upstreamrouter towards the BSR
that originated the Bootstrap nessage; or, if it is a No-Forward BSM
we nust have recently restarted and have no BSR state for that adnmin
scope. Also, if unicast BSM support is enabled, a unicast BSMis
accepted if it is addressed to us, we have recently restarted, and we
have no BSR state for that adm n scope. In addition, it nust not
have arrived on an interface that is a configured adm n-scope border
for the first group address contained in the Bootstrap nessage.

3.1.4. State Machine Transition Events

If the Bootstrap nessage passes the initial checks above wi thout
bei ng discarded, then it may cause a state transition event in one of
t he above state machines. For both candi date and non-candi date BSRs,
the following transition events are defined:

Recei ve Preferred BSM
A Bootstrap nmessage is received froma BSR that has wei ght
hi gher than or equal to that of the current BSR If a router

isin P-BSR state, then it uses its own weight as that of the
current BSR

A Bootstrap nmessage is also preferred if it is fromthe

current BSR with a | ower weight than the previous BSMit sent,
provided that if the router is a Candi date-BSR the current BSR
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still has a weight higher than or equal to that of the router
itself. In this case, the "Current Bootstrap Router’s BSR
Priority" state nust be updated. (For |ower weight, see Non-
preferred BSM from El ect ed BSR case.)

Recei ve Non-preferred BSM
A Bootstrap nessage is received froma BSR other than the
current BSR that has | ower weight than that of the current
BSR. If arouter is in P-BSR state, then it uses its own
wei ght as that of the current BSR

Recei ve Non-preferred BSM from El ect ed BSR
A Bootstrap nessage is received fromthe el ected BSR but the
BSR Priority field in the recei ved nmessage has changed, so
that now the currently el ected BSR has | ower weight than that
of the router itself.

Recei ve BSM
A Bootstrap nessage is received, regardl ess of BSR weight.

In addition to state nachine transitions caused by the receipt of
Boot strap nessages, a state machine transition takes place each tine
the Bootstrap Tiner or Scope-Zone Expiry Timer expires.

3.1.5. State Machi ne Actions

The state machi nes specify actions that include setting the Bootstrap
Ti mer and the Scope-Zone Expiry Timer to various values. These
val ues are defined in section 5.

In addition to setting and cancelling the tiners, the foll ow ng
actions may be triggered by state changes in the state nachi nes:

Forward BSM
A mul ticast Bootstrap nmessage with No-Forward bit cleared that
passes the Bootstrap Message Processing Checks is forwarded
out of all interfaces with PIM neighbors (including the
interface it is received on), except where this would cause
the BSMto cross an adni n-scope boundary for the scope zone
indicated in the message. For details, see section 3.4.

Ori gi nat e BSM
A new Bootstrap nessage is constructed by the BSR, giving the
BSR s address and BSR priority, and containing the BSR s
chosen RP-Set. The nessage is forwarded out of all interfaces
on whi ch PI M nei ghbors exist, except where this would cause
the BSMto cross an adm n-scope boundary for the scope zone
i ndicated in the nessage.
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Store RP- Set
The router uses the group-to-RP nappings contained in a BSMto
update its |l ocal RP-Set.

This action is skipped for an enpty BSM A BSMis enpty if it
contains no group ranges, or if it only contains a single
group range where that group range has the Admi n Scope Zone
bit set (a scoped BSM and an RP count of zero.

If a mapping does not yet exist, it is created and the
associ ated Group-to-RP mapping Expiry Tiner (CGET) is
initialized with the holdtime fromthe BSM

If a mapping already exists, its GET is set to the holdtine
fromthe BSM |If the holdtinme is zero, the mapping is renoved
i mediately. Note that for an existing mapping, the RP
priority must be updated if changed.

Mappi ngs for a group range are also to be i mediately renoved
if they are not present in the received group range. This
nmeans that if there are any existing group-to-RP mappings for
a range where the respective RPs are not in the received
range, then those mappi ngs nust be renpved.

Al'l RP mappi ngs associated with the scope zone of the BSM are
updated with the new hash mask | ength fromthe received BSM
Thi s includes RP nappings for all group ranges |earned for
this zone, not just the ranges in this particul ar BSM

In addition, the entire BSMis stored for use in the action
Refresh RP-Set and to prinme a new Pl M nei ghbor as descri bed
bel ow.

Ref resh RP- Set
When the Bootstrap Tinmer expires, the router uses the copy of
the last BSMthat it has received to refresh its RP-Set
according to the action Store RP-Set as if it had just
received it. This will increase the chance that the group-to-
RP mappings will not expire during the election of the new

Renove BSR state
When the Bootstrap Tiner expires, all state associated with
the current BSR is renoved (address, priority, BST, and saved
| ast BSM see section 2). Note that this does not include any
gr oup-to- RP mappi ngs.
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Renpove scope zone state
Wien the Scope-Zone Expiry Tiner expires, all state associated
with the scope zone is renoved (see section 2).

3.2. Sending Candi dat e- RP- Adverti sement Messages

Every C-RP periodically unicasts a CRP-Adv nessage to the BSR for
each scope zone for which it has state, to informthe BSR of the
C-RPs willingness to function as an RP. These nessages are sent
with an interval of C RP_Adv_Period, except when a new BSR i s

el ected; see bel ow

Wien a new BSR is el ected, the CRP MJST send one to three C RP-Adv
nmessages and wait a small random zed period C RP_Adv_Backoff before
sendi ng each nmessage. W reconmend sending three nessages because it
is inportant that the BSR quickly |l earns which RPs are active, and
some packet | oss may occur when a new BSR is el ected due to changes
in the network. One way of inplenenting this is to set the CRPT to
C RP_Adv_Backoff when the new BSR is elected, as well as setting a
counter to 2. Wenever the CRPT expires, we first send a C RP-Adv
nmessage as usual. Next, if the counter is non-zero, it is
decremented and the CRPT is again set to C RP_Adv_Backoff instead of
C RP_Adv_Peri od.

The Priority field in these nessages is used by the BSR to sel ect
which CGRPs to include in the RP-Set. Note that |ower values of this
field indicate higher priorities, so that a value of zero is the

hi ghest possible priority. GC RPs should, by default, send C RP-Adv
messages with the Priority field set to 192.

Wen a CGRP is being shut down, it SHOULD i nmedi ately send a C RP-Adv
nmessage to the BSR for each scope zone for which it is currently
serving as an RP; the Holdtime in this C RP-Adv nmessage shoul d be
zero. The BSRwill then imediately time out the CGRP and generate a
new Bootstrap nessage with the shut down RP holdtime set to O.

A C RP-Adv nessage carries a |list of group address and group nask
field pairs. This enables the CGRP to specify the group ranges for
which it is willing to be the RP. If the C-RP beconmes an RP, it may
enforce this scope acceptance when receiving Register or Join/Prune
nessages.

A CRPis configured with a list of group ranges for which it should

advertise itself as the CRP. A CRP uses the following algorithmto
determi ne which ranges to send to a given BSR
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For each group range Rin the list, the CRP advertises that range to
the scoped BSR for the smallest scope that "contains" R  For |Pv6,
the containing scope is determ ned by matching the scope identifier
of the group range with the scope of the BSR For IPv4, it is the

| ongest-prefix match for R anmpongst the known admi n-scope ranges. |If
no scope is found to contain the group range, the CGRP includes it in
the C-RP-Adv sent to the non-scoped BSR. |If a non-scoped BSR is not
known, the range is not included in any C RP-Adv.

In addition, for each IPv4 group range Rin the list, for each scoped
BSR whose scope range is strictly contained within R, the CRP SHOULD
by default advertise that BSR s scope range to that BSR  And for
each I Pv6 group range Rin the list with prefix length < 16, the CGRP
SHOULD by default advertise each sub-range of prefix length 16 to the
scoped BSR with the corresponding scope ID. An inplenentation MAY
supply a configuration option to prevent the behavior described in
thi s paragraph, but such an option SHOULD be di sabl ed by default.

For | Pv6, the nmask | ength of all group ranges included in the
C- RP- Adv nessage sent to a scoped BSR MUST be >= 16.

If the above al gorithmdeterm nes that there are no group ranges to
advertise to the BSR for a particular scope zone, a C RP-Adv nessage
MJUST NOT be sent to that BSR A G RP MUST NOT send a C RP-Adv
message with no group ranges in it.

If the same router is the BSR for nore than one scope zone, the
C- RP- Adv nessages for these scope zones MAY be conbined into a single
nessage.

If the GRP is a ZBR for an admin-scope zone, then the Adm n Scope
Zone bit MUST be set in the C-RP-Adv nessages it sends for that scope
zone; otherwise this bit MJST NOT be set. This information is
currently only used for |ogging purposes by the BSR, but mght allow
for future extensions of the protocol

3.3. Creating the RP-Set at the BSR

Upon receiving a C RP-Adv nessage, the router needs to deci de whether
or not to accept each of the group ranges included in the nessage.

For each group range in the nessage, the router checks to see if it
is the el ected BSR for any scope zone that contains the group range,
or if it is elected as the non-scoped BSR. If so, the group range is
accepted; if not, the group range is ignored.
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For security reasons, we reconmend that inplenentations have a way of
restricting which I P addresses the BSR accepts C RP-Adv nessages
from e.g., access lists. For use of scoped BSR it may also be
useful to specify which group ranges shoul d be accept ed.

If the group range is accepted, a group-to-C RP nmapping is created
for this group range and the RP Address fromthe C RP-Adv nessage.

If the mapping is not already part of the CRP-Set, it is added to
the C-RP-Set and the associated G oup-to-C RP mapping Expiry Tiner
(CGET) is initialized to the holdtinme fromthe C RP-Adv nessage. |Its
priority is set to the Priority fromthe C RP-Adv nessage.

If the mapping is already part of the CRP-Set, it is updated with
the Priority fromthe C RP-Adv nessage, and its associated CCET is
reset to the holdtinme fromthe C RP-Adv nessage. |If the holdtinme is
zero, the mapping is immedi ately renoved fromthe C RP-Set.

The hash nmask length is a global property of the BSR and is therefore
the sane for all mappi ngs managed by the BSR

For compatibility with the previous version of the BSR specification,
a C RP-Adv nessage with no group ranges SHOULD be treated as though
it contained the single group range ff00::/8 or 224/ 4. Therefore,
according to the rule above, this group range will be accepted if and
only if the router is elected as the non-scoped BSR

When a CGET expires, the corresponding group-to-C RP mapping is
removed fromthe C RP-Set.

The BSR constructs the RP-Set fromthe CGRP-Set. It nay apply a
local policy to limt the nunber of Candidate-RPs included in the
RP-Set. The BSR may override the range indicated in a C RP-Adv
message unless the "Priority’ field fromthe C RP-Adv nessage is |ess
t han 128.

If the BSR I earns of both BIDI R and PI M SM Candi date-RPs for the sane
group range, the BSR MJUST only include RPs for one of the protocols
in the BSMs. The default behavior SHOULD be to prefer BID R

For inclusion in a BSM the RP-Set is subdivided into sets of {group-
range, RP-Count, RP-addresses}. For each RP-address, the

"RP-Hol dtinme" field is set to the Holdtine fromthe C RP-Set, subject
to the constraint that it MJUST be | arger than BS_Period and SHOULD be
larger than 2.5 tinmes BS Period to allow for sone Bootstrap nessages
getting lost. |If sone holdtinmes fromthe CRP-Sets do not satisfy
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this constraint, the BSR MJST repl ace those holdtines with a val ue
satisfying the constraint. An exception to this is the holdtine of
zero, which is used to i mediately w thdraw mappi ngs.

The format of the Bootstrap nessage allows ’'semantic fragmentation’
if the length of the original Bootstrap nmessage exceeds the packet
maxi mum boundari es. However, to reduce the senmantic fragnentation
requi red, we recomend agai nst configuring a |arge nunber of routers
as C RPs.

In general, BSMs are originated at regular intervals according to the
BS Period tiner. W do recommend that a BSMis al so origi nated
whenever the RP-set to be announced in the BSMs changes. This will
usual Iy happen when receiving CRP advertisenents froma new CRP, or
when a GRP is shut down (C-RP advertisenent with a holdtinme of

zero). There MIUST however be a mni mumof BS M n_Interval between
each time a BSMis sent. |In particular, when a new BSR is el ected

it will first send one BSM (which is likely to be enpty since it has
not yet received any C-RP advertisenents), and then wait at |east
BS M n_Interval before sending a new one. During that time, it is
likely to have received C-RP advertisenments fromall usable C RPs
(since we say that a C-RP should send one or nore advertisenents with
smal | random del ays of C RP_Adv_Backoff when a new BSR is el ected).
For this case in particular, where routers nmay not have a usabl e RP-
set, we reconmend originating a BSM as soon as BS M n_Interval has
passed. W suggest though that a BSR can do this in general. One
way of inplenmenting this, is to decrease the Bootstrap Tiner to

BS M n_Interval whenever the RP-set changes, while not changing the
timer if it is less than or equal to BS M n_Interval

A BSR originates separate scoped BSMs for each scope zone for which
it is the elected BSR, as well as originating non-scoped BSMs if it
is the el ected non-scoped BSR

Each group-to-C-RP mapping is included in precisely one of these BSMs
-- nanely, the scoped BSM for the narrowest scope containing the
group range of the mapping, if any, or the non-scoped BSM ot herwi se.

A scoped BSM MUST have at | east one group range, and the first group
range in a scoped BSM MJUST have the Admi n Scope Zone bit set. This
group range identifies the scope of the BSM In a scoped | Pv4 BSM
the first group range is the range corresponding to the scope of the
BSM In a scoped IPv6 BSM the first group range nmay be any group
range subject to the general condition that all the group ranges in
such a BSM MUST have a mask length of at least 16 and MJST have the
same scope | D as the scope of the BSM
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Apart fromidentifying the scope, the first group range in a scoped
BSMis treated like any other range with respect to RP mappi ngs.

That is, all mappings in the RP-set for this group range, if any,

must be included in this first group range in the BSM After this
group range, other group ranges in this scope (for which there are RP
mappi ngs) appear in any order.

The Adnin Scope Zone bit of all group ranges other than the first
SHOULD be set to 0 on origination, and MJUST be ignored on receipt.

When an elected BSR is being shut down, it should i mediately
originate a Bootstrap nessage listing its current RP-Set, but wth
the BSR Priority field set to the |owest priority val ue possible.
This will cause the election of a new BSR to happen nore qui ckly.

3.4. Forwardi ng Bootstrap Messages

Ceneral ly, bootstrap nessages originate at the BSR, and are hop- by-
hop forwarded by internediate routers if they pass the Bootstrap
Message Processing Checks. There are two exceptions to this. One is
that a bootstrap nessage is not forwarded if its No-Forward bit is
set; see section 3.5.1. The other is that unicast BSMs (see section
3.5.2) are usually not forwarded. |Inplenenters MAY, however, at
their own discretion choose to re-send a No-Forward or unicast BSMin
a nulticast BSM which MJUST have the No-Forward bit cleared. It is
essential that the No-Forward bit is cleared, since no Reverse Path
Forwardi ng (RPF) check is perforned by the receiver when it is set.

By hop-by-hop forwarding, we nean that the Bootstrap nmessage itself
is forwarded, not the entire I P packet. Each hop constructs an |IP

packet for each of the interfaces the BSMis to be forwarded out of;
each packet contains the entire BSMthat was received

When a Bootstrap nmessage is forwarded, it is forwarded out of every
mul ti cast - capabl e interface that has PIM nei ghbors (including the one
over which the nmessage was received). The exception to this is if
the interface is an adm n-scope boundary for the admi n-scope zone
indicated in the first group range in the Bootstrap nessage packet.

As an optim zation, a router MAY choose not to forward a BSM out of
the interface the nessage was received on if that interface is a
point-to-point interface. On interfaces with nultiple PIM neighbors,
a router SHOULD forward an accepted BSM out of the interface that BSM
was received on, but if the nunber of PIM neighbors on that interface
is large, it MAY delay forwarding a BSM out of that interface by a
smal | random zed interval to prevent nessage inplosion. A

Bhaskar, et al. St andards Track [ Page 21]



RFC 5059 BSR Mechani smfor PIM January 2008

configuration option MAY be provided to disable forwardi ng out of the
interface a nessage was received on, but we recomend that the
default behavior is to forward out of that interface.

Rational e: A BSM needs to be forwarded out of the interface the
message was received on (in addition to the other interfaces) because
the routers on a LAN may not have consistent routing information. |f
three routers on a LAN are A, B, and C, and at router B RPF(BSR)==
and at router C RPF(BSR)==B, then router A originally forwards the
BSM onto the LAN, but router Cwll only accept it when router B re-
forwards the nmessage onto the LAN. |If the underlying routing
protocol configuration guarantees that the routers have consi stent
routing information, then forwarding out of the inconing interface
may safely be disabl ed.

A ZBR constrains all BSMs that are of equal or snaller scope than the
configured boundary. That is, the BSMs are not accepted from
originated, or forwarded on the interfaces on which the boundary is
configured. For IPv6, the check is a conparison between the scope of
the first range in the scoped BSM and the scope of the configured
boundary. For IPv4, the first range in the scoped BSMis checked to
see if it is contained in or is the sane as the range of the
configured boundary.

3.5. Bootstrap Messages to New and Rebooting Routers

Wien a Hell o nessage is received froma new nei ghbor, or a Hello
message with a new GenlD is received froman existing nei ghbor, one
router on the LAN sends a stored copy of the Bootstrap nmessage for
each adm n-scope zone to the new or rebooting router. This allows
new or rebooting routers to | earn the RP-Set quickly.

Thi s message SHOULD be sent as a No-Forward Bootstrap nessage; see
section 3.5.1. For backwards conpatibility, this message MAY instead
or in addition be sent as a unicast Bootstrap nessage; see section
3.5.2. These nessages MJST only be accepted at startup; see section
3.1.3.

The router that does this is the Designated Router (DR) on the LAN,
or, if the new or rebooting router is the DR, the router that would
be the DR if the new or rebooting router were excluded fromthe DR
el ection process.

Bef ore sending a Bootstrap nmessage in this manner, the router nust

wait until it has sent a triggered Hello nmessage on this interface;
ot herw se, the new neighbor will discard the Bootstrap nmessage
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3.5.1. No-Forward Bootstrap Messages

A No- Forward Bootstrap nessage, is a bootstrap nessage that has the
No- Forward bit set. Al inplenmentations SHOULD support sending of
No- For war d Boot strap nessages, and SHOULD al so accept them The RPF
check MUST NOT be performed in the BSM processing check for a No-
Forward BSM see section 3.1.3. The nessages have the sane source
and destination addresses as the usual mnulticast Bootstrap nessages.

3.5.2. Unicasting Bootstrap Messages

For backwards conpatibility, inplenentations MAY support unicast
Boot strap nessages. Wether to send uni cast Bootstrap nessages
instead of or in addition to No-Forward Bootstrap nessages, and al so
whet her to accept such nessages, SHOULD be configurable. This
message i s unicast to the nei ghbor.

3.6. Receiving and Using the RP-Set

The RP-Set nmintained by BSR is used by RP-based multicast routing
protocols like PIMSMand BIDIR-PIM These protocols may obtain RP-
Sets fromother sources as well. How the final group-to-RP mappings
are obtained fromthese RP-Sets is not part of the BSR specification.
In general, the routing protocols need to re-cal cul ate the nappings
when any of their RP-Sets change. How such a change is signalled to
the routing protocol is also not part of the present specification

Some group-to-RP mappings in the RP-Set indicate group ranges for
whi ch PI M SM shoul d be used; others indicate group ranges for use
with BIDOR-PIM Routers that support only one of these protocols
MUST NOT ignore ranges indicated as being for the other protocol
They MUST NOT treat them as being for the protocol they support.

If a mapping is not already part of the RP-Set, it is added to the
RP- Set and the associated G oup-to-RP mapping Expiry Tiner (CGET) is
initialized to the holdtine fromthe Bootstrap nessage. |Its priority
is set to the Priority fromthe Bootstrap nessage.

If a mapping is already part of the RP-Set, it is updated with the
Priority fromthe Bootstrap nmessage and its associated GET is reset
to the holdtinme fromthe Bootstrap nmessage. |If the holdtine is zero,
the mapping is renoved fromthe RP-Set inmediately.
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4.

Message Fornmats

BSR nessages are Pl M nessages, as defined in [1]. The values of the
PI M Message Type field for BSR nessages are:

4 Bootstrap
8 Candi dat e- RP- Adverti senent

As with all other PIMcontrol messages, BSR nessages have | P protocol
number 103.

Candi dat e- RP- Adverti senent nessages are unicast to a BSR  Usual ly,
Boot strap nessages are nulticast with TTL 1 to the ALL-PI M ROUTERS
group, but in some circunmstances (described in section 3.5.2)
Boot strap nessages may be unicast to a specific PlIM neighbor.

The | P source address used for Candi date-RP-Adverti senent nessages is
a domai n-wi de reachabl e address. The I P source address used for

Boot strap nessages (regardl ess of whether they are being originated
or forwarded) is the link-local address of the interface on which the
message i s being sent (i.e., the same source address that the router
uses for the Hello nessages that it sends out that interface).

The 1 Pv4 ALL-PI M ROUTERS group is 224.0.0.13. The |Pv6 ALL-PIM
ROUTERS group is ff02::d.

In this section, we use the following terms defined in the PIMSM
specification [1]:

0 Encoded- Uni cast fornmat
o Encoded- G oup fornmat
We repeat these here to aid readability.
Encoded- Uni cast address
An Encoded- Uni cast address takes the follow ng format:
0 1 2 3
01234567890123456789012345678901
B s S S i i i ks a ks st S S S S S S

| Addr Family | Encoding Type | Uni cast Address
B e i e T O i T o i NI TR R T S R S S e e i S
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Fam |y
The PIM address fanily of the ’Unicast Address’ field of this
addr ess.

Val ues of 0-127 are as assigned by the 1 ANA for Internet Address
Families in [11]. Values 128-250 are reserved to be assigned by
the 1ANA for Pl Mspecific Address Families. Values 251 though
255 are designated for private use. As there is no assignnent
authority for this space, collisions should be expected.

Encodi ng Type

The type of encoding used within a specific Address Famly. The
value "0’ is reserved for this field, and represents the native
encodi ng of the Address Fanily

Uni cast Address

The uni cast address as represented by the given Address Fanily
and Encodi ng Type.

Encoded- G- oup address

Encoded- Group addresses take the follow ng fornmat:

0
01

1 2 3
234567890123456789012345678901

T S T S S S T it S S it i
| Addr Family | Encoding Type |B| Reserved |Z] Mask Len
B s T s s e T o e S T ks et s oot ST S S S o S S 3

G oup nul ticast Address

T S S il St N S S SR

Addr

Fam |y
Descri bed above.

Encodi ng Type

Descri bed above.

[B]IDIR bit

Wien set, all BIDI R-capable PIMrouters will operate the
protocol described in [2] for the specified group range.

Reser ved

Transmitted as zero. |gnored upon receipt.

Admi n Scope [ Z] one

Bhaskar ,

When set, this bit indicates that this group range is an
adm ni stratively scoped range.
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Mask Len

The Mask length field is 8 bits. The value is the nunber of
contiguous one bits that are left justified and used as a nmask
when conmbined with the group address, it describes a range of
groups. It is less than or equal to the address length in bits
for the given Address Fami |y and Encodi ng Type. |f the nessage
is sent for a single group, then the Mask | ength nust equal the
address length in bits for the given Address Fanmily and Encodi ng

Type (e.g., 32 for IPv4 native encoding and 128 for |Pv6 native
encodi ng) .

Group nulticast Address
Contai ns the group address.

4.1. Bootstrap Message For mat

A Bootstrap nmessage may be divided up into 'semantic fragnments’ if
the resulting | P datagram woul d exceed the naxi mum packet size
boundaries. Basically, a single Bootstrap nessage can be sent as
multiple semantic fragments (each in a separate | P datagram, so long
as the fragnent tags of all the semantic fragments conprising the
message are the sanme. The format of a single non-fragnented nmessage
is the same as the one used for semantic fragments.

The format of a single 'fragnent’ is given bel ow
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| PIM Ver| Type |N Reserved | Checksum |
B T e o i S I i i S S N iy St S I S S
| Fragnent Tag | Hash Mask Len | BSR Priority |

e i e i i e T i T sk ik S SH SR SN SR
| BSR Address (Encoded- Uni cast fornat) |
T T i i o e e S e et i S oI SR R R SR
| G oup Address 1 (Encoded- G oup format) |
B T e o i S I i i S S N iy St S I S S
| RP Count 1 | Frag RP Cnt 1 | Reserved |
e i e i i e T i S s S
| RP Address 1 (Encoded-Uni cast format) |
i T i i e e e e e E et e i s i SR R S
| RP1 Hol dti ne | RP1 Priority | Reserved |
B T e o i S I i i S S N iy St S I S S
| RP Address 2 (Encoded- Uni cast format) |
e e i i e i S S R
| RP2 Hol dti e | RP2 Priority | Reserved |
i T i i e e e e e e E e e i S s s R R SR
|
-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
RP Address m ( Encoded- Uni cast format) |

B o e e e e e e o o b o
RPm Hol dti ne | RPm Priority | Reserved |

B s T T S S S T s sl T ot S o S S S S S e i
G oup Address 2 (Encoded- G oup format) |

B e s S S S i S T e T s i S S S S
|
-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
G oup Address n (Encoded- Group format) |

B i i i S S R ih s s I S S o O S S
RP Count n | Frag RP Cnt n | Reserved |
B o e e S e e s i i i e e e s
RP Address 1 (Encoded-Uni cast format) |

Bl o o e e e e s R e e e ol i e R DR e S SR S
RP1 Hol dti ne | RP1 Priority | Reserved |

B i i i S S R ih s s I S S o O S S
RP Address 2 (Encoded- Uni cast fornmat) |

B s e e S i e s i i i I S S S S S S e S
RP2 Hol dti ne | RP2 Priority | Reserved |

Bl o T e e e e s i i e T e e S e s
|

|

-+ "+ +—+—+—+—+—— +— +— +— +—
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I S S S T i S S S T 3
| RP Address m (Encoded- Uni cast format)

T i T i i S i S S S
| RPm Hol dti ne | RPm Priority | Reserved

B T e o i S I i i S S N iy St S I S S

Pl M Ver si on, Reserved, Checksum
Described in [1].

Type
PI M Message Type. Value is 4 for a Bootstrap nessage.

[ NJo- Forward bit
Wien set, this bit nmeans that the Bootstrap nmessage fragment is
not to be forwarded.

Fragment Tag
A randonml y generated nunber, acts to distinguish the fragnments
bel onging to different Bootstrap nessages; fragnments bel ongi ng
to same Bootstrap nmessage carry the same ' Fragnment Tag’

Hash Mask Len
The length (in bits) of the mask to use in the hash function
For 1 Pv4, we recommend a value of 30. For |IPv6, we recommend a
val ue of 126.

BSR Priority
Contains the BSR priority value of the included BSR. This field
is considered as a high-order byte when conparing BSR addresses.
BSRs should by default set this field to 64. Note that for
hi storical reasons, the highest BSR priority is 255 (the higher
the better), whereas the highest RP Priority (see below) is 0
(the lower the better).

BSR Address
The address of the bootstrap router for the donmain. The fornmat
for this address is given in the Encoded- Uni cast address in [1].
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Group Address 1..n
The group ranges (address and mask) with which the Candi dat e- RPs
are associ ated. Format described in [1]. In a fragnent
cont ai ni ng admi n-scope ranges, the first group range in the
fragment MUST satisfy the follow ng conditions:

0 it MJIST have the Admi n Scope Zone bit set;

o for IPv4, it MIST be the group range for the entire adnin-
scope range (this is required even if there are no RPs in the
RP-Set for the entire admi n-scope range -- in this case, the
sub-ranges for the RP-Set are specified later in the fragment
along with their RPs);

o for IPv6, the Mask Len MJUST be at |east 16 and have the scope
I D of the adnin-scope range.

RP Count 1..n
The nunber of Candi date-RP addresses included in the whole
Boot strap nessage for the correspondi ng group range. A router
does not replace its old RP-Set for a given group range
until/unless it receives 'RP-Count’ addresses for that range;
t he addresses could be carried over several fragnents. |If only
part of the RP-Set for a given group range was received, the
router discards it wthout updating that specific group range’s
RP- Set .

Frag RP Cnt 1. m
The nunber of Candi date-RP addresses included in this fragnent
of the Bootstrap nessage, for the correspondi ng group range.
The "Frag RP Cnt’ field facilitates parsing of the RP-Set for a
gi ven group range, when carried over nore than one fragnent.

RP address 1..m
The address of the Candi date-RPs, for the correspondi ng group
range. The format for these addresses is given in the Encoded-
Uni cast address in [1].

RP1.. m Hol dti me
The Hol dtinme (in seconds) for the corresponding RP. This field
is copied fromthe "Holdtime’ field of the associated RP stored
at the BSR

RP1.. mPriority
The "Priority’ of the corresponding RP and Encoded- G oup
Address. This field is copied fromthe *Priority’ field stored
at the BSR when receiving a C RP-Adv nessage. The hi ghest
priority is 0 (i.e., unlike BSR priority, the lower the val ue
of the "Priority’ field, the better). Note that the priority is
per RP and per G oup Address.
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Wthin a Bootstrap nessage, the BSR Address, all the G oup Addresses,
and all the RP Addresses MJUST be of the sane address famly. In
addition, the address fanmily of the fields in the nessage MIST be the
same as the I P source and destination addresses of the packet. This
permts maxi numinplementation flexibility for dual -stack |Pv4/1Pv6e
routers.

4.1.1. Semantic Fragnentation of BSMs

Boot strap nessages may be split over several PIM Bootstrap Message
Fragnments (BSMFs); this is known as semantic fragmentation. Each of
these nust follow the above format. Al fragnents of a given

Boot strap nessage MJUST have identical values for the Type, No-Forward
bit, Fragment Tag, Hash Mask Len, BSR Priority, and BSR Address
fields. That is, only the group-to-RP mappings nay differ between
fragments.

This is useful if the BSM woul d ot herwi se exceed the MIU of the link
the nmessage will be forwarded over. |If one relies purely on IP
fragmentation, one would |ose the entire nessage if a single fragnent
is lost. By use of semantic fragnentation, a single lost IP fragnent
will only cause the loss of the semantic fragnment that the IP
fragment was part of. As described below, a router only needs to
receive all the RPs for a specific group range to update that range.
This means that |oss of a semantic fragnment, due to an | P fragnent
getting lost, only affects the group ranges for which the | ost
semantic fragnment contains information

If the BSR can split up the BSM so that each group range (and all of
its RP information) can fit entirely inside one BSM-, then it should
do so. If a BSM- is lost, the state fromthe previous BSM for the
group ranges fromthe mssing BSMF will be retained. Each fragnent
that does arrive will update the RP information for the group ranges
contained in that fragnent, and the new group-to-RP mappi ngs for
those can be used inmediately. The information fromthe m ssing
fragment will be obtained when the next BSMis transmtted

If the list of RPs for a single group range is |long, one may split
the information across nmultiple BSMFs to avoid I P fragnentation. In
this case, all the BSMFs conprising the information for that group
range nust be received before the group-to-RP mapping in use can be
nodi fied. This is the purpose of the RP Count field -- a router
receiving BSMFs fromthe sane BSM (i.e., that have the sane fragnent
tag) must wait until BSMFs providing RP Count RPs for that group
range have been received before the new group-to-RP nappi ng can be
used for that group range. |If a single BSMF from such a | arge group
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range is lost, then that entire group range will have to wait until
the next BSMis originated. Hence, in this case, the benefit of
using semantic fragnentation i s dubious.

Next we need to consider how a BSR woul d renove group ranges. A
router receiving a set of BSMrs cannot tell if a group range is
mssing. If it has seen a group range before, it nust assune that
that group range still exists, and that the BSMF descri bi ng that
group range has been lost. The router should retain this information
for BS Timeout. Thus, for a BSRto renmobve a group range, it should

i nclude that group range, but with an RP Count of zero, and it should
resend this information in each BSM for BS_Ti neout.

4.2. Candi dat e- RP- Adverti senment Message For nmat

Candi dat e- RP- Adverti senent nessages are periodically unicast fromthe
C-RPs to the BSR

0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| PIM Ver| Type | Reserved | Checksum |
B T e o i S I i i S S N iy St S I S S
| Prefix Count | Priority | Hol dti e |

e e i i e e i S e e e h e
| RP Address (Encoded- Uni cast format) |
T T i i e e e e e E et e i s s S R SR
G oup Address 1 (Encoded- G oup format) |

B i T o S o i S S i s S S S S S S

|

+-

| |
| |
| : |
T I T S S T i S T
|

+-

G oup Address n (Encoded- Group format) |
B i T o S o i S S i s S S S S S S

PI M Ver si on, Reserved, Checksum
Described in [1].

Type
PI M Message Type. Value is 8 for a Candi dat e- RP- Adverti senent
nmessage.

Prefix Count
The nunber of Encoded- Group Addresses included in the nessage;
i ndi cating the group range for which the C-RP is adverti sing.
C-RPs MUST NOT send C-RP-Adv nessages with a Prefix Count of
0.
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Priority
The 'Priority’ of the included RP, for the corresponding
Encoded- Group Address (if any). The highest priority is '0’
(i.e., the lower the value of the "Priority’ field, the higher
the priority). This field is stored at the BSR upon receipt
along with the RP address and correspondi ng Encoded- Group
Addr ess.

Hol dti me
The amount of tine (in seconds) the advertisenent is valid.
This field all ows adverti senents to be aged out. This field
should be set to 2.5 tinmes C RP_Adv_Peri od.

RP Address
The address of the interface to advertise as a Candi date-RP
The format for this address is given in the Encoded- Uni cast
address in [1].

Group Address-1..n
The group ranges for which the CRP is advertising. Format
described in Encoded- G oup-Address in [1].

Wthin a Candi dat e- RP- Adverti sement nessage, the RP Address and all
the Group Addresses MJST be of the sane address family. |In addition
the address fanily of the fields in the nmessage MJST be the sanme as
the I P source and destination addresses of the packet. This pernits
maxi mum i npl ementation flexibility for dual-stack | Pv4/IPv6 routers.
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5.

Timers and Ti ner Val ues

Ti mer Nane: Bootstrap Tiner (BST(2))

Periodic interva
wi th which BSMs
are normal |y

ori gi nat ed

Default: 60 seconds

+ +
| |
+ +
| |
| |
| |
| |
+ +
Default: 130 seconds | Interval after

| which a BSRis |
| timed out if no

| BSMis received

| fromthat BSR |
+ +
| |
| |
| |
+ +
| |
| |
| |
| |
| |
| |
+ +

M ni mum i nterva
wi th whi ch BSMs
may be origi nated

BS Mn_Interval | Default: 10 seconds

Randomi zed
interval used to
reduce contro
message over head
during BSR

el ection

BS Rand_Override | see bel ow

Note that BS Ti meout MUST be | arger than BS Period, even if their
val ues are changed fromthe defaults. W recommend that BS_ Ti meout
is set to 2 times BS Period plus 10 seconds.

BS Rand_Override is calculated using the foll owi ng pseudocode, in
which all values are in units of seconds. The val ues of
BS Rand_Override generated by this pseudocode are between 5 and 23
seconds, with smaller values generated if the CBSR has a high
bootstrap wei ght, and |l arger values generated if the CGBSR has a | ow
boot st rap wei ght.

BS Rand Override = 5 + priorityDelay + addrDel ay
where priorityDelay is given by:

priorityDelay = 2 * log_2(1 + bestPriority - myPriority)

and addrDelay is given by the followi ng for |Pv4;
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if (bestPriority == nyPriority) {

addrDelay = log 2(1 + bestAddr - nyAddr) / 16
} else {

addrDelay = 2 - (nyAddr / 2731)
}

and addrDelay is given by the followi ng for |Pv6:

if (bestPriority == nyPriority) {

addrDelay = log_2(1 + bestAddr - nyAddr) / 64
} else {

addrDelay = 2 - (nyAddr / 27127)
}

and bestPriority is given by:
bestPriority = max(storedPriority, nmyPriority)
and best Addr is given by:
best Addr = nax(storedAddr, nyAddr)
and where myAddr is the Candi date-BSR s address, storedAddr is the
stored BSR s address, nyPriority is the Candi date-BSR s confi gured

priority, and storedPriority is the stored BSR s priority.

Ti mer Name: Scope Zone Expiry Tinmer (SZT(Z))

Default: 1300 seconds | Interval after

| whi ch a scope zone

| is timed out if no

| BSMis received |
| for that scope |
| |

zone

Note that SZ Timeout MUST be | arger than BS Tinmeout, even if their
val ues are changed fromthe defaults. W recomend that SZ_Ti meout
is set to 10 tines BS_Ti neout.

Bhaskar, et al. St andards Track [ Page 34]



RFC 5059 BSR Mechani smfor PIM January 2008

Ti mer Nane: Goup-to-C RP mapping Expiry Timer (CCGET(M 2))

I T I T +
| Val ue Name | Val ue | Expl anati on |
o e e e e e e e e e e e e m o o e - o e e e +
| C RP Mapping Tinmeout | from nessage | Hol dtime from C |
| | | RP- Adv nessage |
S N T - +

Ti mer Nane: G oup-to-RP mapping Expiry Tinmer (CGET(M 2))

o e e e e e e oo e e e a - o e e e e e e oo +
| Val ue Name | Val ue | Expl anati on |
Fom e e e a i oo e e e e ek Fom e e e a i oo +
| RP Mapping Tineout | from message | Hol dti me from BSM

o e e e e e e e e oo o m e e e e e e me o oo o e e e e e e e e oo +

Ti mer Nane: C-RP Advertisenent Tiner (CRPT)

Def aul t: 60 seconds

Periodic interva
with which G RP-
Adv nessages are
sent to a BSR

Whenever a
triggered C_RP_Adv
is sent, a new
random zed val ue
between 0 and 3

is used

Def aul t: 0-3 seconds
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6. Security Considerations
6.1. Possible Threats

Threats affecting the PI M BSR nechanismare primarily of two forns:
deni al -of -service (DoS) attacks and traffic-diversion attacks. An
attacker that subverts the BSR nechani sm can prevent nulticast
traffic fromreaching the intended recipients, can divert nulticast
traffic to a place where they can nonitor it, and can potentially
flood third parties with traffic.

Traffic can be prevented fromreaching the intended recipients by one
of two nechani sns:

0 Subverting a BSM and specifying RPs that won't actually forward
traffic.

0 Registering with the BSR as a C-RP, and then not forwarding
traffic.

Traffic can be diverted to a place where it can be nonitored by both
of the above nechanisms; in this case, the RPs would forward the
traffic, but are located so as to aid nonitoring or man-in-the-mddle
attacks on the multicast traffic.

A third party can be flooded by either of the above two mechani snms by
specifying the third party as the RP, and register traffic will then
be forwarded to the third party.

6.2. Limting Third-Party DoS Attacks

The third-party DoS attack above can be greatly reduced if PIM
routers acting as DR do not continue to forward Register traffic to
the RP in the presence of |CMP Protocol Unreachable or | CWP Host
Unreachabl e responses. If a PIMrouter sending Regi ster packets to
an RP receives one of these responses to a data packet it has sent,
it should rate- limt the transnission of future Register packets to
that RP for a short period of tine.

As this does not affect interoperability, the precise details are
left to the inplenmenter to decide. However, we note that a router

i npl enenting such rate limting nust only do so if the | CVWP packet
correctly echoes part of a Register packet that was sent to the RP
If this check were not made, then sinply sending | CMP Unreachabl e
packets to the DR with the source address of the RP spoofed would be
sufficient to cause a denial-of-service attack on the nulticast
traffic originating fromthat DR
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6. 3.

6. 3.

Boot strap Message Security

If alegitimte PIMrouter in a domain is conprom sed, there is
little any security nechanismcan do to prevent that router from
subverting PIMtraffic in that domain

| mpl enent ati ons SHOULD provide a per-interface configuration option
where one can specify that no Bootstrap nessages are to be sent out

of or accepted on the interface. This should generally be configured
on all PMBRs in order not to receive nmessages from nei ghboring
domains. This avoids receiving legitimte nessages with conflicting
BSR i nfornmation from other donmains, and al so prevents BSR attacks
from nei ghboring donains. This option is also useful on |eaf
interfaces where there are only hosts present. However, the Security
Consi derations section of [1] states that there should be a nmechani sm
for not accepting PIMHell o nessages on | eaf interfaces and that
messages should only be accepted fromvalid Pl M neighbors. There may
however be additional issues with unicast Bootstrap nessages; see
below. In addition to dropping all nulticast Bootstrap nessages on
PMBRs, we al so recomrend configuring PVMBRs (both towards other
domai ns and on leaf interfaces) to drop all unicast Pl M nessages
(Boot strap nmessage, Candi date-RP Advertisement, PIMregister, and PIM
regi ster stop).

1. Unicast Bootstrap Messages

There are some possible security issues with unicast Bootstrap
messages. The Bootstrap Message Processing Checks prevent a router
from accepting a Bootstrap nessage from outside of the PIM Domain, as
the source address on Bootstrap nessages nust be an inmedi ate PI M
nei ghbor. There is however a snmall w ndow of tine after a reboot
where a PIMrouter will accept a bad Bootstrap nessage that is

uni cast from an i medi ate nei ghbor, and it m ght be possible to

uni cast a Bootstrap nessage to a router during this interval from
out si de the domain, using the spoofed source address of a nei ghbor
The best way to protect against this is to use the above-nentioned
mechani sm of configuring border and | eaf interfaces to drop al
boot st rap nessages, including unicast nessages. This can also be
prevented if PMBRs perform source-address filtering to prevent
packets entering the PIMdormain with | P source addresses that are
infrastructure addresses in the PIM domain.

The use of unicast Bootstrap nessages is for backwards conpatibility
only. Due to the possible security inplications, inplenentations
supporting uni cast Bootstrap messages SHOULD provi de a configuration
option for whether they are to be used.
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6.3.2. Milti-Access Subnets

As nentioned above, inplenmentations SHOULD provide a per-interface
configuration option so that leaf interfaces and interfaces facing
ot her domains can be configured to drop all Bootstrap messages. In
this section, we will consider nmulti-access subnets where there are
both nultiple PIMrouters in a PIMdonmain and PIMrouters outside the
Pl M domai n or non-trusted hosts. On such subnets, one should (if
possi bl e) configure the PMBRs to drop Bootstrap nmessages. This is
possi bl e provided that the routers in the Pl M donain receive

Boot strap nessages on other internal subnets. That is, for each of
the routers on the nulti-access subnet that are in our donain, the
RPF interface for each of the Candi dat e- BSR addresses nust be an
internal interface (an interface not on a nmulti-access subnet).
There are however network topol ogi es where this is not possible. For
such topol ogi es, we recomend that |Psec Authentication Header (AH)
is used to protect communi cati on between the PIMrouters in the
domain, and that such routers are configured to drop and | og

communi cation attenpts fromany nodes that do not pass the

aut hentication check. Wen all the PIMrouters are under the sane
adm nistrative control, this authentication may use a configured
shared secret. |In order to prevent replay attacks, one will need to
have one security association (SA) per sender and use the sender
address for SA | ookup. The securing of interactions between PIM

nei ghbors is discussed in nore detail in the Security Considerations
section of [1], and so we do not discuss the details further here.
The sane security mechani sms that can be used to secure PIMJoin
Prune, and Assert nessages should al so be used to secure Bootstrap
messages. How exactly to secure PIMIink-1ocal nmessages is stil
bei ng worked on by the PI M working group; see [10].

6. 4. Candi dat e- RP- Adverti senment Message Security

Even if it is not possible to subvert Bootstrap nmessages, an attacker
m ght be able to performnost of the same attacks by sinply sending
C- RP- Adv nessages to the BSR specifying the attacker’s choice of RPs.
Thus, it is necessary to control the sending of C RP-Adv nessages in
essentially the sane ways that we control Bootstrap nessages.

However, C-RP-Adv nmessages are unicast and normally travel multiple
hops, so controlling themis nmore difficult.

6.4.1. Non-Cryptographic Security of C RP-Adv Messages

We recommend that PMBRs are configured to drop C RP-Adv nessages.

One might configure the PMBRs to drop all unicast PIM nessages

(Boot strap nessage, Candi date-RP Advertisement, PIMregister, and PIM
register stop). PMBRs may al so perform source-address filtering to
prevent packets entering the PIMdomain with | P source addresses that
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are infrastructure addresses in the PIMdomain. W also recomend
that inplenentations have a way of restricting which | P addresses the
BSR accepts C RP-Adv nessages from The BSR can then be configured
to only accept C RP-Adv nessages frominfrastructure addresses or the
subset used for Candi dat e- RPs.

If the unicast and nmulticast topol ogies are known to be congruent,
the followi ng checks should be made. On interfaces that are
configured to be | eaf subnets, all C RP-Adv nessages should be
dropped. On multi- access subnets with nultiple PIMrouters and
hosts that are not trusted, the router can at |east check that the
source Media Access Control (MAC) address is that of a valid PIM
nei ghbor .

6.4.2. Cryptographic Security of C RP-Adv Messages

6.

5.

For true security, we reconmend that all G RPs are configured to use
| Psec aut hentication. The authentication process for a C RP-Adv
message between a C-RP and the BSR is identical to the authentication
process for PIM Regi ster nessages between a DR and the rel evant RP,
except that there will norrmally be fewer C-RPs in a domain than there
are DRs, so key managenent is a little sinpler. W do not describe
the details of this process further here, but refer to the Security
Consi derations section of [1]. Note that the use of cryptographic
security for C RP-Adv nessages does not renove the need for the non-
crypt ographi ¢ nechani sns, as expl ai ned above.

Deni al of Service using |IPsec

An additional concern is that of denial-of-service attacks caused by
sendi ng high vol unes of Bootstrap nessages or C-RP-Adv nmessages with
invalid I Psec authentication information. It is possible that these
nmessages coul d overwhel mthe CPU resources of the recipient.

The non-crypt ographic security mechani sms above restrict from where
uni cast Bootstrap nessages and C RP-Adv nessages are accepted. In
addition, we reconmend that rate-limting nmechani snms can be
configured, to be applied on receipt of unicast PIM packets. The
rate-limter MJIST independently rate-lint different types of PIM
packets -- for exanple, a flood of C RP-Adv nessages MJST NOT cause a
rate limter to drop low rate Bootstrap nessages. Such a rate-
limter mght itself be used to cause a denial -of-service attack by
causing valid packets to be dropped, but in practice this is nore
likely to constrain bad PI M nessages. The rate-linmiter will prevent
attacks on PIMfrom affecting other activity on the receiving router
such as uni cast routing.
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Ful I Copyright Statenent
Copyright (C The | ETF Trust (2008).

This docunment is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights

Thi s docunent and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGAN ZATI ON HE/ SHE REPRESENTS
OR |'S SPONSCORED BY (I F ANY), THE | NTERNET SCCI ETY, THE | ETF TRUST AND
THE | NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS
OR | MPLI ED, | NCLUDI NG BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF
THE | NFORVATI ON HEREI'N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intellectual Property Rights or other rights that nmight be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. [Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of I PR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe | ETF on-line |IPR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Please address the information to the |ETF at
ietf-ipr@etf.org.
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