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Aggregation of Diffserv Service C asses
Status of This Meno

This neno provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
meno i s unlimted.

Abst r act

In the core of a high-capacity network, service differentiation nay
still be needed to support applications’ utilization of the network
Applications with simlar traffic characteristics and perfornmance
requirenents are mapped into Diffserv service classes based on end-
to-end behavi or requirenments of the applications. However, sone
networ k segnents may be configured in such a way that a single
forwarding treatment may satisfy the traffic characteristics and
performance requirenments of two or nore service classes. 1In these
cases, it may be desirable to aggregate two or nore Diffserv service
classes into a single forwarding treatnent. This docunent provides
gui delines for the aggregation of Diffserv service classes into
forwarding treatnments.
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1. Introduction

In the core of a high capacity network, it is common for the network
to be engineered in such a way that a mgjor link, switch, or router
can fail, and the result will be a routed network that still neets
anbi ent Service Level Agreenents (SLAs). The inplications are that
there is sufficient capacity on any given link such that all SLAs
sol d can be sinultaneously supported at their respective maxi num
rates, and that this remains true after re-routing (either IP re-
routing or Miultiprotocol Label Sw tching (MPLS) protection-node

swi tchi ng) has occurred.

Over-provisioning is generally considered to neet the requirenents of
all traffic without further quality of service (QS) treatnent, and
in the general case, that is true in high-capacity backbones.
However, as the process of network convergence continues, and with
the increasing speed of the access networks, certain services may
still have issues. Delay, jitter, and occasional |oss are perfectly
acceptable for elastic applications. However, sub-second surges that
occur in the best-designed of networks [12] affect real-tine
applications. Mreover, denial of service (DoS) |oads, worns, and
networ k di sruptions such as that of 11 Septenber 2001 affect routing
[13]. CQur objective is to prevent disruption to routing (which in
turn affects all services) and to protect real-tine jitter-sensitive
services, while mninzing | oss and delay of sensitive elastic
traffic.

RFC 4594 [3] defines a set of basic Diffserv classes fromthe points
of view of the application requiring specific end-to-end behaviors
fromthe network. The service classes are differentiated based on
the application payload s tolerance to packet |oss, delay, and del ay
variation (jitter). Different degrees of these criteria formthe
foundation for supporting the needs of real-tinme and elastic traffic.
RFC 4594 [3] al so provides reconmendations for the treatnment method
of these service classes. But, at sonme network segnents of the end-
to-end path, the nunber of |evels of network treatnent
differentiation may be | ess than the nunber of service classes that
the network segnment needs to support. In such a situation, that
network segnent may use the same treatment to support nore than one
service class. In this docunent, we provide guidelines on how

mul tiple service classes may be aggregated into a forwarding
treatment aggregate. This entails having the IP traffic belonging to
service classes, expressed using the DSCP (Differentiated Services
Code Point), as described by RFC 4594 [3]. Note that in a given
domai n, we may recomend that the supported service classes be
aggregated into forwardi ng treatnent aggregates; however, this does
not nean all service classes need to be supported, and hence not al
forwardi ng treatnent aggregates need to be supported. A domain nmay
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support a fewer or greater number of forwardi ng treatnent aggregates
than recommended by this docunent. Which service classes and which
forwardi ng treatnent aggregates are supported by a donmain is up to
the domai n adm ni strati on and may be influenced by busi ness reasons
or other reasons (e.g., operational considerations).

In this docunent, we’ve provided:
o definitions for term nology we use in this docunent,
0o requirements for performng this aggregation

0 an exanple of perform ng the aggregati on when four treatnent
aggregates are used, and

0 an exanple (in the appendix) of performing this aggregation over
MPLS using E-LSP, EXP Inferred PHB Scheduling O ass (PSC) Labe
Swi tched Path (LSP).

The treatnment aggregate recommendati ons are designed to aggregate the
service classes [3] in such a nanner as to protect real-tinme traffic
and routing, on the assunption that real-tine sessions are protected
fromeach other by adm ssion at the edge. The recommendati on gi ven
is one possible way of perform ng the aggregation; there nmay be other
ways of aggregation, for exanple, into fewer treatnent aggregates or
nore treatnment aggregates.

In the appendi x, an exanple of aggregation over MPLS networks using
E-LSP to realize the treatnent aggregates is provided. Note that the
MPLS E-LSP is just an exanple; this docunment does not exclude the use
of other nethods. This exanple only considers aggregation of IP
traffic into E-LSP. The use of E-LSP by non-1P traffic is not

di scussed.

1.1. Requirements Notation

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [1].

2. Term nol ogy

Thi s docunent assunes the reader is famliar with the terns used in
differentiated services. This docunent provides the definitions for
new terns introduced by this docunent and references information
defined in RFCs for existing terns not comonly used in

differenti ated services.
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For new terns introduced by this docunent, we provide the definition
her e:

o Treatnment Aggregate. This termis defined as the aggregate of
Diffserv service classes [3]. A treatnent aggregate i s concerned
only with the forwarding treatnent of the aggregated traffic,
which nay be marked with nmultiple DSCPs. A treatnent aggregate
differs from Behavi or Aggregate [2] and Traffic Aggregate [14],
each of which indicate the aggregated traffic having a single
Diffserv codepoint and utilizing a single Per Hop Behavi or (PHB)

For terms fromexisting RFCs, we provide the reference to the
appropriate section of the relevant RFC that contain the definition:

0 Real-Time and Elastic Applications and their traffic. Section 3.1
of RFC 1633 [4].

o Diffserv Service Class. Section 1.3 of RFC 4594 [3].

0 MPLS E-LSP, EXP Inferred PHB Scheduling C ass (PSC) Label Switched
Path (LSP). Section 1.2 of RFC 3270 [6].

0 MPLS L-LSP, Label Only Inferred PHB Scheduling O ass (PSC) Labe
Swi tched Path (LSP). Section 1.3 of RFC 3270 [6].

3. Overview of Service C ass Aggregation

In Diffserv domai ns where |less fine-grained traffic treatnent
differentiation is provided, aggregation of the different service
classes [3] may be required.

These aggregations have the foll ow ng requirenents:

1. The end-to-end network perfornmance characteristic required by the
application MIST be supported. This perfornmance characteristic
is represented by the use of Diffserv service classes [3].

2. The treatnment aggregate MJST neet the strictest requirenents of
its nmenber service cl asses.

3. The treatnent aggregate SHOULD only contain nenber service
classes with simlar traffic characteristic and perfornance
requirenents.

4. The notion of the individual end-to-end service classes MJST NOT
be destroyed when aggregation is perfornmed. Each domain al ong
the end-to-end path may perform aggregation differently, based on
the original end-to-end service classes. W recomend an easy
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way to acconplish this by not altering the DSCP used to indicate
the end-to-end service class. But sone adninistrative donains
may require the use of their own marking; when this is needed,
the original end-to-end service class indication nmust be restored
upon exiting such adm nistrative domains. One possible way of
achieving this is with the use of tunnels to encapsul ate the end-
to-end traffic.

5. Each treatnent aggregate has linmted resources; hence, traffic
condi ti oni ng and/ or adm ssion control SHOULD be perforned for
each service class aggregated into the treatnment aggregate.

Addi tional adm ssion control and policing may be used on the sum
of all traffic aggregated into the treatnent aggregate.

In addition to the above requirenents, we have the foll ow ng
suggesti ons:

1. The treatnent aggregate and assigned resources nmay consider
historical traffic patterns and the variability of these
patterns. For exanple, a point-point service (e.g., pseudow re)
may have a very predictable pattern, while a nultipoint service
(e.g., VPLS, Virtual Private LAN Service) may have a much | ess
predi ctabl e pattern.

2. In addition to Diffserv, other controls are available to
i nfluence the traffic level offered to a particular traffic
aggregate. These include adjustment of routing netrics, and
usage of MPLS-based traffic engineering techniques.

This docunent only describes the aggregation of IP traffic based on
the use of Diffserv service classes [3].

4. Service Casses to Treatnment Aggregate Mapping

The service class and DSCP sel ection in RFC 4594 [3] has been defined
to allow, in many instances, mapping of two or possibly nore service
classes into a single forwarding treatnent aggregate. Notice that
there is a relationship/trade-off between |ink speed, queue depth,
delay, and jitter. The degree of aggregation and hence the nunber of
treatment aggregates will depend on the aggregation’s inpacts on

| oss, delay, and jitter. This depends on whether the speed of the

I i nks and schedul er behavi or, being used to inplenent the
aggregation, can mninize the effects of nixing traffic with

di fferent packet sizes and transnmit rates on queue depth. A genera
rule-of-thunb is that higher link speeds allow for nore aggregation/
smal | er nunber of treatment aggregates, assuming link utilization is
wi thin the engineered | evel
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4.1. Mapping Service Classes into Four Treatnent Aggregates

This section provides an exanple of mapping all the service cl asses
defined in RFC 4594 [3] into four treatnment aggregates. The use of
four treatnent aggregates assunmes that the resources allocated to
each treatnent aggregate are sufficient to honor the required
behavi or of each service class [3]. W use the perfornmance
requirenent (tolerance to loss, delay, and jitter) fromthe
application/end-user as a guide on howto map the service cl asses
into treatnent aggregates. W have al so used section 3.1 of RFC 1633
[4] to provide us with guidance on the definition of Real-Time and
El astic applications. An overview of the nappi ng between service
classes and the four treatnent aggregates is provided by Figure 1
with the nmappi ng being based on performance requirenments. In Figure
1, the right side colums of "Service Cass" and "Tol erance to Loss/
Del ay/Jitter" are fromFigure 2 of RFC 4594 [3].

It is reconmended that certain service classes be nmapped into
specific treatnent aggregates. But this does not nean that all the
service classes reconmended for that treatnent aggregate need to be
supported. Hence, for a given domain, a treatnent aggregate nmay
contain only a subset of the service classes recommended in this
docunent, i.e., the service classes supported by that domain. A
domai n’s treatnent of non-supported service classes should be based
on the domain’s local policy. This local policy may be influenced by
its agreement with its custonmers. Such treatnment may use the Elastic
Treat ment Aggregate, dropping the packets, or sone other
arrangenent s.

Qur exanple of four treatnent aggregates is based on the basic
differences in performance requirenent fromthe application/end-user
perspective. A donmain nay choose to support nore or fewer treatnent
aggregates than the four recommended. For exanple, a donain nmay
support only three treatment aggregates and map any network contro
traffic into the Assured Elastic treatnment aggregate. This is a
choice the adnministrative domain has. Hence, this exanple of four
treat ment aggregates does not represent a mninmumrequired set of
treatment aggregates one nust inplenent; nor does it represent the
maxi mum set of treatnent aggregates one can inpl enent.
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| Treat ment | Tol erance to || Service dass | Tol erance to

| Aggregate | Loss |Delay |Jitter]|| | Loss |Delay |Jitter

| + + + ++ + + + |
| Network | Low | Low | Yes || Network | Low| Low]| Yes

| Control | | | || Control | | |

| + + + ++ + + + |
| Real - | Very | Very | Very || Tel ephony | VLow | VLow | VLow |
| Tinme | Low | Low | Low |]--------------- R R R

| | | | | ] Si gnal i ng | Low | Low | Yes

| | | | [ ommme e oo oo |
| | | | [| Miltimedia |Low- | Very | Low |
| | | | || Conferencing | Medium Low | |
| | | | ] ommm o oo EEREE |
| | | | [ Real -tine | Low | Very | Low

| | | | || Interactive | | Low | |
| | | | [ ommmmm e oo b |
| | | | | Br oadcast | Very | Mediuni Low

| | | | N Vi deo | Low | | |
| + + + ++ + + + |
| Assured | Low |Low - | Yes || Miltinmedia | Low - | Mediuni Yes

| Elastic | | Medi uni | ] St ream ng | Medi uni | |
| | | | [ ommmmm e e oo oo oo |
| | | | || LowLatency | Low |Low - | Yes

| | | | | Dat a | | Medi um |
| | | | [ -mmmmem e EEREE oo |
| | | | | QAM | Low | Mediuni Yes |
| | | | oo oo oo |
| | | | | | Hi gh- Thr oughput| Low | Medi un] Yes

| | | | I Dat a | | - High| |
| + + + ++ + + + |
| Elastic | Not Specified | St andard | Not Specified |
| | | | IR N T St |
| | | | || LowPriority | High | Hgh| Yes

| | | | |

Dat a

Figure 1: Treatnent Aggregate and Service C ass Perfornmance

As we are recommending to preserve the notion of the individua

to-end service cl asses,

Requi renment s

we al so recommend that t

end-

he ori gi nal DSCP

field nmarking not be changed when treatnent aggregates are used.

| nst ead,

classifiers that select packets based on the contents of the
DSCP field should be used to direct packets fromthe nenber

Dffserv

service classes into the queue that handl es each of the treatnent

aggregates, w thout

Chan, et al.

remarking the DSCP field of the packets.
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summari zed in Figure 2, which shows the behavi or each treatnent
aggregat e should have, and the DSCP field marking of the packets that
shoul d be classified into each of the treatnent aggregates.

| Treatment | Treatment || DSCP |
| Aggregate | Aggregate || |
| | Behavior || |
| + ++ |
| Network | CS || Cs6 |
| Control |(RFC 2474)]| | |
| + ++ |
| Real - | EF || EF, CS5, AF41, AF42, AF43, CS4, CS3 |
| Time | (RFC 3246) | | |
| + ++ |
| Assured | AF || CS2, AF31, AF21, AF1l1 |
| Elastic |(RFC 2597)||------------- - mmmmmm e oo |
| | || AF32, AF22, AF12 |
| | IR L PR L R e EEEEREEEES |
| | || AF33, AF23, AF13 |
| + ++ |
| Elastic | Default || Default, (CSO0) |
| | (RFC 2474) | | -------m s mmm e e e e e |
| | |

Fi gure 2: Treatnment Aggregate Behavi or

Notes for Figure 2: For Assured Elastic and El astic Treat nent
Aggregates, please see sections 4.1.3 and 4.1.4, respectively, for
details on additional priority within the treatnent aggregate.

4.1.1. Network Control Treatnment Aggregate

The Network Control Treatnment Aggregate aggregates all service
classes that are functionally necessary for the survival of a network
during a DoS attack or other high-traffic load interval. The theory
is that whatever else is true, the network nust protect itself. This
includes the traffic that RFC 4594 [3] characterizes as being
included in the Network Control service class.

Traffic in the Network Control Treatnent Aggregate should be carried
in a comon queue or class with a PHB as described in RFC 2474 [2],
section 4.2.2.2 for Cass Selector (CS). This treatnent aggregate
shoul d have a | ower probability of packet |oss and bear a relatively
deep target nean queue depth (min-threshold if RED (Random Early
Detection) is being used).
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Pl ease notice this Network Control Treatment Aggregate is neant to be
used for the customer’s network control traffic. The provider nay
choose to treat its own network control traffic differently, perhaps
inits own service class that is not aggregated with the custoner’s
network control traffic.

4.1.2. Real-Tinme Treatnment Aggregate

The Real -Ti ne Treatnent Aggregate aggregates all real-tinme
(inelastic) service classes. The theory is that real-tinme traffic is
adm tted under sone nodel and controlled by an SLA nanaged at the
edge of the network prior to aggregation. As such, there is a

predi ctabl e and enforceabl e upper bound on the traffic that can enter
such a queue, and to provide predictable variation in delay it nust
be protected frombursts of elastic traffic. The predictability of
traffic |l evel may be based upon adm ssion control for a well-known
community of interest (e.g., a point-point service) and/or based upon
hi storical neasurenents.

This treatnent aggregate may include the follow ng service classes
fromthe Diffserv service classes [3], in addition to other locally
defined cl asses: Tel ephony, Signaling, Miltimedia Conferencing, Real-
time Interactive, and Broadcast Video.

Traffic in each service class that is going to be aggregated into the
treatment aggregate should be conditioned prior to aggregation. It

i s reconended that per-service-class admi ssion control procedures be
used, followed by per-service-class policing so that any individua
service class does not generate nore than what it is allowed.

Furt hernore, additional adm ssion control and policing nmay be used on
the sumof all traffic aggregated into this treatnent aggregate.

Traffic in the Real -Time Treatnment Aggregate should be carried in a
comon queue or class with a PHB (Per Hop Behavior) as described in
RFC 3246 [9] and RFC 3247 [10].

4.1.3. Assured Elastic Treatnent Aggregate

The Assured El astic Treatnment Aggregate aggregates all elastic
traffic that uses the Assured Forwardi ng nodel as described in RFC
2597 [8]. The prem se of such a service is that an SLA that is
negotiated includes a "committed rate" and the ability to exceed that
rate (and perhaps a second "excess rate") in exchange for a higher
probability of |oss using Active Queue Management (AQV) [7] or
Explicit Congestion Notification (ECN) marking [11] for the portion
of traffic deened to be in excess.

Chan, et al. I nf or mat i onal [ Page 10]



RFC 5127 Aggregation of Diffserv Service d asses February 2008

This treatnent aggregate may include the follow ng service cl asses
fromthe Diffserv service classes [3], in addition to other locally
defined classes: Miltinedia Streaning, Low Latency Data, OAM and

H gh- Thr oughput Dat a.

The DSCP val ues bel onging to the Assured Forwardi ng (AF) PHB group
and cl ass selector of the original service classes remain an

i mportant consideration and should be preserved during aggregation
This treatnment aggregate should maintain the AF PHB group marking of
the original packet. For exanple, AF3x narked packets should remain
AF3x marked within this treatnent aggregate. |In addition, the class
sel ector DSCP val ue should not be changed. Traffic bearing these
DSCPs is carried in a conmon queue or class with a PHB as descri bed
in RFC 2597 [8]. |In effect, appropriate target rate threshol ds have
been applied at the edge, dividing traffic into AFnl (comritted, for
any val ue of n), AFn2, and AFn3 (excess). The service should be
engi neered so that AFnl and CS2 narked packet flows have sufficient
bandwi dth in the network to provide high assurance of delivery.
Since the traffic is elastic and responds dynanically to packet |oss,
Active Queue Managenent [7] should be used primarily to reduce the
forwarding rate to the mninum assured rate at congestion points.
The probability of loss of AFnl and CS2 traffic nust not exceed the
probability of loss of AFn2 traffic, which in turn nust not exceed
the probability of loss of AFn3 traffic.

If RED [7] is used as an AQM al gorithm the min-threshold specifies a
target queue depth for each of AFn1+CS2, AFn2, and AFn3, and the max-
t hreshol d specifies the queue depth above which all traffic with such
a DSCP is dropped or ECN marked. Thus, in this treatnent aggregate,
the following inequalities SHOULD hold in queue configurations:

o nin-threshold AFnN3 < max-threshold AFn3

0 max-threshold AFn3 <= nin-threshol d AFn2

0 nin-threshold AFn2 < max-threshold AFn2

0 max-threshold AFn2 <= nin-threshold AFn1+CS2

o0 mn-threshold AFn1+CS2 < max-threshold AFn1+CS2

0 max-threshold AFn1+CS2 <= nenory assigned to the queue

Note: This configuration tends to drop AFn3 traffic before AFn2, and

AFn2 before AFnl and CS2. Many other AQM al gorithms exist and are
used; they should be configured to achieve a simlar result.
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4.1.4. Elastic Treatnent Aggregate

The El astic Treatnment Aggregate aggregates all renmining elastic
traffic. The prem se of such a service is that there is no intrinsic
SLA differentiation of traffic, but that AQM[7] or ECN flagging [11]
is appropriate for such traffic.

This treatnent aggregate may include the follow ng service classes
fromthe Diffserv service classes [3], in addition to other locally
defined classes: Standard and Low Priority Data.

Treat ment aggregates should be well specified, each indicating the
service classes it will handle. But in cases where unspecified or
unknown service cl asses are encountered, they may be dropped or be
treated using the Elastic Treatnment Aggregate. The choice of how to
treat unspecified service classes should be well defined, based on
sone agreenents.

Traffic in the Elastic Treatnent Aggregate should be carried in a
common queue or class with a PHB as described in RFC 2474 [ 2],
section 4.1, "A Default PHB'". The AQMthresholds for Elastic traffic
MAY be separately set, so that Low Priority Data traffic is dropped
before Standard traffic, but this is not a requiremnent.

5. Treatnent Aggregates and |Inter-Provider Relationships

When treat ment aggregates are used at provi der boundaries, we
recomend that the inter-provider relationship be based on Diffserv
service classes [3]. This allows the adm ssion control into each
treatment aggregate of a provider domain to be based on the adm ssion
control of traffic into the supported service classes, as indicated
by the discussion in section 4 of this docunent.

If the inter-provider relationship needs to be based on treatnment
aggregates specified by this docunent, then the exact treatnent
aggregate content and representation nust be agreed to by the peering
provi ders.

Some additional work on inter-provider relationships is provided by
i nter-provider QS [15], where details on supporting real-tine
services between service providers are discussed. Sone related work
in ITUT provided by Appendi x VI of Y.1541 [16] may al so help with
inter-provider relationships, especially with internationa

provi ders.
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6.

8.

8.

Security Considerations

Thi s docunent di scusses the policy of using Differentiated Services
and its service classes. |If inplenented as described, it should
require that the network do nothing that the network has not already
allowed. If that is the case, no new security issues should arise
fromthe use of such a policy.

As this docunment is based on RFC 4594 [3], the Security Consideration
di scussi on of no new security issues indicated by RFC 4594 [3] al so
applies to treatnment aggregates of this document.
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Appendi x A.  Using MPLS for Treatnent Aggregates

RFC 2983 on Diffserv and Tunnels [5] and RFC 3270 on MPLS Support of
Diffserv [6] provide a very good background on this topic. This
docunent provides an exanple of using the E-LSP, EXP Inferred PHB
Schedul ed C ass (PSC) Label Switched Path (LSP), defined by MPLS
Support of Diffserv [6] for realizing the Treatnent Aggregates.

When treat ment aggregates are represented in MPLS using EXP Inferred

PSC LSP, we recommend the follow ng usage of the MPLS EXP field for
treat ment aggregates.
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| Treatment || MPLS || DSCP | DSCP
| Aggregate || EXP || nane | val ue
| ++ ++ |
| Network || 110 || CS6 | 110000
| Control || |
| ++ ++ |
| Real - || 100 || EF | 101110
| Tine | | [ |-
| [ || Csb | 101000
| ] [ -ooee- R
| | | | AF41, AF42| 100010, 100100
| | || AF43 | 100110
| || []-m-oe- |-
| | || Cs4 | 100000
| ] ] ---oe - |-
| | || CS3 | 011000
| ++ ++ |
| Assured || 010* || CS2 | 010000
| Elastic |] || AF31 | 011010
| || || AF21 | 010010
| [ || AF11 | 001010
| IR IR EEREERECREEE
| [| 011* || AF32 | 011100
| | || AF22 | 010100
| [ || AF12 | 001100
| | || AF33 | 011110
| [ || AF23 | 010110
| | || AF13 | 001110
| ++ ++ |
| Elastic || 000* || Default | 000000
| RN I
| || 001* || Cs1 | 001000

Chan,

February 2008

Figure 3: Treatnent Aggregate and MPLS EXP Field Usage

* Not e:

drop probability.

For Assured Elastic (and El astic) Treatnent Aggregate, the
usage of 010 or 011 (000 or 001) as EXP field val ue depends on the

Packets in the LSP with EXP field of 011 (001)

have a hi gher probability of being dropped than packets with an
EXP field of 010 (000).

et al.
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The above table indicates the recomended usage of EXP fields for
treat nent aggregates. Because many depl oyments of MPLS are on a per-
donmai n basis, each domain has total control of its EXP usage and each
domain may use a different EXP field allocation for the domain’s
supported treatnent aggregates.

A. 1. Network Control Treatnent Aggregate with E-LSP

The usage of E-LSP for Network Control Treatnment Aggregate needs to
adhere to the recommendations indicated in section 4.1.1 of this
docunent and section 3.2 of RFC 4594 [3]. Reinforcing these
recommendati ons, there should be no drop precedence associated with
the MPLS PSC used for Network Control Treatnment Aggregate because
droppi ng of Network Control Treatment Aggregate traffic should be
prevent ed.

A. 2. Real-Time Treatnent Aggregate with E-LSP

In addition to the recomendati ons provided in section 4.1.2 of this
docunent and in nmenber service classes’ sections of RFC 4594 [3], we
want to indicate that Real -Tinme Treatnent Aggregate traffic should
not be dropped, as some of the applications whose traffic is carried
in the Real -Tinme Treatnent Aggregate do not react well to dropped
packets. As indicated in section 4.1.2 of this docunent, adm ssion
control should be perforned on each service class contributing to the
Real - Ti me Treatnent Aggregate to prevent packet |oss due to

i nsufficient resources allocated to Real -Ti ne Treatnent Aggregate.
Furt her, admi ssion control and policing may al so be applied on the
sumof all traffic aggregated into this treatnent aggregate.

A. 3. Assured Elastic Treatnent Aggregate with E-LSP

EXP field markings of 010 and 011 are used for the Assured Elastic
Treat ment Aggregate. The two encodings are used to provide two

| evel s of drop precedence indications, with 010 encoded traffic
having a | ower probability of being dropped than 011 encoded traffic.
This provides for the mappi ng of CS2, AF31, AF21, and AFll into EXP
010; and AF32, AF22, AF12 and AF33, AF23, AF13 into EXP 011. If the
domai n chooses to support only one drop precedence for this treatnment
aggregate, we recommend the use of 010 for EXP field marking.

A. 4. Elastic Treatnent Aggregate with E-LSP

EXP field markings of 000 and 001 are used for the El astic Treatnent
Aggregate. The two encodings are used to provide two levels of drop
precedence indications, with 000 encoded traffic having a | ower
probability of being dropped than 001 encoded traffic. This provides
for the mapping of Default/CSO into 000; and CS1 into 001. Notice
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that with this mapping, during congestion, CSl-marked traffic nmay be
starved. |If the domain chooses to support only one drop precedence
for this treatnent aggregate, we reconmend the use of 000 for EXP
field marking.

A.5. Treatnent Aggregates and L-LSP

Because L-LSP (Label Only Inferred PSC LSP) supports a single PSC per
LSP, the support of each treatnment aggregate is on a per-LSP basis.
Thi s docunent does not further specify any additional reconmmendation
(beyond what has been indicated in section 4 of this docunent) for
treatment aggregate to L-LSP mapping, leaving this to each individual
MPLS domei n adni ni strati on.
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