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I P Multicast Requirenents for a Network Address Translator (NAT)
and a Network Address Port Transl ator (NAPT)

Status of This Meno

Thi s docunent specifies an Internet Best Current Practices for the
Internet Conmunity, and requests discussion and suggestions for
i nprovenents. Distribution of this neno is unlimted.

Abst r act

Thi s docunent specifies requirenments for a for a Network Address
Transl ator (NAT) and a Network Address Port Translator (NAPT) that
support Any Source |IP Milticast or Source-Specific IP Miulticast. An
I P nmul ticast-capabl e NAT device that adheres to the requirenents of
this docunent can optimnize the operation of IP nulticast applications
that are generally unaware of I P nulticast NAT devices.
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1

I ntroduction

In order for IP nulticast applications to function well over NATs,
mul ticast UDP nust work as seam essly as unicast UDP. However, NATs
have little consistency in I P nulticast operation, which results in
i nconsi stent user experiences and failed IP nulticast operation

This docunent targets requirenents intended to enable correct
operations of Any Source Milticast and Source-Specific Milticast in
devices running Internet G oup Managenment Protocol (1 GW) proxy
routi ng and NAT and wi thout applying NAT to IP multicast group
addresses. This profile of functionality is the expected best
practice for residential access routers, small branch routers, or
simlar deploynents.

Most of the principles outlined in this docunent do al so apply when
using protocols other than | GW, such as Protocol | ndependent

Mul ticast - Sparse Mode (PIMSM, or when perfornm ng NAT between
multiple "inside" interfaces, but explicit consideration for these
cases is outside the scope of this docunent.

Thi s docunent describes the behavior of a device that functions as a
NAT for unicast flows and also forwards IP nmulticast traffic in
either direction ('inside’ to 'outside', or 'outside’ to 'inside').
This allows a host 'inside’ the NAT to both receive nulticast traffic
and to source nulticast traffic. Hosts on the 'inside interface(s)
of a NAT indicate their interest in receiving an IP multicast flow by
sending an | GW nessage to their local interface. An IP multicast-
capable NAT will see that | GW nmessage (I Gwvl [RFC1112], | GWv2

[ RFC2236], |1 GWv3 [ RFC3376]), possibly perform sone functions on that
| GWP nessage, and forward it to its upstreamrouter. This causes the
upstreamrouter to send that IP nmulticast traffic to the NAT, which
forwards it to those ’inside segnment(s) with host(s) that had
previously sent | GW nessages for that IP nmulticast traffic.

Qut of scope of this docunent are PI M SM [ RFC4601] and | Pv6

[ RFC2460]. The | GW Proxy devices that are scoped in this docunent
do not forward PIMSM |Pv6 is out of scope because NAT is not
consi dered necessary with | Pv6.

Thi s docunment is a conpani on docunment to "NAT Behavi oral Requiremnents
for Unicast UDP' [RFCA4787].

Term nol ogy Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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In this docunent, the term "NAT" applies to both Network Address and
Port Translator (NAPT) as well as a NAT that does not translate
ports.

The term’inside’ refers to the interface(s) on a NAT that contain
hosts that wish to source or receive |P nulticast traffic. The term
"outside’ refers to the interface(s) that the NAT forwards | GW
menber shi p nessages to, and where the NAT routes IP nulticast traffic
that originates fromhosts on its 'inside interface.

3. Background

When a NAT isn’'t used, a host mght be connected to the Internet in a
configuration such as this:

B TS +
e + | DSL nodem | T +
| host +---+ or +-//-+ WAN Rout er
Fo--- - + | cable nodem | e +
B - +

Figure 1: Network w thout NATing | GW Proxy

If instead of a single host as shown in Figure 1, one or nore LANs
with potentially multiple hosts are to be connected, with the same
type of service ternmination on the DSL or cable nodem a NAT device
is added as shown in Figure 2. This device, in general, perform
routi ng and NAT functions such that it does look |ike a single host
towards the DSL/cabl e nodem

R +
| host +---+ +--------- + | - +
+---- 4+ | |Multicast| | | DSL nodem | R R +
| | Proxy | +--+ or +-//-+ WAN Rout er
“inside’ | H+--------- + | |cable noden S +
interfaces | I +
|- +
+----+ | | NAT | | 'outside
| host +---+ +------ + | interfaces
+--- -+ S +

| GWP Proxy NAT Device
Figure 2: Network w th NATing | GW Proxy
In IP multicast, 1GW is the protocol used by hosts, such as the one

shown in Figure 1. For the NAT device in Figure 2 to ook like the
single host for IP nulticast services towards the DSL/cabl e nodem and

W ng & Eckert Best Current Practice [ Page 3]



RFC 5135 NAT | P Multicast Requirements February 2008

to forward IP nulticast traffic fromand to the nultiple hosts in the
picture, it needs to performso called "I GW Proxying" [RFC4605] --
but within the context of also performing NAT. NAT is not covered by
[ RFCA605]. Adding NAT to | GWwP proxying does not need to change the
processing of the | GW nessages as defined in RFC 4605:

| GW nessages are never logically forwarded by the | GW proxying
device, but rather sourced or received by it. |In general, receipt
of 1 GW nessages by the device updates the device’'s | GW state.
The updated state changes the device's forwarding of nulticast
messages or triggers the sending of | GW nessages. "Forwarding"
of 1 GWP protocol nessages nmay thus only happen inplicitly by

i mpl enentation optinizations that create shortcuts in this

machi nery.

This specifically nmeans that | GW protocol packets sent by the NAT
device will always use the IP address of the interface (’inside or
"outside’) fromwhich they are sent, but because those packets are

| ogically "sourced" and not "forwarded", NAT does not have any i npact
on this.

Unl i ke uni cast flows, packets with a multicast destination |IP address
do not have their destination |IP address or destination port changed
by a NAT. However, their source |IP address (and source UDP port, in
sonme cases with a NAPT) is changed if the packet goes from an
"inside’ interface of a NAT to the 'outside’ interface of a NAT --
simlar to the behavior of a unicast packet across those sane

i nterfaces.

Addi ng NAT to | GW proxying changes the processing of |IP nulticast
dat a packets forwarded across the | GW proxying device as descri bed
in the followi ng sections. These changes actually sinplify the
ability to deploy | GW proxying over a device that does *not* perform
NAT.

Wth an | GW Proxy NAT Device, IP nulticast data traffic sourced from
hosts on the 'inside’ is NATed such that it will look like it is
bei ng sourced froma host directly connected to the WAN router, thus
elimnating all non-standard Pl M SM concerns/configurations described
in Section 3.2 of [RFC4605].
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4.

4.

4.

4.

Requi renment s

NATing | P Multicast Data Packets

Recei ving Miul ticast Data Packets

REQ 1: For I P multicast packets that are forwarded to a host(s) on

its 'inside interface(s), a NAT MJUST NOT nodify the
destination | P address or destination port of the packets.

If a NAT were to nodify the destination IP or port addresses, the
NAT woul d al so need to nodify session announcenents (e.g.

el ectroni c program gui des, Sessi on Announcenent Protocol (SAP))
and session establishment and control (e.g., SIP, Real Tine
Stream ng Protocol (RTSP)) nessages. Such nodifications of
application nessages are not considered a best practice.

Furt hernmore, a NATed nulti-honed network woul d need to coordinate
such rewriting between its NATs.

REQ 2: A NAT MUST forward I P multicast UDP datagranms fromits

"outside’ interface to nulticast receivers on its 'inside
interface(s).

REQ- 3: A NAT SHOULD forward I P nulticast non-UDP protocols (e.g.

Pragmatic General Milticast (PGW [RFC3208], Resource
Reservation Protocol (RSVP) [RFC2205]) fromits 'outside
interface to IP nmulticast receivers on its ’'inside
interface(s).

Sendi ng Mul ticast Data Packets

The followi ng requirenent is normal NAT behavi or for unicast packets,
as described in [RFC4787], and is extended here to provide support

IP nmulticast senders behi nd the NAT

REQ- 4: A NAT MUST nodify the source | P address of packets that

arrive froman 'inside’ interface towards the 'outside’
interface so that those packets use the NAT's 'outside’ |P
address(es).

a: |If the NAT also perfornms port translation (that is, it
is a NAPT), the NAT MUST al so create a mapping to all ow
responses to that IP nmulticast packet to be received by
the appropriate host. For Any Source Milticast, also
see Section 4.3.
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b: To allow hosts to learn the NAT s 'outside’ interface
address, the NAT MJUST have "Endpoi nt-| ndependent
Mappi ng" behavior (REQ 1 of [RFC4787]), no matter if the
destination | P address is a unicast address or an | P
mul ti cast address.

c: |If the NAT has nultiple public I P addresses, the NAT
SHOULD have an address pooling behavior of "Paired" (as
described in Section 4.1 of [RFC4787]) for its IP
mul ticast mappings as well as for its unicast UDP
mappi ngs. This allows a nulticast source to discover
the NAT's public I P address using a unicast address
di scovery nechanism (e.g., [ICE]) and comruni cate that
di scovered I P address to a nulticast receiver

REQ 5: A NAT MUST forward I P nmulticast UDP datagrams fromits
"inside’ interface(s) to its 'outside interface.

a: NATs that support the above requirenent MJST al so
provide a configuration option to disable this feature.
O herwi se, a multihoned network woul d cause duplicate
i nstances of the nulticast data traffic on the public
net wor k.

As many NATs are | ocated adjacent to bandw dth-constrai ned access
links, it is inmportant that IP nulticast senders conmunicating with
I P multicast receivers behind the NAT not have their flows consune
bandwi dth on the access link. This is acconplished by applications
using adm nistratively scoped |IP addresses. Simlarly, |ink-1loca
nmulticast traffic isn't supposed to be routed off the |ocal network.

REQ- 6: The NAT's default configurati on MUST NOT forward
administratively scoped IP nulticast traffic (239.0.0.0/8)
[ RFC2365] fromits 'inside interface(s) to its 'outside
i nterface.

REQ 7: The NAT MUST NOT forward Local Network Control Bl ock
(224.0.0/24) [RFC3171] (also known as "link-Ioca
multicast") traffic fromits 'inside’ interface(s) to its
"outside interface.

4.2. 1GW Version Support

REQ- 8: A NAT MAY support | GWv1l (al though | GWv1l is considered
obsol ete).
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4.

4,

2.

2.

REQ 9: A NAT MUST support | GwWv2
REQ 10: A NAT SHOULD support | GWv3.
1. 1Gwvl or | GwWv2

For 1GwWwv1l and | GWv2, a NAT can successfully operate by nerely
forwarding | GW nmenbership reports and queries between the interested
hosts (on its internal interface) towards its external interface.

REQ 11: If a NAT supports I Gwv1l and/or | GWv2 (but not | GWv3), the
NAT MAY sinply receive | GW nenbership reports on the
"inside' interface, NAT them and relay the | GW nenbership
report, and do the same function in the opposite direction
to the IGW listeners. That is, the NAT does not need to do
any aggregation of | GW nessages.

a: |If a NAT relays I1Gwv1l or | GWv2 nessages in this
manner, it MJST NOT decrement the TTL of the | GW
nmessages, as they are already sent with TTL=1

b: However, it is RECOWENDED that such a NAT i npl enent
| GW/ MLD Proxyi ng [ RFC4605], because | GWP aggregation
provi des a useful optim zation.

2. 1 Gwv3

When an | GWv3 proxying device receives an | GW nenbership on an
"inside’ interface, it creates its own |GV proxying nenbership state
and its own IGW forwarding table. It then creates an i ndependent

| GWP nenbership report on its "outside' interface reporting the IP
mul ticast groups/channels -- but there is no direct relationship or
"forwardi ng" of | GW nmenbership reports or queries across the
interfaces. The NAT device will subsequently receive an I P nulticast
data packet on the ’outside’ interface and forward the IP nulticast
packet to the "inside interface(s) based on its | GW forwarding
tabl e.

By performi ng NAT on | GWv3 nenbership reports, the nenmbership
reports appear to originate froma single | GWwv3 reporter instead of
different reporters. Because |IGWv3 has different types of
menbership reports differentiating between status (IS _| NCLUDE

I S EXCLUDE) and change indication (e.g., TO INCLUDE, TO EXCLUDE), if
a NAT were to interleave reports fromtwo or nore reporters (joining
and | eaving the same groups), the NAT would create a sequence of
packets that are not conpliant with an | GWv3 reporter [RFC3376].

For this reason, the followi ng requirenents are specified:

W ng & Eckert Best Current Practice [ Page 7]



RFC 5135 NAT | P Multicast Requirements February 2008

REQ 12: |If a NAT supports | Gwv3, the NAT MJST i npl enent | GW/ M.D
Proxyi ng [ RFC4605]. Such conpliance causes the NAT to
aggregate the | GWv3 nenbership reports and report only the
aggregated informati on upstream

REQ 13: If a NAT supports | GwWv3, the NAT MJST i npl enent Source-
Specific Miulticast (SSM for | P [RFC4607] and | GWv3/ M.Dv2
for SSM [ RFC4604] .

Failure to inplenent | GW aggregation [ RFC4605] wi |l cause undesired
tenmporary black holing of IP nulticast traffic. For exanple,

consider two hosts behind the sane NAT. |If one host is joining a
session at the sane tine another is |eaving the session, and the NAT
were to nerely relay the join and | eave upstream the session will be
term nated, and the join and | eave announcenments woul d not conply
with Section 5 of [RFC3376].

4.3. Any Source Milticast Transmitters

Any Source Miulticast (ASM uses the | P addresses in the 224/8 through
231/8, and 233/8 through 239/8 range [| ANA-ALLQC] .

When a host both receives an ASM stream and sends traffic into it,
using RTP [ RFC3550], there is a potential problemif a NAT nerely
followed the requirenents of [ RFC4787]. The problemis that RTP uses
the source transport address (source |P address and source UDP port)
and the Real -time Transport Protocol / RTP Control Protocol (RTP/
RTCP) SSRC value to identify session nenbers. |If a session nenber
sees the same SSRC arrive froma different transport address, that
session nenber will perform RTP collision detection (Section 8.2 of
[RFC3550]). If a NAT nerely followed the requirenents of [RFC4787]
and tined out a UDP session after 2 minutes of inactivity and RTCP
receiver reports are sent less often than every 2 minutes, RTP
collision detection would be perforned by other session nenbers
sharing the sane SSRC, conplicating diagnostic tools and potentially
interfering with jitter buffer algorithns. This situation can occur
for exanple, with an IP nulticast group of approximately 300 nenbers
with a normal 50 Kbps audi o RTP stream

Sour ce-Speci fic Miulticast does not need this long tinmer because
application feedback reports are unicast (rather than IP nmulticast)
and identifiers, rather than | P addresses and UDP ports, are used to
identify a specific IP nulticast receiver (e.g., [RTCPSSM.
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If a host on the "inside interface of a NAT belongs to an
Any Source Milticast host group and the host sends a UDP
packet to the same group, the NAT SHOULD have a UDP mappi ng
timer of 60 minutes for that nmapping.

a: This UDP nappi ng SHOULD be destroyed when the host
| eaves that host group. The NAT is aware of this
t hrough receipt of an | GW nmessage fromthe host.

b: If a NAT has exhausted its resources, the NAT MAY tinme
out that mapping before 60 m nutes have el apsed, but
this is discouraged. Note that even in a situation with

resource exhaustion, a NAT is still required to foll ow
the m ni num mappi ng duration of 2 mnutes (REQ 5 of
[ RFC4787]).

Requi rements Summary

This section summari zes the requirenents.

REQ 1:

REQ 2:

REQ 3:

REQ 4:

For I P multicast packets that are forwarded to a host(s) on
its 'inside interface(s), a NAT MJUST NOT nodify the
destination |IP address or destination port of the packets.

A NAT MUST forward I P nmulticast UDP datagrans fromits
"outside’ interface to nulticast receivers on its 'inside
interface(s).

A NAT SHOULD forward IP nulticast non-UDP protocols (e.g.
PGM [ RFC3208], RSVP [ RFC2205]) fromits 'outside interface
to IP nulticast receivers on its 'inside interface(s).

A NAT MUST nodify the source | P address of packets that
arrive froman 'inside’ interface towards the 'outside’
interface so that those packets use the NAT's 'outside’ IP
address(es).

a: |If the NAT also perforns port translation (that is, it
is a NAPT), the NAT MUST al so create a mapping to all ow
responses to that IP multicast packet to be received by
the appropriate host. For Any Source Milticast, also
see Section 4.3.

b: To allow hosts to learn the NAT's 'outside' interface
address, the NAT MJUST have "Endpoi nt- | ndependent
Mappi ng" behavior (REQ 1 of [RFC4787]), no matter if the
destination | P address is a unicast address or an | P
nmul ti cast address.
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REQ 5:

REQ- 6:

REQ- 7:

REQ 8:

REQ 9
REQ 10:

REQ 11:
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c: If the NAT has nultiple public I P addresses, the NAT
SHOULD have an address pooling behavior of "Paired" (as
described in Section 4.1 of [RFC4787]) for its IP
mul ticast mappings as well as for its unicast UDP
mappi ngs. This allows a nulticast source to discover
the NAT's public I P address using a unicast address
di scovery nechanism (e.g., [ICE]) and comruni cate that
di scovered | P address to a nulticast receiver

A NAT MUST forward I P nmulticast UDP datagrams fromits
"inside’ interface(s) to its 'outside interface.

a: NATs that support the above requirenent MJST al so
provide a configuration option to disable this feature.
O herwi se, a multihonmed network woul d cause duplicate
i nstances of the nulticast data traffic on the public
net wor k.

The NAT' s default configurati on MUST NOT forward

adm nistratively scoped IP nulticast traffic (239.0.0.0/8)
[ RFC2365] fromits "inside' interface(s) to its ’outside’
i nterface.

The NAT MUST NOT forward Local Network Control Bl ock
(224.0.0/24) [RFC3171] (al so known as "link-Iocal
multicast") traffic fromits "inside’ interface(s) to its
"outside interface.

A NAT MAY support |1 GWv1l (although IGWv1l is considered
obsol ete).

A NAT MUST support | GWv2.
A NAT SHOULD support | GWPv3.

If a NAT supports I GwWvl and/or |1 GvwWv2 (but not |1 GWv3), the
NAT MAY sinply receive | GW nenbership reports on the
"inside' interface, NAT them and relay the | GW nenbership
report, and do the same function in the opposite direction
tothe IGW listeners. That is, the NAT does not need to do
any aggregation of | GW nessages.

a: |If a NAT relays I1Gwvl or | GWv2 nessages in this
manner, it MJST NOT decrenent the TTL of the | GW
nmessages, as they are already sent with TTL=1.
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6.

b: However, it is RECOVWENDED t hat such a NAT i npl enent
| GW/ ML.D Proxyi ng [ RFC4605], because | GW aggregation
provides a useful optinzation.

REQ-12: |If a NAT supports | Gwv3, the NAT MJST i npl ement | GWP/ MLD
Proxyi ng [ RFC4605]. Such conpliance causes the NAT to
aggregate the | GwWv3 nenbership reports and report only the
aggregated informati on upstream

REQ- 13: |If a NAT supports |1 Gwv3, the NAT MJST inpl ement Source-
Specific Multicast (SSM for | P [RFC4607] and | GWv3/ M.Dv2
for SSM [ RFC4604] .

REQ-14: If a host on the 'inside’ interface of a NAT belongs to an
Any Source Milticast host group and the host sends a UDP
packet to the same group, the NAT SHOULD have a UDP mappi ng
timer of 60 m nutes for that nmapping.

a: This UDP nmappi ng SHOULD be destroyed when t he host
| eaves that host group. The NAT is aware of this
t hrough receipt of an | GW nmessage fromthe host.

b: [If a NAT has exhausted its resources, the NAT MAY tine
out that nmapping before 60 m nutes have el apsed, but
this is discouraged. Note that even in a situation with

resource exhaustion, a NAT is still required to follow
t he m ni num mappi ng duration of 2 mnutes (REQ 5 of
[ RFCA787]) .

Security Considerations

The Security Considerations sections of |GWv3 [RFC3376] and | GW
Proxyi ng [ RFC4605] apply to a device conplying with this docunent.

When a host is using RTP and participating in an Any Source Milti cast
session, the host’s periodic RTCP receiver reports cause the NAT to
create a nmapping. When the group size is |less than approxi nately
300, the RTCP reports are sent frequently enough that a NAT' s mappi ng
wi Il always be kept open. When the group size is larger than

approxi mately 300, the RTCP reports are sent less frequently. The
recomendation in Section 4.3 causes the NAT mapping to be kept open
for the duration of the host's participation in that IP nulticast
session no matter the size of the nulticast host or periodicity of
the host’s RTCP transmni ssions.
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Appendi x A.  Application Considerations

SSMrequires listeners to know the SSM channel (S, G, which is
conprised of the IP source address (S) and the I P rmulticast group
(G. An SSM source needs to conmunicate its IP address in its SSM
session establishnent nessage (e.g., in its Session Description
Protocol (SDP) [RFC4566]). When the SSM sender is behind a NAT and
the SSMreceiver(s) are on the other side of that NAT, the SSM sender
will need to determine its | P source address relevant to the SSM
receivers; generally, this will be the 'outside’ |P address of the
NAT. This ’outside’ address needs to be included in the SSM sessi on
est abl i shnent nessage (e.g., SDP) so that listeners on the ’outside
of the NAT can receive the SSM channel

If there are SSMIlisteners on both the 'outside’ and 'inside of the
NAT, it may be valuable to consider using ICE [ICE] in the session
advertisenent; the full scope of the interaction between SSM and | CE
is beyond the scope of this docunent.

If multiple SSM sources on the 'inside’ of a NAT choose the sane

mul ticast group address, those sources are uniquely identifiable
because their | P addresses are unique. However, if their multicast
traffic is NATed and sent on the NAT's public interface, the traffic
fromthose individual sources is no |longer uniquely identifiable.
This will cause problens for nulticast receivers, which will see an
interm xing of traffic fromthose sources. Resolution of this issue
is left for future study. |In the nmeantinme, applications that source
SSMnulticast traffic are encouraged to allow the user to nodify the
mul ti cast SSM address so that users can avoid this problemif that
application is placed behind a NAT

A multicast source that wants its traffic to not traverse a router
(e.g., leave a hone network) may find it useful to send traffic with
I P TTL=1. Both ASM and SSM sources may find this useful

As many NATs use the sane private address space (e.qg.

192.168. 0.0/ 16, [RFC1918]), RTP stacks are encouraged to generate
CNAMEs properly (see end of Section 6.5.1 of [RFC3550].)
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Ful I Copyright Statenent
Copyright (C The | ETF Trust (2008).

This docunment is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights

Thi s docunent and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGAN ZATI ON HE/ SHE REPRESENTS
OR |'S SPONSCORED BY (I F ANY), THE | NTERNET SCCI ETY, THE | ETF TRUST AND
THE | NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS
OR | MPLI ED, | NCLUDI NG BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF
THE | NFORVATI ON HEREI'N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intellectual Property Rights or other rights that nmight be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. [Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of I PR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe | ETF on-line |IPR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Please address the information to the |ETF at
ietf-ipr@etf.org.
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