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I P Flow I nformati on Export (IPFIX) |nplenentation Guidelines
Status of This Meno

This meno provides infornmation for the Internet conmunity. It does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Abstract

The IP Flow I nformati on Export (IPFIX) protocol defines how IP Fl ow
i nformati on can be exported fromrouters, neasurenent probes, or

ot her devices. This document provides guidelines for the

i npl enent ati on and use of the IPFIX protocol. Several sets of

gui del i nes address Tenpl ate managenent, transport-specific issues,

i npl enent ati on of Exporting and Col |l ecting Processes, and | PFI X

i mpl enent ati on on niddl eboxes (such as firewalls, network address
translators, tunnel endpoints, packet classifiers, etc.).
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I ntroduction

The | PFI X protocol [RFC5101] defines how I P Flow information can be
exported fromrouters, mneasurenent probes, or other devices. 1In this
docunent, we provide guidelines for its inplenentation

The guidelines are split into seven nain sets. These sets address
i mpl enent ati on aspects for Tenpl ate nanagenent, Exporting Process
Col l ecting Process, transport, inplenmentation on niddl eboxes,
security, and extending the information nodel

Finally, this docunent contains a |ist of comobn nmistakes related to
i ssues that had been misinterpreted in the first IPFIX

i mpl enentations and that created (and still might create)

i nteroperability problens.

1. | PFI X Docunents Overvi ew

The | PFI X protocol [RFC5101] provides network adnministrators with
access to IP Flow information. The architecture for the export of
nmeasured | P Flow informati on out of an |IPFI X Exporting Process to a
Col l ecting Process is defined in the | PFI X architecture [|PFI X- ARCH|
per the requirenents defined in [ RFC3917].

The I PFI X architecture [IPFI X- ARCH specifies how | PFI X Data Records
and Tenplates are carried via a congestion-aware transport protoco
from | PFl X Exporting Processes to | PFI X Collecting Processes.

| PFI X has a formal description of IPFIX Information El enents, their
nane, type, and additional semantic infornmation, as specified in the
| PFI X i nformati on nodel [RFC5102].

Finally, the IPFIX applicability statement [I|PFlI X-AS] describes what
type of applications can use the | PFI X protocol and how t hey can use
the information provided. 1t furthernore shows how the | PFI X
framework relates to other architectures and frameworks.

2. Overview of the | PFI X Protoco

In the I PFI X protocol, { type, length, value } tuples are expressed
in Tenpl ates containing { type, length } pairs, specifying which

{ value } fields are present in Data Records conformng to the
Tenpl ate, giving great flexibility as to what data is transmtted.

Since Tenpl ates are sent very infrequently conpared with Data
Records, this results in significant bandw dth savi ngs.
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3.

3.

Different Data Records may be transnitted sinply by sending new
Tenpl ates specifying the { type, length } pairs for the new data
format. See [RFC5101] for nore infornmation

The I PFI X informati on nodel [RFC5102] defines a |arge nunmber of
standard Information El enments that provide the necessary
{ type } information for Tenpl ates.

The use of standard el ements enabl es interoperability anong different
vendors’ inplenentations. The list of standard el enents nmay be
extended in the future through the process defined in Section 9,

bel ow. Additionally, non-standard enterprise-specific elenents may
be defined for private use.

Ter i nol ogy

The term nol ogy used in this docunment is fully aligned with the
term nol ogy defined in [RFC5101]. Therefore, the terns defined in
the IPFI X term nology are capitalized in this docunent, as in other
| PFI X documents ([ RFC5101], [RFC5102], [IPFI X-ARCH]).

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

This docunent is Informational. It does not specify a protocol and
does not use RFC 2119 key words [RFC2119] such as "MJST" and
"SHOULD', except in quotations and restatenments fromthe |PFIX
standards docunents. The normative specification of the protocol is
given in the | PFI X protocol [RFC5101] and information nodel [RFC5102]
docunent s.

Tenpl at e Managenent Gui del i nes
1. Tenpl ate Managenent

The Exporting Process shoul d al ways endeavor to send Tenpl ate Records
before the related Data Records. However, since the Tenplate Record
may not arrive before the corresponding Data Records, the Collecting
Process MAY store Data Records with an unknown Tenpl ate | D pending
the arrival of the corresponding Tenpl ate (see Section 9 of

[ RFC5101]). If no Tenpl ate becones avail able, we reconmend | oggi ng
the event and di scarding the correspondi ng Data Records, and for SCTP
and TCP we recomrend resetting the Transport Session. The anount of
time the Collecting Process waits for a Tenplate before resetting
shoul d be configurable. W recomend a default of 30 minutes. Note
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that when using UDP as the transport protocol, this delay should be
bound, when possible, by the Tenplate Retransnit and the Tenplate
Expiry tinmes (see Section 6.2).

The Exporting Process nmust be able to resend active Tenpl at es.

Tenpl ates nust be resent in the case of a Stream Control Transport
Prot ocol (SCTP) association restart, a User Datagram Protocol (UDP)
tenpl ate refresh, or a Transmi ssion Control Protocol (TCP) connection
restart.

The Exporting Process is responsible for the nanagenent of Tenpl ate

I Ds. Should an insufficient nunber of Tenplate |IDs be available, the
Exporting Process nust send a Tenplate Wthdrawal Message in order to
free up the allocation of unused Tenplate IDs. Note that UDP doesn’t
use the Tenplate Wthdrawal Message, and the Tenplate lifetinme on the
Col l ecting Process relies on timeout.

3.2. Tenplate Records versus Options Tenpl ate Records

The | PFlI X protocol [RFC5101] defines and specifies the use of

Tenpl ates and Options Tenplates. Tenplates define the |ayout of Data
Records, which represent Flow data. Options Tenpl ates additionally
specify scope Information El ements, which can be used to define
scoped Data Records. Scoped Data Records generally export contro

pl ane data (such as netadata about processes in the IPFIX collection
architecture) or data otherwi se applicable to nultiple Flow Data
Records (such as common properties as in [|PFI X- REDUCI NG ) .

Aside from Section 4 of [RFC5101], which defines specific Options
Tenpl ates to use for reporting Metering Process and Exporting Process
statistics and configuration information, the choice to use Options
Tenplates is left up to the inplementer. |Indeed, there is a trade-
of f between bandwi dth efficiency and conplexity in the use of Options
Tenpl at es and scoped Data Records.

For exanple, control plane informati on about an Qbservation Poi nt
could be exported with every Fl ow Record neasured at that Cbservation
Point, or in a single Data Record described by an Options Tenpl at e,
scoped to the Cbservation Point identifier. |In the former case,
simplicity of decoding the data is gained in exchange for redundant
export of the same data with every applicable Flow Record. The
|atter case is nore bandw dth-efficient, but at the expense of
requiring the Collecting Process to naintain the relationship between
each applicable Flow Record and the Ohservation Point.

A generalized nmethod of using Options Tenplates to increase bandw dth
efficiency is fully described in [I|PFIX-REDUCI NG .
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3.3. Using Scopes

The root scope for all |PFIX Messages is the Observation Domain,

whi ch appears in the Message Header. |In other words, all Data
Records within a nessage inplicitly belong to the Observation Domai n.
Al'l Data Records described by Options Tenplates (and only those) nust
be restricted to an additional scope within the Cbservati on Donain,
as defined by the scope Information Elenments in the Options Tenpl ate
Recor d.

In IPFI X, any Information El enent can be used for scope. However,
Information El enments such as counters, tinestanps, padding el enents,
Fl ow properties like tineout, Flow end reason, duration, or M n/Max
Fl ow properties [ RFC5102] nmay not be appropriate.

Note that it is sonetinmes necessary to export information about
entities that exist outside any Cbservation Domain, or within
mul ti ple Cbservation Donains (e.g., information about Metering
Processes scoped to neteringProcessID). Such information SHOULD be
exported in an | PFI X Message with Cbservation Donmain ID O (see

[ RFC5101], Section 3.1).

3.4. Miltiple Information El enents of the Same Type

The Exporting Process and Coll ecting Process MJST support the use of
multiple Information Elenents of the same type in a single Tenplate
[ RFC5101]. This was first required by Packet Sanpling (PSAMP)

[ PSAMP- PROTQ] for the export of multiple Selector I1Ds. Note that the
| PFI X protocol recomends that Metering Processes SHOULD use packet
treatment order when exporting multiple Information El enents of the
sanme type in the sane record ([ RFC5101] Section 8). This inplies
that ordering is inportant, and changes to the order of multiple
identical Information Elements could cause information |oss.
Therefore, we strongly reconmend preservation of the order of
multiple Information El ements of the same type by Exporting and

Col l ecting Processes for correct processing and storage.

3.5. Selecting Message Size

Section 10.3.3 of the I PFI X protocol defines the maxi num nessage size
for 1 PFI X Messages transported over UDP to be constrained by the path
MIU, or if the path MIU is not avail able, 512 bytes, which is the

m ni num datagram si ze all | P inplenentations nust support (see al so
Section 8.4). However, no maximum nmessage size is inposed on other
transport protocols, beyond the 65535-byte Iimt inposed by the 16-
bit Message Length field in the | PFl X Message Header specified in
Section 3.1 of [RFC5101].
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An | PFI X Exporting Process operating over SCTP or TCP nay export
| PFI X Messages up to this 64-kB limt, and an | PFI X Col |l ecting
Process nust accept any |PFI X Message up to that size.

4. Exporting Process Guidelines
4.1. Sets

A Set is identified by a Set ID [RFC5101]. A Set ID has an integral
data type and its value is in the range of 0-65535. The Set ID
values of 0 and 1 are not used for historical reasons [RFC3954]. A
value of 2 identifies a Tenplate Set. A value of 3 identifies an
Options Tenplate Set. Values from4 to 255 are reserved for future
use. Values above 255 are used for Data Sets. |In this case, the Set
I D corresponds to the Tenplate ID of the used Tenpl ate.

A Data Set received with an unknown Set I D may be stored pending the
arrival of the corresponding Tenplate (see Section 9 of [RFC5101]).

If no Tenpl ate becones avail able, we recommend | oggi ng the event and
di scardi ng the correspondi ng Data Records, and for SCTP and TCP we
recomend resetting the Transport Session. The anount of tine the
Col l ecting Process waits for a Tenpl ate before resetting should be
configurable. W reconmend a default of 30 minutes. Note that when
using UDP as the transport protocol, this delay should be bound, when
possi ble, by the Tenplate Retransmt and the Tenplate Expiry tines
(see Section 6.2).

The arrival of a Set with a reserved Set |ID should be | ogged, and the
Col I ector must ignore the Set.

4.2. Information El enent Codi ng

[ 1 PFI X- ARCH] does not specify which entities are responsible for the
encodi ng and decodi ng of Information Elenents transferred via | PFI X
An | PFI X devi ce can do the encoding either within the Metering
Process or within the Exporting Process. The decoding of the
Information El enents can be done by the Collecting Process or by the
data processing application

If an I PFl X node sinply relays I PFl X Records (like a proxy), then no

decodi ng or encoding of Information Elements is needed. 1In this
case, the Exporting Process may export unknown |Infornation Elenents,
i.e., Information Elenments with an unknown |Information El enent
identifier.
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4.3. Using Counters

| PFI X offers both Delta and Total counters (e.g., octetDeltaCount,
octet Total Count). If information about a Flowis only ever exported
once, then it’s not inportant whether Delta or Total counters are
used. However, if further infornation about additional packets in a
Flow is exported after the first export, then either

o the netering systemmnust reset its counters to zero after the
first export and report the new counter values using Delta
counters, or

o the nmetering systemnust carefully naintain its counters and
report the running total using Total counters.

At first, reporting the running total may seemto be the obvious
choice. However, this requires that the system accurately maintains
i nformati on about the Flow over a long tine w thout any |oss or
error, because when reported to a Collecting Process, the previous
total values will be replaced with the new i nformation.

Delta counters offer sonme advantages: information about Fl ows doesn’t
have to be permanently maintai ned, and any |oss of information has
only a snmall inpact on the total stored at the Collecting Process.
Finally, Deltas nay be exported in fewer bytes than Total counters
using the | PFl X "Reduced Size Encoding" scheme [ RFC5101].

Note that Delta counters have an origin of zero and that a Collecting
Process receiving Delta counters for a Flowthat is newto the
Col l ecting Process nust assune the Deltas are from zero.

4. 4. Paddi ng

The I PFI X informati on nodel defines an Information El enent for
paddi ng cal |l ed paddi ngCctets [RFC5102]. It is of type octetArray,
and the I PFI X protocol allows encoding it as a fixed-length array as
well as a variable-length array.

The paddi ng I nformation El enent can be used to align Infornmation

El enents within Data Records, Records within Sets, and Sets within
| PFI X Messages, as described bel ow.
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4.4.1. Aignnent of Information Elements within a Data Record

The padding Information El ement gives flexible nmeans for aligning
Information Elements within a Data Record. Aligning within a Data
Record can be useful, because internal data structures can be easily
converted into Flow Records at the Exporter and vice versa at the
Col I ecting Process.

Alignnent of Information Elements within a Data Record is achieved by
inserting an instance of the paddingCctets Information Element with
appropriate I ength before each unaligned Information El enent. This
insertion is explicitly specified within the Tenplate Record or
Options Tenpl ate Record, respectively, that corresponds to the Data
Recor d.

4.4.2. Aignment of Information Elenment Specifiers within a Tenplate
Record

There is no neans for aligning Information El ement specifiers within
Tenpl ate Records. However, there is linmted need for such a nethod,
as Information El ement specifiers are always 32-bit aligned, and 32-
bit alignment is generally sufficient.

4.4.3. Aignnent of Records within a Set

There is no nmeans for aligning Tenplate Records within a Set.

However, there is linmted need for such a nmethod, as Information

El ement specifiers are always 32-bit aligned, and 32-bit alignnent is
general ly sufficient.

Data Records can be aligned within a Set by appendi ng i nstances of

t he paddi ngCctets Information Elenent at the end of the Record.

Since all Data Records within a Set have the same structure and size,
aligning one Data Record inplies aligning all the Data Records within
a single Set.

4.4.4. Aignnment of Sets within an | PFl X Message

If Records are already aligned within a Set by using paddi ngCctets
Informati on El ements, then this alignnment will already be achieved.
But for aligning Sets within an | PFl X Message, paddi ng |Information

El ements can be used at the end of the Set so that the subsequent Set
starts at an aligned boundary. This paddi ng nechanismis described
in Section 3.3.1 of [RFC5101] and can be applied even if the Records
within the Set are not aligned. However, it should be noted that
this method is limted by the constraint that "the padding | ength
MUST be shorter than any all owable Record in the Set", to prevent the
paddi ng from being nmisinterpreted as an additional Data Record.
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4.5, Tine |ssues

| PFI X Messages contain the export tine in the Message Header. In
addition, there is a series of Information El enents defined to
transfer tine values. [RFC5102] defines four abstract data types to
transfer tine values in second, nmillisecond, mcrosecond, and
nanosecond resol ution

The accuracy and precision of these val ues depend on the accuracy and
the precision of the Metering Process clock. The accuracy and

preci sion of the Exporting Process clock, and the synchronization of
the Metering Process and Exporting Process clocks, are al so inportant
when using the delta tinestanp Infornmation Elements. To ensure
accuracy, the clocks should be synchronized to a UTC tinme source.
Normal Iy, it would be sufficient to derive the time froma renote
time server using the Network Tine Protocol (NTP) [ RFC1305]. |PFIX
Devi ces operating with tinme values of mcrosecond or nanosecond

resol ution need direct access to a tine source, for exanple, to a GPS
(d obal Positioning Systen) unit.

The nost inportant consideration in selecting tinestanp |Infornmation
Elements is to use a precision appropriate for the timestanps as
generated fromthe Metering Process. Specifically, an |IPFI X Device
shoul d not export timestanp Information El enents of higher precision
than the tinestanps used by the Metering Process (e.g., mllisecond-
precision Flows shoul d not be exported with flowStartM croseconds and
fl owEndM cr oseconds) .

4.6. |PFI X Message Header Export Tinme and Data Record Tine

Section 5 of [RFC5101] defines a nethod for optim zed export of tine-
related Informati on El enents based upon the Export Tinme field of the
| PFI X Message Header. The architectural separation of the Metering
Process and Exporting Process in [IPFI X-ARCH raises sone
difficulties with this method, of which inplenenters should be aware.

Since the Metering Process has no infornmation about the export tinme
of the I PFI X Message (that is, when the nessage | eaves the Exporting
Process), it cannot properly use the delta time Information El ements;
it must store absolute tinestanps and transmit these to the Exporting
Process. The Exporting Process must then convert these to delta

ti nestanps once the export tine is known. This increases the
processi ng burden on the Exporting Process. Note also that the
absolute tinmestanps require nore storage than their delta tinestanp
counterparts. However, this method can result in reduced export
bandwi dt h.
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4.

5.

5.

Al ternatively, the Exporting Process may sinply export absolute
timestanp Information Elenents. This sinplifies the Exporting
Process’ job and reduces processing burden, but increases export
bandwi dth requirenments

7. Devices w thout an Absol ute C ock

Exporting just relative times in a device w thout an absolute clock
is often not sufficient. For instance, observed traffic could be
retained in the device's cache for sone tinme before being exported
(e.g., if the Exporter runs once per mnute), or stuck in an Inter
Process Communi cation (I PC) queue, or stuck in the export stack, or
del ayed in the network between the Exporter and Col |l ector

For these reasons, it can be difficult for the Collecting Process to

convert the relative times exported using the flowStart SysUpTi me and

fl owEndSysUpTi me I nformati on El enents to absolute tinmes with any sort
of accuracy wi thout knowi ng the systemnitTimeM | Iiseconds.

Therefore, the sending of the flowStartSysUpTi me and fl owEndSysUpTi ne
Information El ements without al so sending the

system nitTineMIliseconds Information Elenment is not recomended.

Col I ecting Process Cuidelines
1. Information El enent (De)Coding

Section 9 of [RFC5101] specifies: "The Collecting Process MJST note
the Informati on El enent identifier of any Information El ement that it
does not understand and MAY di scard that Information El enent fromthe
Fl ow Record"”. The Collecting Process nay accept Tenplates with
Information El ements of unknown types. 1In this case, the val ue
received for these Information El enments shoul d be decoded as an octet
array.

Alternatively, the Collecting Process may ignore Tenpl ates and
subsequent Data Sets that contain Infornmation El enents of unknown

types.

It is reconmmended that Collecting Processes provide neans to flexibly
add types of new Information Elenments to their know edge base. An
exanple is a configuration file that is read by the Collecting
Process and that contains a list of Information El enent identifiers
and their corresponding types. Particularly for adding enterprise-
specific Information El ements, such a feature can be very useful
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5.2. Reduced- Si ze Encodi ng of Information El enents

Since a Collector may receive data fromthe sane device and
bservation Domain in two Tenpl ates using different reduced-size
encodings, it is recommended that the data be stored using full-size
encodi ng, to ensure that the values can be stored or even aggregated
t oget her.

5.3. Tenpl at e Managenent

Tenpl ate 1 Ds are generated dynamically by the Exporting Process.
They are uni que per Transport Session and Cbservati on Donain.

Therefore, for each Transport Session, the Collecting Process has to
maintain a list of Cbservation Domains. For each Cbservati on Domain,
the Collecting Process has to maintain a list of current Tenplate |Ds
in order to decode subsequent Data Records

Note that a restart of the Transport Session may lead to a Tenpl ate
| D renunberi ng.

6. Transport-Specific Guidelines

| PFI X can use SCTP, TCP, or UDP as a transport protocol. |PFIX

i mpl enent ati ons MJST support SCTP with partial reliability extensions
(PR-SCTP), and MAY support TCP and/or UDP (see [ RFC5101], Section
10.1). In the I PFl X docunents, the terns SCTP and PR-SCTP are often
used interchangeably to mean SCTP with partial reliability

ext ensi ons.

6.1. SCTP

PR-SCTP is the preferred transport protocol for |PFIX because it is
congesti on-aware, reducing total bandw dth usage in the case of
congestion, but with a sinpler state machine than TCP. This saves
resources on |ightweight probes and router |ine cards.

SCTP, as specified in [ RFC4960] with the PR-SCTP extension defined in
[ RFC3758], provides several features not available in TCP or UDP

The two of these npbst universally applicable to I PFIX

i npl enent ati ons, and which | PFI X i npl enenters need to know about, are
nmultiple streanms and per-nessage partial reliability.

An SCTP association may contain nultiple streanms. Streans are usefu

for avoi di ng head-of -1ine bl ocking, thereby mininizing end-to-end
delay fromthe Exporting Process to the Collecting Process. Exanple
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applications for this feature would be using one SCTP stream per
bservati on Donain, one stream per type of data (or Tenplate ID), or
one stream for Flow data and one for mnetadata.

An Exporting Process may request any nunber of streans, and may send
| PFI X Messages containing any type of Set (Data Set, Tenplate Set,
etc.) on any stream A Collecting Process MUST be able to process
any Message received on any stream

Stream negotiation is a feature of the SCTP protocol. Note, however,
that the I PFI X protocol doesn’t provide any nmechani smfor the
Exporter to convey any information about which streans are in use to
the Collector. Therefore, stream configuration nust be done out of
band.

One extra advantage of the PR SCTP association is its ability to send
messages with different levels of reliability, selected according to
the application. For exanple, billing or security applications ni ght
require reliable delivery of all their |IPFIX Messages, while capacity
pl anni ng applications mght be nore tolerant of nmessage |oss. SCTP
all ows | PFI X Messages for all these applications to be transported
over the same association with the appropriate level of reliability.

| PFI X Messages may be sent with full or partial reliability, on a
per-nessage basis. Fully reliable delivery guarantees that the | PFI X
Message will be received at the Collecting Process or that that SCTP
association will be reset, as with TCP. Partially reliable delivery
does not guarantee the receipt of the | PFI X Message at the Coll ecting
Process. This feature may be used to all ow Messages to be dropped
during network congestion, i.e., while observing a Denial of Service
att ack.

[ RFC3758] defines the concept of a Partial Reliability policy, which
specifies the interface used to control partially reliable delivery.
It also defines a single exanple Partial Reliability policy called
"timed reliability", which uses a single paraneter: lifetime. The
lifetinme is specified per nessage in nmilliseconds, and after it
expires, no further attenpt will be nmade to transnit the nmessage.
Longer lifetines specify nore retransni ssion attenpts per nessage and
therefore higher reliability; however, it should be noted that the
absolute reliability provided by a given lifetinme is highly dependent
on network conditions, so an Exporting Process using the tined
reliability service should provide a nmechani smfor configuring the
lifetinme of exported |IPFI X Messages. Another possible Partia
Reliability policy could be linmted retransmni ssion, which guarantees
a specified nunber of retransm ssions for each nmessage. It is up to
the inplenmenter to decide which Partial Reliability policy is nost
appropriate for its application.

Boschi, et al. I nf or mat i onal [ Page 13]



RFC 5153 | PFI X I npl enent ati on Gui del i nes April 2008

There is an additional service provided by SCTP and useful in
conjunction with PR-SCTP: unordered delivery. This also works on a
per - nessage basis by declaring that a given nessage shoul d be
delivered to the receiver as soon as it is queued rather than kept in
sequence; however, it should be noted that unless explicitly
requested by the sender, even nessages sent partially reliably wll
still be delivered in order. Unordered delivery should not be used
when the order of |PFI X Messages may natter: e.g., a Tenplate or
Options Tenplate. Unordered delivery should not be used when Tota
counters are used, as reordering could result in the counter val ue
decreasing at the Collecting Process and even being left with a stale
value if the |l ast nmessage processed is stale.

By convention, when the | PFl X documents state a requirenment for
reliable delivery (as, for exanple, the |IPFI X protocol docunent does
for Tenplate Sets, Options Tenplate Sets, and Tenpl ate Wt hdrawal
Messages), an | PFI X Exporting Process nust not use partially reliable
delivery for those Messages. By default, and explicitly if the IPFI X
docunents call for "partially reliable" or "unreliable" delivery, an

| PFI X Exporting Process may use partially reliable delivery if the

ot her requirements of the application allow

The Col |l ecting Process nmay check whether |PFI X Messages are | ost by
checki ng the Sequence Nunmber in the I PFIX header. The Collecting
Process should use the Sequence Nunber in the | PFl X Message Header to
det ermi ne whet her any nessages are | ost when sent with partia
reliability. Sequence Nunbers should be tracked independently for
each stream

The following nmay be done to mitigate nessage | oss:
0 Increase the SCTP buffer size on the Exporter

0 Increase the bandw dth avail able for comunicating the exported
Dat a Records

o Use sanpling, filtering, or aggregation in the Metering Process to
reduce the anount of exported data (see [RFC5101], Section
10.4.2.3).

o If partial reliability is used, switch to fully reliable delivery
on the Exporting Process or increase the |evel of partial
reliability (e.g., when using tined reliability, by specifying a
longer lifetime for exported | PFl X Messages).
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If the SCTP association is brought down because the | FPI X Messages
can’t be exported reliably, the options are:

0 Increase the SCTP buffer size on the Exporter.

0 Increase the bandwi dth avail able for comunicating the exported
Dat a Records

o Use sanpling, filtering, or aggregation in the Metering Process to
reduce the anount of exported data.

Not e that Tenpl ates nmust not be resent when using SCTP, w thout an

i ntervening Tenplate Wthdrawal or SCTP association reset. Note also
that since Tenplate Sets and Tenplate Wt hdrawal Messages nay be sent
on any SCTP stream a Tenplate Wthdrawal Message nay withdraw a
Tenpl ate sent on a different stream and a Tenplate Set may reuse a
Tenpl ate 1D withdrawn by a Tenplate Wthdrawal Message sent on a
different stream Therefore, an Exporting Process sending Tenplate
Wt hdrawal Messages should ensure to the extent possible that the
Tenpl ate Wt hdrawal Messages and subsequent Tenplate Sets reusing the
wi t hdrawn Tenpl ate I Ds are received and processed at the Collecting
Process in proper order. The Exporting Process can achieve this by
one of two possible nethods: 1. by sending a Tenpl ate Wt hdrawal
Message reliably, in order, and on the sanme stream as the subsequent
Tenpl ate Set reusing its ID;, or 2. by waiting an appropriate anount
of time (on the scale of one minute) after sending a Tenpl ate

Wt hdrawal Message before attenpting to reuse the wi thdrawn Tenpl ate
| D

6.2. UDP

UDP is useful in sinple systens where an SCTP stack is not avail abl e,
and where there is insufficient nmenory for TCP buffering.

However, UDP is not a reliable transport protocol, and |IPFI X Messages
sent over UDP might be lost as with partially reliable SCITP streans.
UDP is not the recomrended protocol for IPFIX and is intended for use
in cases in which IPFI X is replacing an existing NetFl ow
infrastructure, with the follow ng properties:

0 A dedicated network,

0o within a single admnistrative donain,

0 where SCTP is not available due to inplenentation constraints, and

o the Collector is as topologically close as possible to the
Exporter.
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Not e that because UDP itself provides no congestion contro

mechani sms, it is recommended that UDP transport be used only on
managed networks, where the network path has been explicitly
provisioned for IPFIX traffic through traffic engineering nmechani sns,
such as rate limting or capacity reservations.

An inmportant exanple of an explicitly provisioned, nmanaged network
for IPFIX is the use of IPFIX to replace a functioning NetFl ow

i mpl erentati on on a dedicated network. In this situation, the

dedi cat ed network should be provisioned in accordance with the
Net Fl ow depl oynment experience that Flow export traffic generated by
nmonitoring an interface will anount to 2-5% of the nonitored
interface’s bandw dth

As recommended in [ TSVWG UDP], an application should not send UDP
messages that result in I P packets that exceed the MIU of the path to
the destinati on and shoul d enabl e UDP checksuns (see Sections 3.2 and
3.4 of [TSVWWG UDP], respectively).

Since | PFI X assunes reliable transport of Tenplates over SCTP, this
necessitates sone changes for |PFI X Tenpl ate nmanagenent over UDP
Tenpl ates sent fromthe Exporting Process to the Collecting Process
over UDP MUST be resent at regular tine intervals; these intervals
MUST be configurable (see Section 10.3 of [RFC5101]).

We recommend a default Tenplate-resend tinme of 10 m nutes,
configurable between 1 nminute and 1 day.

Note that this could becone an interoperability problem e.g., if an
Exporter resends Tenpl ates once per day, while a Collector expires
Tenpl ates hourly, then they nmay both be | PFI X-conpatible, but not be
i nt eroperabl e.

Retransmission tinme intervals that are too short waste bandw dth on
unnecessary Tenplate retransm ssions. On the other hand, tinme
intervals that are too long introduce additional costs or risk of
data |l oss by potentially requiring the Collector to cache nore data
wi t hout having the Tenpl ates available to decode it.

To increase reliability and limt the amount of potentially |ost
data, the Exporting Process may resend additional Tenplates using a
packet - based schedule. |In this case, Tenplates are resent depending
on the nunber of data packets sent. Sinmilarly to the tine interval
resending a Tenpl ate every few packets introduces additiona
overhead, while resending after a | arge amount of packets have

al ready been sent means high costs due to the data cachi ng and
potential data | oss.
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We recommend a default Tenpl ate-resend interval of 20 packets,
configurable between 1 and 1000 data packets.

Note that a sufficiently snmall resend time or packet interval may
cause a systemto becone stuck, continually resending Tenpl ates or
Options Data. For exanple, if the resend packet interval is 2 (i.e.
Tenpl ates or Options Data are to be sent in every other packet) but
nmore than two packets are required to send all the information, then
the resend interval will have expired by the tinme the information has
been sent, and Tenplates or Options Data will be sent continuously --
possi bly preventing any data frombeing sent at all. Therefore, the
resend intervals should be considered fromthe | ast data packet, and
shoul d not be tied to specific Sequence Numbers.

The Col Il ecting Process should use the Sequence Nunber in the |IPFIX
Message Header to determ ne whether any messages are |ost.

The following nmay be done to mitigate nessage | oss:
o0 Myve the Collector topologically closer to the Exporter.

0 Increase the bandwi dth of the Iinks through which the Data Records
are exported.

o Use sanpling, filtering, or aggregation in the Metering Process to
reduce the anobunt of exported data.

0 Increase the buffer size at the Collector and/or the Exporter.

Before using a Tenplate for the first time, the Exporter may send it
in several different |PFIX Messages spaced out over a period of
packets in order to increase the likelihood that the Collector has
recei ved the Tenpl ate.

Tenpl ate Wt hdrawal Messages MJUST NOT be sent over UDP (per Section
10.3.6 of [RFC5101]). The Exporter nust rely on expiration at the
Collector to expire old Tenplates or to reuse Tenplate |Ds.

We recomrend that the Collector inplenents a Tenplate Expiry of three
times the Exporter refresh rate.

However, since the |IPFIX protocol doesn’t provide any nechanism for

the Exporter to convey any information about the Tenplate Expiry tine
to the Collector, configuration nust be done out of band.
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I f no out-of-band configuration is nade, we recommend to initially
set a Tenplate Expiry time at the Collector of 60 minutes. The

Col l ecting Process may estimte each Exporting Process’s resend tinme
and adapt the Expiry time for the correspondi ng Tenpl at es

accordi ngly.

6.3. TCP
TCP can be used as a transport protocol for IPFIX if one of the
endpoi nts has no support for SCTP, but a reliable transport is needed
and/ or the network between the Exporter and the Coll ector has not
explicitly been provisioned for the IPFIX traffic. TCP is one of the
core protocols of the Internet and is w dely supported.

The Exporting Process may resend Tenpl ates (per UDP, above), but it’'s
not required to do so, per Section 10.4.2.2 of [RFC5101]:

"A Collecting Process MJST record all Tenplate and Options Tenplate
Records for the duration of the connection, as an Exporting Process
is not required to re-export Tenpl ate Records."

If the avail abl e bandw dt h between Exporter and Collector is not
sufficient or the Metering Process generates nore Data Records than
the Collector is capable of processing, then TCP congestion contro
may cause the Exporter to block. Options in this case are:

0 Increase the TCP buffer size on the Exporter

0 Increase the bandwidth of the Iinks through which the Data Records
are exported.

o Use sanpling, filtering, or aggregation in the Metering Process to
reduce the anount of exported data.

7. Quidelines for Inplenmentation on M ddl eboxes
The term ni ddl ebox is defined in [ RFC3234] as:
"any intermediary device performing functions other than the nornal
standard functions of an IP router on the datagram path between a
source host and destination host."
The |ist of niddl eboxes discussed in [ RFC3234] contai ns:
1. Net wor k Address Transl ation (NAT),

2. NAT- Prot ocol Transl ati on ( NAT-PT),
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3. SOCKS gat eway,

4, | P tunnel endpoints,

5. packet classifiers, markers, schedul ers,
6. transport rel ay,

7. TCP performance enhanci ng proxi es,

8. | oad bal ancers that divert/nmunge packets,
9. IP firewalls,

10. application firewalls,

11. application-|evel gateways,

12. gatekeepers / session control boxes,
13. transcoders,

14. proxies,

15. caches,

16. nodified DNS servers

17. content and applications distribution boxes,
18. | oad bal ancers that divert/nmnge URLs
19. application-level interceptors,

20. application-level nulticast,

21. involuntary packet redirection

22. anonym zers.

It is likely that since the publication of RFC 3234 new ki nds of
m ddl eboxes have been added.

Wil e the | PFI X specifications [ RFC5101] based the requirenents on
the export protocol only (as the IPFIX nane inplies), these sections
cover the guidelines for the inplenentation of the Metering Process
by recomrendi ng which Information El ements to export for the

di fferent mniddl ebox considerations.
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7.1. Traffic Flow Scenarios at M ddl eboxes

M ddl eboxes may del ay, reorder, drop, or multiply packets; they may
change packet header fields and change the payload. Al these
actions have an inpact on traffic Flow properties. |In general, a

m ddl ebox transforns a unidirectional original traffic Flow T that
arrives at the nmiddlebox into a transfornmed traffic Flow T' that

| eaves the m ddl ebox.

T ----> niddlebox [----> T

Figure 1: Unidirectional traffic Flow traversing a niddl ebox

Note that in an extrene case, T' may be an enpty traffic Flow (a Fl ow
wi th no packets), for exanple, if the mddlebox is a firewall and
bl ocks the Fl ow.

In case of a m ddl ebox perfornming a multicast function, a single
original traffic Flow nmay be transfornmed into nore than one
transforned traffic Fl ow.

Hom - - > T
|
[ TS +- +
T----> middlebox [---->T
f S +- +
|
Hom - - > T

Figure 2: Unidirectional traffic Flow traversing a mddl ebox with
mul ticast function

For bidirectional traffic Flows, we identify Flows on different sides

of the middlebox; say, T | on the left side and T _r on the right
si de.

Tl <---> mddlebox |[<---> T_r

Figure 3: Bidirectional unicast traffic Flow traversing a niddl ebox

In case of a NAT, T_| nmight be a traffic Flowin a private address
realmand T_r the translated traffic Flow in the public address
realm If the mddlebox is a NAT-PT, then T_| may be an IPv4 traffic
Flow and T r the translated IPv6 traffic Flow
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At tunnel endpoints, Flows are multiplexed or denultiplexed. In
general, tunnel endpoints can deal with bidirectional traffic Flows.

+------ >Trl
v
[ SR —-— +- +
T | <---> niddlebox |<--->T_r2
tmmmmmmaas +- +
AN
+------ >Tr3

Figure 4: Miultiple data reduction

An exanple is a traffic Flow T_|I of a tunnel and Flows T_rx that are
mul tiplexed into or demultiplexed out of a tunnel. According to the
| PFI X definition of traffic Flows in [RFC5101], T and T' or T_| and
T rx, respectively, are different Flows in general

However, from an application point of view, they m ght be considered
as closely related or even as the same Flow, for exanple, if the
payl oads they carry are identi cal

7. 2. Locati on of the Cbservati on Poi nt

M ddl eboxes might be integrated with other devices. An exanple is a
router with a NAT or a firewall at a line card. |If an IPFI X
observation Point is |located at the line card, then the properties of
measured traffic Fl ows nay depend on the side of the integrated

m ddl ebox at which packets were captured for traffic Fl ow

neasur enent .

Consequent |y, an Exporting Process reporting traffic Fl ows measured
at a device that hosts one or nore niddl eboxes should clearly
indicate to Collecting Processes the |ocation of the used Qbhservation
Point(s) with respect to the m ddl ebox(es). This can be done by
using Options with Cbservation Point as scope and el enents |ike, for
instance, lineCardlD or sanplerID. Oherw se, processing the
nmeasured Flow data could lead to wong results.

At first glance, choosing an Cbservation Point that covers the entire
nm ddl ebox | ooks |ike an attractive choice. But this leads to
anbiguities for all kinds of m ddl eboxes. Wthin the niddl ebox,
properties of packets are nodified, and it should be clear at a

Col I ecting Process whether packets were observed and netered before
or after nodification. For exanmple, it nust be clear whether a
reported source | P address was observed before or after a NAT changed
it or whether a reported packet count was neasured before or after a
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firewall dropped packets. For this reason, [RFC5102] provides
Information Elements with prefix "post" for Flow properties that are
changed within a niddl ebox.

If an Qbservation Point is |ocated inside a mddl ebox, the m ddl ebox
nmust have wel | -defined and wel |l -separated internal functions, for
exanpl e, a conbined NAT and firewall, and the Cbservation Point
shoul d be | ocated on a boundary between m ddl ebox functions rather
than within one of the functions.

7.3. Reporting Fl ow Rel ated M ddl ebox Internals

Whil e this docunent recommends | PFI X i npl enent ati ons usi ng
bservation Points outside of m ddl ebox functions, there are a few
speci al cases where reporting Flowrelated internals of a m ddl ebox
is of interest.

For many applications that use traffic neasurenment results, it is
desirable to get nore information than can be derived from just
observi ng packets on one side of a mddlebox. [If, for exanple,
packets are dropped by the mniddl ebox acting as a firewall, NAT, or
traffic shaper, then information about how many observed packets are
dropped nmay be of high interest.

This section gives recommendati ons on niddl ebox internal information
that may be reported if the | PFI X Observation Point is co-located

with one or nore niddl eboxes. Since the internal information to be
reported depends on the kind of mddlebox, it is discussed per kind.

The recomendati ons cover m ddl eboxes that act per packet and that do
not nodify the application-Ilevel payload of the packet (except by
dropping the entire packet) and that do not insert additional packets
into an application-level or transport-level traffic stream

Covered are the packet-level mddleboxes of kinds 1, 2, 3, 5, 9, 10,
21, and 22 (according to the enuneration given at the begi nning of
Section 7 of this docunent). Not covered are 4, 6-8 and 11-20. TCP
per f or mance- enhanci ng proxies (7) are not covered because they may
add ACK packets to a TCP connection

Still, if possible, IPFIX inplenmentations co-located w th uncovered

m ddl eboxes (i.e., of type 7 or 11-20) should follow the
recomendations given in this section if they can be applied in a way
that reflects the intention of these recommendati ons.
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7.3.1. Packet Dropping M ddl eboxes

If an | PFI X Cbservation Point is co-located with one or nore

m ddl eboxes that potentially drop packets, then the correspondi ng
| PFI X Exporting Process should be able to report the nunber of
packets that were dropped per reported Flow

Concerned ki nds of niddl eboxes are NAT (1), NAT-PT (2), SOCKS gat eway
(3), packet schedulers (5), IP firewalls (9) and application-Ieve
firewalls (10).

7.3.2. M ddl eboxes Changi ng the DSCP

If an | PFI X Cbservation Point is co-located with one or nore

m ddl eboxes that potentially nmodify the Diffserv Code Point (DSCP
see [ RFC2474]) in the I P header, then the correspondi ng | PFl X
Exporting Process should be able to report both the observed incom ng
DSCP val ue and al so the DSCP val ue on the 'other’ side of the

m ddl ebox (if this is a constant value for the particular traffic
flow. The related Information El enents specified in [ RFC5102] are:

| pd assOf Servi ce and post | pC assOf Servi ce.

Note that the current I PFIX information nodel only contains
Information El ements supporting packets observed before the DSCP
change, i.e. ipCassOService and postlpd assOf Service, where the
latter reports the value of the IP TCS field after the DSCP change

We recommend, whenever possible, to nove the Cbservation Point to the
poi nt before the DSCP change and report the Observed and post -

values. |If reporting the value of the IP TGS field before DSCP
change is required, "pre" values can be exported using enterprise-
specific Information El enents.

Note al so that a classifier may change the same DSCP val ue of packets
fromthe sane Flow to different val ues depending on the packet or
other conditions. Also, it is possible that packets of a single
unidirectional arriving Flow contain packets with different DSCP
values that are all set to the same value by the niddl ebox. In both
cases, there is a constant value for the DSCP field in the |IP packet
header to be observed on one side of the niddl ebox, but on the other
side the value may vary. |n such a case, reliable reporting of the
DSCP val ue on the ’other’ side of the middlebox is not possible by
just reporting a single value. According to the IPFIX information
nodel [RFC5102], the first val ue observed for the DSCP is reported by
the | PFI X protocol in that case

Thi s recommendati on applies to packet markers (5).
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7.3.3. Mddl eboxes Changing | P Addresses and Port Numbers

If an I PFI X Qbservation Point is co-located with one or nore
m ddl eboxes that potentially nodify the:

o IP version field,

o | P source address header field,

0 |P destination address header field,
0 Source transport port nunber, or

0 Destination transport port nunber

in one of the headers, then the correspondi ng | PFl X Exporting Process
shoul d be able to report the "translated’ value of these fields, as
far as they have constant values for the particular traffic Flow, in
addition to the observed val ues of these fields.

I f the changed val ues are not constant for the particular traffic

Fl ow but still reporting is desired, then it is reconrended that the
general rule from[RFC5102] for Information Elements with changing
values is applied: the reported value is the one that applies to the
first packet observed for the reported Fl ow

Note that the 'translated value of the fields can be the val ues
before or after the translation depending on the Flow direction and
the | ocation of the Qbservation Point with respect to the m ddl ebox.
We always call the value that is not the one observed at the
Observation Point the translated val ue.

Note al so that a mni ddl ebox may change the sane port nunber val ue of
packets fromthe same Flow to different val ues dependi ng on the
packet or other conditions. Also, it is possible that packets of
different unidirectional arriving Flows with different source/
destination port nunber pairs nay be mapped to a single Flowwith a
singl e source/destination port nunber pair by the mddlebox. 1In both
cases, there is a constant value for the port nunber pair to be
observed on one side of the m ddl ebox, but on the other side the
values may vary. |In such a case, reliable reporting of the port
nunber pairs on the 'other’ side of the mddlebox is not possible.
According to the IPFI X information nodel [RFC5102], the first val ue
observed for each port number is reported by the | PFI X protocol in
t hat case
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8.

8.

8.

This recommendation applies to NAT (1), NAT-PT (2), SOCKS gateway (3)
and involuntary packet redirection (21) mddl eboxes. It may also be
applied to anonymi zers (22), though it should be noted that this
carries the risk of losing the effect of anonym zation

Security Guidelines
1. Introduction to TLS and DTLS for |PFI X | nplenenters

Transport Layer Security (TLS) [RFC4346] and Dat agram Transport Layer
Security (DTLS) [RFC4347] are the REQUI RED protocols for securing
network traffic exported with IPFI X (see Section 11 of [RFC5101]).
TLS requires a reliable transport channel and is selected as the
security mechanismfor TCP. DILS is a version of TLS capabl e of
securing datagramtraffic and is selected for UDP, SCTP, and PR-SCTP

When mappi ng TLS term nol ogy used in [ RFC4346] to | PFI X termn nol ogy,
keep in mnd that the | PFl X Exporting Process, as it is the
connection initiator, corresponds to the TLS client, and the | PFI X
Col l ecting Process corresponds to the TLS server. These terns apply
only to the bidirectional TLS handshakes done at Transport Session
est abli shnent and conpl etion time; aside from TLS connection set up
bet ween the Exporting Process and the Coll ecting Process, and
teardown at the end of the session, the unidirectional Flow of
messages from Exporting Process to Collecting Process operates over
TLS just as over any other transport |ayer for |PFIX

2. X 509-Based ldentity Verification for |IPFI X over TLS or DTLS

When using TLS or DITLS to secure an | PFI X Transport Session, the
Col l ecting Process and Exporting Process nust use strong mnutual

aut hentication. In other words, each |IPFIX endpoint nust have its
own X 509 certificate [ RFC3280] and private key, and the Collecting
Process, which acts as the TLS or DTLS server, nust send a
Certificate Request to the Exporting Process during the TLS
handshake, and fail to establish a session if the Exporting Process
does not present a valid certificate.

Each Exporting Process and Collecting Process nmust verify the
identity of its peer against a set of authorized peers. This may be
done by configuring a set of authorized distingui shed nanes and
conparing the peer certificate's subject distingui shed nane agai nst
each nanme in the set. However, if a private certification authority
(CA) is used to sign the certificates identifying the Collecting
Processes and Exporting Processes, and the set of certificates signed
by that private CA may be restricted to those identifying peers

aut horized to comunicate with each other, it is sufficient to nmerely
verify that the peer’'s certificate is issued by this private CA
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When verifying the identity of its peer, an | PFI X Exporting Process
or Collecting Process nust verify that the peer certificate' s subject
conmon nane or subj ect Al't Nane ext ensi on dNSNanme matches the ful ly-
qual i fied domain nane (FQDN) of the peer. This involves retrieving
the expected dormain name fromthe peer certificate and the address of
the peer, then verifying that the two match via a DNS | ookup. Such
verification should require both that forward | ookups (FQN to peer
address) and reverse | ookups (peer address to FQDN) match. In

depl oynents without DNS infrastructure, it is acceptable to represent
the FQDN as an | Pv4 dotted-quad or a textual |1Pv6 address as in

[ RFC1924] .

8.3. Inplenenting I PFl X over TLS over TCP

O the security solutions specified for IPFI X, TLS over TCP is as of
this witing the nost mature and widely inplenented. Until stable

i npl enent ati ons of DTLS over SCTP are widely avail able (see

Section 8.5, below), it is recommended that applications requiring
secure transport for |PFI X Messages use TLS over TCP.

When using TLS over TCP, |PFI X Exporting Processes and Coll ecting
Processes shoul d behave in all other aspects as if using TCP as the
transport protocol, especially as regards the handling of Tenplates
and Tenpl ate wi t hdrawal s.

8.4. Inplenmenting | PFI X over DTLS over UDP

An inplenentation of the DTLS protocol version 1, described in

[ RFC4347] and required to secure |IPFI X over UDP, is available in
penSSL [ OPENSSL] as of version 0.9.8. However, DTLS support is as
of this witing under active devel opment and certain inplenentations
m ght be unstable. W recomend extensive testing of DILS-based

| PFI X i npl ementations to build confidence in the DILS stack over

whi ch your inplenentation runs.

When using DTLS over UDP, |PFI X Exporting Processes and Col |l ecting

Processes shoul d behave in all other aspects as if using UDP as the
transport protocol, especially as regards the handling of Tenplates
and Tenpl ate tinmeouts.

Note that the selection of |PFI X Message sizes for DTLS over UDP nust
account for overhead per packet introduced by the DILS | ayer.
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8.5. Inplenenting | PFl X over DILS over SCTP

As of this witing, there is no publicly available inplenmentation of
DTLS over SCTP as described in [ RFC4347] and [ TUEXEN] .

When usi ng DTLS over SCTP, |PFI X Exporting Processes and Col |l ecting
Processes shoul d behave in all other aspects as if using SCTP as the
transport protocol, especially as regards the handling of Tenplates
and the use of reliable transport for Tenplate and scope information.

An inmplenentation of the DTLS protocol version 1, described in

[ RFC4A347] and required to secure | PFI X over SCTP, is available in
QpenSSL [ OPENSSL] as of version 0.9.8. However, DTLS support is as
of this witing under active devel opment and certain inplenentations
nm ght be unstable. W reconmend extensive testing of DILS-based

| PFI X i npl ementations to build confidence in the DILS stack over

whi ch your inplenentation runs.

9. Extending the Information Mde

| PFI X supports two sets of Information Elements: | ANA-registered
Information El ements and enterprise-specific Information El enents
New I nformation El ements can be added to both sets as described in
this section. |If an Information Elenent is considered of genera
interest, it should be added to the set of |ETF-specified Information
El ements that is maintained by | ANA

Alternatively, private enterprises can define proprietary Infornmation
El ements for internal purposes. There are several potential reasons

for doing so. For exanple, the Information El ement might only relate
to proprietary features of a device or protocol of the enterprise.

Al so, pre-standard product delivery or commercially sensitive product
features might cause the need for enterprise-specific Information

El enent s.

The I PFI X infornmation nodel [RFC5102] docunent contains an XM.-based
specification of Tenplate, abstract data types, and | PFI X I nformation
El enents, which nay be used to create consistent machi ne-readabl e
extensions to the IPFI X information nodel. This description can be
used for automatically checking syntactic correctness of the
specification of IPFIX Information El enents and for generating code
that deals with processing | PFI X Information El enents.

9.1. Adding New | ETF-Specified Informati on El ements
New | PFI X Information El ements that are considered to be of genera

i nterest should be added to the set of |ETF-specified Information
El enents that is nmintained by | ANA
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10.

10.

Bo

The introduction of new Information Elenents in the ANA registry is
subject to expert review. As described in Section 7.1 of [RFC5102],
an expert review is perfornmed by one of a group of experts designated
by an | ETF Operations and Managenent Area Director. The experts will
initially be drawmn fromthe Wrking Goup Chairs and docunent editors
of the IPFI X and PSAVMP Wor ki ng Groups. The group of experts nust
doubl e check the Information El enents definitions with al ready
defined Information Elenments for conpl eteness, accuracy, redundancy,
and correct nanming follow ng the nami ng conventions in [ RFC5102],
Section 2.3.

The specification of new | PFI X Informati on El enents nust use the
Tenpl ate specified in [ RFC5102], Section 2.1, and nust be published
using a well-established and persistent publication nedi um

2. Adding Enterprise-Specific Information El enents

Enterprises or other organizations holding a registered Structure of
Managenment I nformation (SM) network nmanagenent private enterprise
code nunber can specify enterprise-specific Information El enents.
Their identifiers can be chosen arbitrarily within the range of

1- 32767 and have to be coupled with a Private Enterprise Identifier
[PEN]. Enterprise identifiers MIST be registered as SM network
managenent private enterprise code nunbers with ANA.  The registry
can be found at http://ww.iana. org/assi gnments/enterprise-nunbers.

Conmon | npl ement ati on M st akes

The issues listed in this section were identified during

i npl ementation and interoperability testing. They do not stemfrom
insufficient clarity in the protocol, but each of these was an actua
n stake made in a tested | PFI X inplementation. They are listed here
for the conveni ence of future inplenenters.

1. | PFI X and Net Fl ow Version 9

A large group of mistakes stens fromthe fact that many inplenenters
started inplenenting | PFI X froman existing version of NetFl ow
version 9 [RFC3954]. Despite their sinmlarity, the two protocols
differ in many aspects. W list here sone of the nost inportant

di fferences.

0 Transport protocol: NetFlow version 9 initially ran over UDP
whil e | PFI X must have a congestion-aware transport protocol
| PFI X specifies PR-SCTP as its nandatory protocol, while TCP and
UDP are opti onal
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10.

o IPFIX differentiates between | ANA-regi stered and enterprise-
specific Information Elements. Enterprise-specific Information
El enents can be specified by coupling a non-IANA-registered
Information Element identifier with an Enterprise ID
(corresponding to the vendor that defined the Information
El enent).

0 Options Tenplates: in IPFIX, an Options Tenplate nust have a
scope, and the scope is not allowed to be of length zero. The
Net Fl ow version 9 specifications [RFC3954] don't specify that the
scope nust not be of length zero.

Message Header:

0o Set ID Even if the packet headers are different between | PFlI X and
Net Fl ow version 9, sinilar fields are used in both of them The
di fference between the two protocols is in the values that these
fields can assune. A typical exanple is the Set |ID values: the
Set ID values of 0 and 1 are used in NetFlow version 9, while they
are not used in | PFI X

o0 Length field: in NetFlow version 9, this field (called count)
contains the nunber of Records. In IPFIX it indicates the tota
I ength of the | PFI X Message, neasured in octets (including Message
Header and Set (s)).

o Tinmestanp: the NetFl ow version 9 header has an additiona
ti mestanp: sysUpTime. It indicates the tine in nilliseconds since
the | ast reboot of the Exporting Process.

o The version nunber is different. NetFlow version 9 uses the
version nunber 9, while | PFl X uses the version nunber 10.

2. Padding of the Data Set

[ RFC5101] specifies that the Exporting Process MAY insert sone octets
for set padding to align Data Sets within a Message. The paddi ng
| ength nust be shorter than any all owabl e Record in that set.

It is inmportant to respect this limtation: if the padding length is
equal to or longer than the Iength of the shortest Record, it will be
interpreted as anot her Record.

An alternative is to use the paddi ngCctets Infornation Elenent in the
Tenpl ate definition.
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10.

10.

11.

3. Field I D Nunbers

I nformation El ement nunbers in | PFl X have the range 0-32767
(0-0x7FFF). Information El enent nunbers outside this range (i.e.
with the high bit set) are taken to be enterprise-specific
Information El enments, which have an additional four-byte Private
Enterprise Nunber followi ng the Infornmation El enent nunber and
length. Inadvertently setting the high bit of the Information

El emrent nunber by selecting a nunber out of this range will therefore
cause Tenpl ate scanning errors.

4. Tenplate | D Nunmbers

Tenpl ate I Ds are generated as required by the Exporting Process.

Wien the same set of Information Elements is exported at different
times, the corresponding Tenplate is usually identified by different
Tenplate IDs. Simlarly, if nultiple co-existing Tenpl ates are
conposed of the sane set of Information El enents, they are al so
identified by different Tenplate IDs. The Collecting Process does
not know i n advance which Tenplate ID a particular Tenplate will use.

Security Considerations

Thi s docunent describes the inplenentation guidelines of IPFIX  The
security requirenments for the I PFI X target applications are addressed
in the | PFI X requirenents docunent [RFC3917]. These requirenments are
considered for the specification of the | PFI X protocol [RFC5101], for
whi ch a Security Considerations Section exists.

Section 7 of this docunent recommends that | PFIX Exporting Processes
report internals about niddl eboxes. These internals nmay be security-
rel evant, and the reported infornmation needs to be protected
appropriately for reasons given bel ow.

Reporting of packets dropped by firewalls and other packet-dropping
m ddl eboxes carries the risk that this information can be used by
attackers for analyzing the configuration of the m ddl ebox and for
devel opi ng attacks against it. Address translation may be used for
hi di ng the network structure behind an address translator. |If an

| PFI X Exporting Process reports the translations perfornmed by an
address translator, then parts of the network structure may be
revealed. If an IPFI X Exporting Process reports the translations
perfornmed by an anonym zer, the nmain function of the anonyni zer may
be conprom sed

Note that there exist vulnerabilities in DILS over SCTP as specified
in the I PFI X protocol, such that a third party coul d cause nessages
to be undetectably lost, or an SCTP association to shut down. These
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12.

13.

13.

13.

vul nerabilities are addressed by [ TUEXEN]; however, it is unclear
whet her initial OpenSSL-based inplenentations of DTLS over SCTP will
contain the required fixes. DILS over SCTP should be used with
caution in production environments until these issues are conpletely
addr essed.
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