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review apart fromIESG review for conflict with | ETF work. The RFC
Edi tor has chosen to publish this docunment at its discretion. See
RFC 3932 for nore information.

Abst r act
This meno anal yzes provider-to-provider Quality of Service (QoS)
agreenents suitable for a global QS-enabled Internet. It defines
term nol ogy relevant to inter-donmain QoS nodels. It proposes a new

concept denoted by Meta-QS-Cass (MX). This concept could
potentially drive and federate the way QoS inter-domain rel ationships
are built between providers. It opens up new perspectives for a QS-
enabled Internet that retains, as nuch as possible, the openness of
the existing best-effort Internet.
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1. Introduction

Three different areas can be distinguished in |IP QS service
offerings. The first area is the single donmain where a provider
delivers QoS services inside the boundaries of its own network. The
second area is multiple dormains where a small set of providers, wth
nmut ual business interests, cooperate to deliver QS services inside

t he boundaries of their network aggregate. The third area, which has
very sel dom been put forward, is the Internet where QoS services can
be delivered fromal nbost any source to any destination. Both

mul tiple domains and Internet areas deal with inter-donmain aspects.
However, they differ significantly in many ways, such as the nunber
of donmmi ns and QS paths invol ved, which are nuch higher and dynanic
for the Internet area. Miltiple donains and Internet areas are
therefore likely to differ in their respective solutions. This meno
is an attenpt to investigate the Internet area fromthe point of view
of provider-to-provider agreenments. It provides a framework for

i nter-domai n Q0S-enabl ed | nternet.

[ MESCAL] provi des a set of requirenents to be net by any solution
aimng to solve inter-domain QoS issues. These requirenments are not
reproduced within this neno. Readers are invited to refer to

[ MESCAL] for nore el aborated description on the requirenents.
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This meno shows that for the sake of scalability, providers need not
be concerned with what occurs nore than one hop away (fromtheir

Aut ononpus Systen) when they negotiate inter-domain QoS agreenents.
They shoul d base their agreenents on nothing but their |ocal QS
capabilities and those of their direct neighbors. This analysis

| eads us to define term nology relevant to inter-domain QS nodel s.
W al so introduce a new concept denoted by Meta-QS-d ass (MX) that
drives and federates the way QoS inter-donmain relationships are built
bet ween providers. The rationale for the MX concept relies on a

uni versal and common under st andi ng of QoS-sensitive applications
needs. Werever end-users are connected, they experience the sane
Q@S difficulties and are likely to express very simlar QS
requirenents to their respective providers. dobally confronted with
t he same custoner requirenents, providers are likely to design and
operate simlar network capabilities.

MX brings up a sinplified view of the Internet QoS capabilities as a
set of M planes. This nmeno | ooks at whether the idea of MX pl anes
can be hel pful in certain well-known concrete inter-domain QS

i ssues. The focus, however, is on the provider-to-provider QS
agreenment framework, and the intention is not to specify individua
solutions and protocols for a full inter-domain QS system For

di scussion of a conplete architecture based on the notion of parallel
Internets that extends and generalizes the notion of MX planes, see
[ AGAVE] .

Note that this docunment does not specify any protocols or systens.
2. Assunptions and Requirenents

To avoid a great deal of conplexity and scalability issues, we assune
that provider-to-provider QS agreenents are negotiated only for two
adj acent domains that are directly accessible to each other. W also
assune, because they exchange traffic, that these nei ghbors are BGP

[ RFC4271] peers. This pairwise peering is logical, therefore it can
be supported not only on physical point-to-point connections but also
on I nternet exchange points (IXPs), where nmany operators connect to
each other using a layer 2 switch.

The QoS solutions envisaged in this docunent are exclusively
solutions suitable for the global Internet. As far as Internet-w de
solutions are concerned, this docunent assunes that:

0 Any solutions should apply locally in order to be usable as soon
as deployed in a small set of domains.
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0 Any solutions should be scalable in order to allow a gl oba
depl oynent to alnost all Internet domains, with the ability to
establi sh QS comuni cati ons between any and all end-users.

0 Any solutions should also nmaintain a best-effort service that
shoul d remai n the preem nent service as a consequence of the end-
to-end argunent [ E2E].

o If there is no path available within the requested Q@S to reach a
destination, this destination nust remain reachabl e through the
best-effort service.

This meno does not place any specific requirenents on the intra-
domain traffic engineering policies and the way they are enforced. A
provi der may deploy any technique to ensure QS inside its own
network. This nenmo assunmes only that QoS capabilities inside a
provider’s network can be represented as | ocal - QS-d asses (I-QCs).
When crossing a domain, traffic experiences conditions characterized
by the values of delay, jitter, and packet |oss rate that correspond
to the |-QC selected for that traffic within that domain.
Capabilities can differ fromone provider to another by the nunber of
depl oyed | -QCs, by their respective QS characteristics, and al so by
the way they have been inpl enented and engi neer ed.

3. Term nol ogy
(D, J, L)

D: one-way transit delay [RFC2679], J: one-way transit del ay
variation or jitter [RFC3393], and L: packet |loss rate [ RFC2680].

Donai n

A network infrastructure conposed of one or several Autononobus
Systenms (AS) nmanaged by a single adm nistrative entity.

| P connectivity service
I P transfer capability characterized by a (Destination, D, J, L)

tupl e where Destination is a group of |IP addresses and (D, J, L)
is the QoS performance to get to the Destination
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Local - Q@S-d ass (I -Q0)

A QoS transfer capability across a single domain, characterized by
a set of QoS performance paraneters denoted by (D, J, L). Froma

Diffserv [ RFC2475] perspective, an |-QC is an occurrence of a Per

Domai n Behavi or (PDB) [RFC3086].

L- QC bi ndi ng
Two | -QCs fromtwo nei ghboring domai ns are bound together once the

two providers have agreed to transfer traffic fromone |-QC to the
ot her.

L- QC thread

Chai n of nei ghboring bound | -CXCs.

Met a- QS-d ass (M)

An M provides the linits of the QS paraneter values that two

| -QCs nmust respect in order to be bound together. An MX is used
as a label that certifies the support of a set of applications
that bear simlar network QoS requirenents.

Service Provider (SP)
An entity that provides Internet connectivity. This docunent
assunes that an SP owns and admi nisters an I P network called a
domain. Sonetinmes sinply referred to as provider

SP chain

The chain of Service Providers whose domains are used to convey
packets for a given IP connectivity service.

4. Weaknesses of Provider-to-Provider QS Agreenents Based on SP Chains

The objective of this section is to show, by a sort of reductio ad
absurdum proof, that within the scope of Internet services, provider-
to-provi der QS agreenents should be based on guarantees that span a
si ngl e domai n.

We therefore anal yze provi der-to-provider QS agreenments based on
guarant ees that span several donmi ns and enphasize their

vul nerabilities. In this case, the basic service elenent that a
provider offers to its neighboring providers is called an IP
connectivity service. It uses the notion of SP chains. W first

define what an I P connectivity service is, and then we point out
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several weaknesses of such an approach, especially the SP chain trap
problemthat |leads to the so-called Internet glaciation era.

4.1. 1P Connectivity Services

An | P connectivity service is a (Destination, D, J, L) tuple where
Destination is a group of |IP addresses reachable fromthe donai n of
the provider offering the service, and (D, J, L) is the QS
performance to get fromthis donmain to Destination. Destination is
typically located in a renote donain.

Provi der - R SP chain--------------- \
oriented
Vi ew / - - Agreenent - -\
S S S S S
|SP +------- +SP +----4+SP  +----+SP +- ... -4SP
| n+1 | In 1 In-1]  |n-2] E
+----+ +----+ +----+ +----+ +----+
Domain-  ----- > packet flow /
oriented Desti nation
vi ew R Quar ant ee Scope --------- >

Figure 1: IP connectivity service

In Figure 1, Provider SPn guarantees provider SPn+l the |level of QS
for crossing the whole chain of providers’ domains (SPn, SPn-1

SPn-2, ...,SP1). SPi denotes a provider as well as its domain. The
top of the figure is the provider-oriented view, the ordered set of
providers (SPn, SPn-1, SPn-2, ...,SPl) is called an SP chain. The

bottom of the figure is the domain-oriented view
4.2. Simlarity between Provider and Customer Agreenents

Thi s approach maps end-users’ needs directly to provider-to-provider
agreements. Providers negotiate agreenents to a destination because
they know custoners are ready to pay for QS guaranteed transfer to
this destination. As far as service scope is concerned, the
agreenments between providers will resenble the agreenents between
customers and providers. For instance, in Figure 1, SPn can sell to
its own custoners the sanme | P connectivity service it sells to SPn+l
There is no clear distinction between provider-to-provider agreements
and custoner-to-provider agreenents.

In order to guarantee a stable service, redundant SP chains should be
formed to reach the same destination. Wen one SP chain becones
unavail able, an alternative SP chain should be selected. 1In the
context of a global QS Internet, that would |l ead to an enor nous
nunber of SP chains along with the associ ated agreenents.
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4.3. Liability for Service Disruption

In Figure 1, if SPn+l sees a disruption in the IP connectivity
service, it can turn only against SPn, its legal partner in the
agreement. If SPn is not responsible, in the sane way, it can only
conplain to SPn-1, and so on, until the faulty provider is found and
eventual ly requested to pay for the service inpairment. The claimis
t hen supposed to nove back along the chain until SPn pays SPn+l. The
SP chain beconmes a liability chain.

Unfortunately, this process is prone to failure in many cases. In
the context of QoS solutions suited for the Internet, SP chains are
likely to be dynam ¢ and involve a significant nunber of providers.
Providers (that do not all know each other) involved in the same SP
chain can be conpetitors in many fields; therefore, trust

rel ationships are very difficult to build. Many conplex and critica
i ssues need to be resolved: how will SPn+l prove to SPn that the QoS
level is not the level expected for a scope that can expand well
beyond SPn? How long will it take to find the guilty domain? |s SPn
ready to pay SPn+l1 for sonething it does not control and is not
responsi ble for?

4.4. SP Chain Trap Leading to d aciation

In Figure 1, SPn inplicitly guarantees SPn+l the | evel of QS for the
crossing of distant domains like SPn-2. As we saw in Section 4.2, SP

chains will proliferate. A provider is, in this context, likely to
be part of numerous SP chains. It will see the level of QS it

provi des guaranteed by many providers it perhaps has never even heard
of .

Any change in a given agreenent is likely to have an inpact on

numer ous external agreenents that make use of it. A provider sees
the degree of freedomto renegotiate, or termnate, one of its own
agreements being restricted by the | arge nunber of external (to its
domai n) agreenents that depend on it. This is what is referred to as
the "SP chain trap" issue. This solution is not appropriate for
wor | dwi de QoS coverage, as it would lead to gl aciati on phenonena,
causing a conpletely petrified QS infrastructure, where nobody coul d
renegoti ate any agreenent.

5. Provider-to-Provider Agreenents Based on Meta- QS-C ass
If a QoS-enabled Internet is deemed desirable, with QS services
potentially available to and from any destination, any sol ution nust

resol ve the above weaknesses and scal ability problens and find
alternate schenes for provider-to-provider agreenents.
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5.1. Single Domain Covering

Due to the vulnerabilities of the SP chain approach, we assune
provi der-to-provi der Q©S agreenents should be based on guarant ees
covering a single domain. A provider guarantees its neighbors only
the crossing perfornance of its own domain. In Figure 2, the

provi der SPn guarantees the provider SPn+l only the QoS perfornance
of the SPn domain. The renainder of this docunent will show that
this approach, bringing clarity and sinplicity into inter-domain
rel ationships, is better suited for a global QS Internet than one
based on SP chai ns.

Provi der -
oriented
Vi ew /- - Agreenent - -\
+--- -t +--- -t
|SP +------- +SP  +
| n+1 | In |
e e
Domain-  ----- > packet flow
oriented <---->
Vi ew Cuar ant ee Scope

Figure 2: provider-to-provider QoS agreenent

It is very inportant to note that the proposition to linit guarantees
to only one domain hop applies exclusively to provider-to-provider
agreements. It does not in any way preclude end-to-end guarantees
for conmuni cati ons.

The sinple fact that SP chains do not exist nmakes the AS chain trap
probl em and the associ ated gl aciation threat vanish

The liability issue is restricted to a one-hop distance. A provider

is responsible for its owm domain only, and is controlled by all the
nei ghbors with whomit has a direct contract.
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5.2. Binding | -QCs

When a provider wants to contract with another provider, the nmain
concern is deciding which I-QC(s) inits own domain it will bind to
which | -QC(s) in the neighboring downstream donmain. The |-QC binding
process becones the basic inter-domain process.

Upstream Downst r eam
domai n domai n
l-QC21 ----- > | - QC11
-2 ----- > | -QC12
l-Q23  ----- >

| - QC13
l-QC24  ----- >

Figure 3: |-QC Binding

If one | -QC were to be bound to two (or nmore) |I-QCs, it would be very
difficult to know which |-QC the packets should select. This could
inmply a flow classification at the border of the domai ns based on
granularity as fine as the application flows. For the sake of
scalability, we assune one |-QC should not be bound to several |-QCs
[Levl]. On the contrary, several |-QCs can be bound to the sanme |-QC
in the way that |-QC23 and |-QC24 are bound to | -QC13 in Figure 3.

A provider decides the best nmatch between | -QCs based exclusively on
- What it knows about its own |-QCs;
- What it knows about its neighboring |-QCs.

It does not use any infornmation related to what is happeni ng nore
than one donai n away.

Despite this one-hop, short-sighted approach, the consistency and the
coherency of the QoS treatnent nmust be ensured on an | -QC thread
formed by nei ghboring bound |I-QCs. Packets |eaving a domain that
applies a given | -QC should experience simlar treatnent when
crossing external donains up to their final destination. A provider
should bind its I-QC with the neighboring |-QC that has the cl osest
performance. The criteria for |-QC binding should be stable al ong
any |-QC thread. For exanple, two providers should not bind two
|-QCs to minimze the delay whereas further on, on the sane thread,
two ot her providers have bound two I-QCs to mininize errors.
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Constraints should be put on | -QC QS perfornmance paraneters to
confine their values to an acceptabl e and expected | evel on an |-QC
thread scale. These constraints should depend on donmin size; for
exanpl e, restrictions on delay should authorize a bigger value for a
nati onal domain than for a regional one. Sonme rules nust therefore
be defined to establish in which conditions two | -QCs can be bound
together. These rules are provided by the notion of Meta-QS-d ass

(MX) .
5.3. MQC Based Bi ndi ng Process

An MX provides the linmts of the QoS paraneters two |-QCs nust
respect in order to be bound together. A provider goes through
several steps to extend its internal |-QCs through the binding
process. Firstly, it classifies its own |-QCs based on MXCs. An MX
is used as a label that certifies the support of a set of
applications that bear sinmlar network QoS requirenents. It is a
means to make sure that an | -QC has the appropriate QS
characteristics to convey the traffic of this set of applications.
Secondly, it learns about available MXs advertised by its neighbors.
To advertise an MQC, a provider nust have at |east one conpliant |-QC
and should be ready to reach agreenents to | et neighbor traffic
benefit fromit. Thirdly, it contracts an agreenent with its

nei ghbor to send sone traffic that will be handl ed according to the

agreed MXs.

The following attributes should be docunented in any specification of
an MQC. This is not a closed list, other attributes can be added if
needed.

0o A set of applications (e.g., VolP) the MX is particularly suited
for.

0 Boundaries or intervals of a set of QoS performance attributes
whenever required. For illustration purposes, we propose to use
in this docunent attribute (D, J, L) 3-tuple. An MQX could be
focused on a single paraneter (e.g., suitable to convey del ay
sensitive traffic). Several levels could also be specified
dependi ng on the size of the network provider; for instance, a
smal | domain (e.g., regional) needs |ower delay than a |arge
domain (e.g., national) to match a given M

0 Constraints on traffic (e.g., only TCP-friendly).
0o Constraints on the ratio: network resources for the class /

overall traffic using this class (e.g., |less resources than peak
traffic).
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Two | -QCs can be bound together if, and only if, they conformto the

sane MXC.

Provi der-to-provi der agreenents, as defined here, are uni-
directional. They are established for transporting traffic in a
given direction. However, from a business perspective, it is likely
that reverse agreenents will also be negotiated for transporting
traffic in the opposite direction. Note that uni-directiona

provi der-to-provider agreenments do not preclude having end-to-end
services with bi-directional guarantees, when you consider the two
directions of the traffic separately.

Two providers negotiating an agreenent based on MQC will have to
agree on several other paraneters that are outside the definition of
M. One such obvious paraneter is bandwi dth. The two providers
agree to exchange up to a given level of QS traffic. This bandw dth
| evel can then be further renegotiated, inside the same MX
agreenent, to reflect an increase in the end-user QS requests.

O her clauses of inter-donain agreenents could cover availability of
the service, tinme of repair, etc.

A hierarchy of MXs can be defined for a given type of service (e.qg.
VolP with different qualities: VolP for residential and Vol P for
business). A given |-QC can be suitable for several MXs (even
outside the sane hierarchy). Several I-QCs in the sane donmain can be
classified as belonging to the same M. There is an M with no
specific constraints called the best-effort MX

There is a need for sonme form of standardization to control QS
agreenents between providers [RFC3387]. Each provider nust have the
sane understandi ng of what a given MX is about. W need a gl oba
agreement on a set of MQC standards. The nunber of classes to be
defined nmust remain very snmall to avoid overwhel ming conplexity. W
al so need a neans to certify that the I-QC classification made by a
provider conforns to the MX standards. So the standardi zation
effort should be acconpani ed by investigations on confornance testing
requirenents.

The three notions of PDB, Service O ass [ RFC4594], and MQC are
rel ated; what MQC brings is the inter-domain aspect:

- PDB is how to engi neer a network;
- Service Class is a set of traffic with specific QS requests;
- MCis away to classify the QS capabilities (I-QCs, through

Diffserv or any other protocols or nmechanisns) in order to reach
agreenents with nei ghbors. MXs are only involved when a provider
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wants to negotiate an agreenent with a nei ghboring provider. M
is conmpletely indifferent to the way networks are engi neered as
long as the M QoS attribute (e.g., (D, J, L)) values are reached.

6. The Internet as MX Pl anes
The resulting QoS Internet can be viewed as a set of parallel

Internets or MX planes. Each plane consists of all the |-QCs bound
according to the sane M. An MX plane can have hol es and isol ated

domai ns because QoS capabilities do not cover all Internet donains.
When an | -QC maps to several MXs, it belongs potentially to severa
pl anes.

Wien a provider contracts with another provider based on the use of
MXs, it sinply adds a logical link to the correspondi ng MX pl ane.
This is basically what current traditional inter-domain agreenents
mean for the existing Internet. Figure 4a) depicts the physica

| ayout of a fraction of the Internet, conprising four domains wth
full -mesh connectivity.

+----+ +----+ +----+ +----+
| SP +----+SP | | SP +----+SP
1 12 | 1 12 |
+- +- -+ +- - +-+ +- +- -+ +----+

| \ | | /

| \/ | | /

| I\ | | /

| I\ | | /
+- - -+ +- - -+ +- - -+ R
| SP +----+4SP | | SP | | SP
14 | 13 | 14 | 13 |
+----+ +----+ +----+ +----+
a) physical configuration b) an MQC pl ane

Fi gure 4: MX pl anes

Figure 4 b) depicts how these four donains are involved in a given
MX plane. SP1, SP2, and SP4 have at |east one conpliant |-QC for
this M, SP3 may or may not have one. A bi-directional agreenent
exi sts between SP1 and SP2, SP1 and SP4, SP2 and SP4.

M brings a clear distinction between provider-to-provider and
custoner-to-provider QS agreenents. W expect a great deal of
difference in dynanmicity between the two. Mst provider-to-provider
agreenments shoul d have been negotiated, and should remain stable,
bef ore end-users can dynamically request end-to-end guarant ees.

Provi der agreements do not directly map end-users’ needs; therefore,
the nunber of provider agreenents is |largely independent of the
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nunber of end-user requests and does not increase as dramatically as
with SP chai ns.

For a gl obal QoS-based Internet, this solution will work only if MYC
based binding is largely accepted and becones a current practice.
This limtation is due to the nature of the service itself, and not
to the use of MXs. Insofar as we target gl obal services, we are
bound to provide QS in as many SP donmi ns as possible. However, any
MQC- enabl ed part of the Internet that fornms a connected graph can be
used for QoS conmuni cations and can be extended. Therefore,

i ncrenment al depl oynent is possible, and | eads to increnental
benefits. For exanple, in Figure 4 b), as soon as SP3 connects to
the M plane it will be able to benefit fromthe SP1, SP2, and SP4
QoS capabilities.

The Internet, as a split of different MX planes, offers an ordered

and sinplified view of the Internet QoS capabilities. End-users can
sel ect the MX plane that is the closest to their needs, as long as

there is a path available for the destination. One of the nmain

out cones of applying the MX concept is that it alleviates the

conpl exity and the managenent burden of inter-donain relationships.

7. Towards End-to-End QoS Services

Bui I di ng end-to-end QS paths, for the purpose of QS-guaranteed
communi cati ons between end-users, is going a step further in the QS
process. The full description of custoner-to-provider QS
agreements, and the way they are enforced, is outside the scope of
this meno. However, in this section, we will list sone inportant

i ssues and state whether MQC can help to find sol utions

Route path selection within a selected MX plane can be envisaged in
the sane way as the traditional routing systemused by Internet
routers. Thus, we can rely on the BGP protocol, basically one BGP
occurrence per MX plane, for the inter-donmain routing process. The
resilience of the IP routing systemis preserved. |If a QS path
breaks sonmewhere, the routing protocol enables dynam ¢ conputation of
anot her QoS path, if available, in the proper MX plane. This
provides a first level of QoS infrastructure that could be

conveni ently named "best-effort QoS', even if this is an oxynoron

On this basis, features can be added in order to select and contro
the QoS paths better. For exanple, BGP can be used to convey QoS-
related information, and to inplenent a process where Autononous
Systens add their own QoS values (D, J, L) when they propagate an AS
path. Then, the AS path information is coupled with the infornmation
on Delay, Jitter, and Loss, and the decision whether or not to use
the path selected by BGP can be nade, based on nunerical values. For
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exanple, for destination N, an AS path (X, Y) is advertised to AS Z
During the propagation of this AS path by BGP, X adds the information
concerning its own delay, say 30 ns, and Y adds the information
concerning its own delay, say 20 ms. Z receives the BGP
advertisenent (X, Y, N, 50 ns). One of Z's custoners requests a
delay of 100 ns to reach N. Z knows its own delay for this custoner,
say 20 ns. Z conputes the expected maxi num delay fromits custoner
to N 70 ns, and concludes that it can use the AS path (X, Y). The
QS val ue of an AS path could al so be di sconnected from BGP and
conmputed via an off-line process.

If we use QoS routing, we can incorporate the (D, J, L) information
in the BGP decision process, but that raises the issue of conposing
performance netrics in order to select appropriate paths [Chau].

When confronted by nultiple inconpatible objectives, the |oca
decisions made to optim ze the targeted paraneters could give rise to
a set of inconparable paths, where no path is strictly superior to
the others. The existence of provider-to-provider agreenents based
on MX offers a honpgenous view of the QS paraneters, and should
therefore bring coherency, and restrict the risk of such non-optinmal
choi ces.

A lot of end-to-end services are bi-directional, so one nust neasure
the conposite performance in both directions. Mny inter-donmain
pat hs are asymmetric, and usually, sone providers involved in the
forward path are not in the reverse path, and vice versa. That means
that no assunptions can be nmade about the reverse path. Al though
MXC- based provi der-to-provider agreenments are likely to be negoti ated
bi-directionally, they allow the inter-domain routing protocol to
conpute the forward and the reverse paths separately, as usual. The
only constraint MQX puts on routing is that the sel ected paths nust
use the chosen MXs throughout the selected donains. There mght be
a different MX requirenment in the reverse direction than in the
forward direction. To address this problem we can use application-

| evel communi cation between the two parties (custoners) involved in
order to specify the QS requirenents in both directions.

We can go a step further in the control of the path to ensure the
stability of QoS paraneters such as, e.g., enforcing an explicit
routi ng schene, maki ng use of RSVP-TE/ MPLS-TE requests [ RFC3209],
before injecting the traffic into an |-QC thread. However,

currently, several problens nust be resol ved before ready and
operational solutions for inter-donain route pinning, inter-donain
TE, fast failover, and so forth, are available. For exanple, see the
BGP sl ow convergence problemin [Kushman].

Mul ticast supports many applications such as audi o and vi deo
distribution (e.g., IPTV, streaning applications) with QS
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requirenents. Along with solutions at the IP or Application |evel
such as Forward Error Correction (FEC), the inter-domain nulticast
routing protocol with Miltiprotocol Extensions for BGP-4 [ RFC4760],
could be used to advertise MX capabilities for nulticast source
reachability. |If an inter-domain tree that spans several domains
remains in the same MX plane, it would be possible to benefit from
the consi stency and the coherency conferred by MX

Note that the use of sonme QoS paraneters to drive the route selection
process within an MX plane may i nduce QoS deterioration since the
best QoS-inferred path will be selected by all Autononous System
Border Routers (ASBRs) involved in the inter-domain path conputation
(i.e., no other available routes in the sanme MQC plane will have a
chance to be selected). This problemwas called the QoS Attribute-
rush (QA-rush) in [Gif]. This drawback nay be avoided if al

i nvol ved ASes in the QS chain inplenent some out-of-band nmeans to
control the inter-domain QoS path consistency (MX conpliance).

To conclude this section, whatever the protocols we want to use, and
however tightly we want to control QoS paths, MX is a concept that
can help to resolve problens [WP], w thout prohibiting the use of
any particul ar mechani smor protocol at the data, control, or
managenent pl anes.

8. Security Considerations

Thi s docunent describes a franework and not protocols or systens.
Potential risks and attacks will depend directly on the

i npl enment ati on technol ogy. Solutions to inplenent this proposal nust
detail security issues in the relevant protocol docunentation

Particular attention should be paid to giving access to MJC resources
only to authorized traffic. Unauthorized access can |lead to deni al
of service when the network resources get overused [ RFC3869].
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