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Status of This Meno
This meno provides information for the Internet conmunity. It does

not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

| ESG Not e
This docunent is not an | ETF Internet Standard. |t represents the
i ndi vi dual opinion(s) of one or nore nenbers of the TMRG Research
Goup of the Internet Research Task Force. |t nmay be considered for

standardi zati on by the | ETF or adoption as an | RTF Research G oup
consensus docunent in the future.

Abst r act

Thi s docunent discusses the nmetrics to be considered in an eval uation
of new or nodified congestion control nechanisns for the Internet.
These include netrics for the evaluation of new transport protocols,
of proposed nodifications to TCP, of application-Ievel congestion
control, and of Active Queue Managenent (AQVM) nechanisns in the
router. This docunment is the first in a series of documents ainmed at
i mproving the nodels that we use in the eval uation of transport
protocol s.

This docunment is a product of the Transport Mbdeling Research G oup
(TMRG, and has received detail ed feedback from many nenbers of the
Research Group (RG. As the docunent tries to nake clear, there is
not necessarily a consensus within the research comunity (or the

| ETF comunity, the vendor conmunity, the operations community, or
any other conmunity) about the metrics that congestion control
mechani sms shoul d be designed to optimze, in terns of trade-offs
bet ween t hroughput and del ay, fairness between conpeting flows, and
the like. However, we believe that there is a clear consensus that
congestion control mechani snms should be evaluated in terns of trade-
of fs between a range of netrics, rather than in ternms of optim zing
for a single metric.
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1. Introduction

As a step towards inproving our nethodol ogies for eval uating
congestion control nechanisns, in this docunent we discuss sone of
the metrics to be considered. W also consider the relationship
between netrics, e.g., the well-known trade-off between throughput
and delay. This docunent doesn't attenpt to specify every netric
that a study m ght consider; for exanple, there are donai n-specific
metrics that researchers mght consider that are over and above the
metrics laid out here.

We consider nmetrics for aggregate traffic (taking into account the
effect of flows on conpeting traffic in the network) as well as the
het er ogeneous goals of different applications or transport protocols
(e.g., of high throughput for bulk data transfer, and of |ow del ay
for interactive voice or video). Different transport protocols or
AQM mechani snms mi ght have goals of optimzing different sets of
nmetrics, with one transport protocol optinized for per-flow

t hr oughput and anot her optimnm zed for robustness over wreless |inks,
and with different degrees of attention to fairness with conpeting
traffic. W hope this docunent will be used as a step in evaluating
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proposed congestion control nechanisns for a wi de range of netrics,
for exanple, noting that Mechanism X is good at optim zing Metric A,
but pays the price with poor performance for Metric B. The goa
woul d be to have a broad view of both the strengths and weaknesses of
newl y proposed congestion control mechani sns.

Subsequent docunents are planned to present sets of sinulation and
testbed scenarios for the evaluation of transport protocols and of
congestion control mechani snms, based on the best current practice of
the research community. These are not intended to be conplete or
final benchmark test suites, but sinply to be one step of nmany to be
used by researchers in evaluating congestion control nechani sns.
Subsequent docunments are al so planned on the nethodol ogi es in using
t hese sets of scenari os.

This docunent is a product of the Transport Mbdeling Research G oup
(TVRG, and has received detail ed feedback from many nmenbers of the
Research Group (RG. As the docunent tries to nake clear, there is
not necessarily a consensus within the research community (or the
| ETF comunity, the vendor conmunity, the operations community, or
any other conmunity) about the metrics that congestion contro
mechani sms shoul d be designed to optimize, in terns of trade-offs
bet ween t hroughput and del ay, fairness between conpeting flows, and
the like. However, we believe that there is a clear consensus that
congestion control nechanisns should be evaluated in terns of
trade-offs between a range of nmetrics, rather than in ternms of
optimzing for a single nmetric.

2. Metrics
The nmetrics that we discuss are the foll ow ng:
o0 Throughput;
o Del ay;
0o Packet |oss rates;
0 Response to sudden changes or to transient events;
0 Mnimzing oscillations in throughput or in delay;
o Fairness and convergence tines;
0 Robustness for chall engi ng environnments;

0 Robustness to failures and to m sbehavi ng users;
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2.

1

o0 Deployability;
o Metrics for specific types of transport;
0 User-based netrics.

We consi der each of these below. Mny of the netrics have

net wor k- based, fl ow based, and user-based interpretations. For
exanpl e, network-based netrics can consi der aggregate bandw dth and
aggregate drop rates, flow based netrics can consi der end-to-end
transfer tines for file transfers or end-to-end del ay and packet drop
rates for interactive traffic, and user-based nmetrics can consider
user wait tine or user satisfaction with the nultinedi a experience.
Qur main goal in this docunent is to explain the set of netrics that
can be relevant, and not to legislate on the nost appropriate

nmet hodol ogy for using each general netric.

For some of the netrics, such as fairness, there is not a clear
agreenent in the network community about the desired goals. In these
cases, the docunent attenpts to present the range of approaches.

Thr oughput, Del ay, and Loss Rates

Because of the clear trade-offs between throughput, delay, and |oss
rates, it can be useful to consider these three netrics together.
The trade-offs are nost clear in ternms of queue nmanagenent at the
router; is the queue configured to maxim ze aggregate throughput, to
mnimze delay and | oss rates, or sone conproni se between the two?
An alternative would be to consider a separate netric such as power,
defined in this context as throughput over delay, that conbines

t hroughput and del ay. However, we do not propose in this docunent a
clear target in terns of the trade-offs between throughput and del ay;
we are sinply proposing that the evaluation of transport protocols

i nclude an exploration of the conpeting netrics.

Using fl ow based netrics instead of router-based netrics, the
rel ati onshi p between per-flow throughput, delay, and | oss rates can
often be given by the transport protocol itself. For exanple, in
TCP, the sending rate s in packets per second is given as:

s = 1.2/ (RTT*sqrt(p)),

for the round-trip tine RTT and loss rate p [ FF99].
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2.1.1. Throughput

Thr oughput can be nmeasured as a router-based netric of aggregate |ink
utilization, as a flow based nmetric of per-connection transfer tines,
and as user-based nmetrics of utility functions or user wait tines.

It is a clear goal of npbst congestion control mechani sns to naxin ze
t hr oughput, subject to application demand and to the constraints of
the other netrics.

Thr oughput is sonetinmes distinguished from goodput, where throughput
is the link utilization or flowrate in bytes per second; goodput,

al so neasured in bytes per second, is the subset of throughput
consisting of useful traffic. That is, 'goodput’ excludes duplicate
packets, packets that will be dropped downstream packet fragments or
ATM cel l's that are dropped at the receiver because they can't be
re-assenbl ed into conplete packets, and the like. In general, this
docunent doesn’t distinguish between throughput and goodput, and uses
the general term "throughput".

We note that maxim zing throughput is of concern in a w de range of
envi ronnments, from hi ghly-congested networks to under-utilized ones,
and fromlong-lived flows to very short ones. As an exanpl e,

t hr oughput has been used as one of the netrics for eval uating
Quick-Start, a proposal to allow flows to start up faster than

sl owstart, where throughput has been evaluated in terns of the
transfer tines for connections with a range of transfer sizes

[ RFCA782] [ SAF06] .

In sone contexts, it might be sufficient to consider the aggregate
t hroughput or the nmean per-flow t hroughput [DWVD6], while in other
contexts it night be necessary to consider the distribution of
per-flow throughput. Sone researchers evaluate transport protocols
in ternms of maximzing the aggregate user utility, where a user’s
utility is generally defined as a function of the user’s throughput
[ KMr98] .

I ndi vi dual applications can have application-specific needs in terns
of throughput. For exanple, real-tinme video traffic can have highly
vari abl e bandwi dth demands; Voice over IP (VolP) traffic is sensitive
to the anount of bandwi dth received imediately after idle periods.
Thus, user netrics for throughput can be nore conplex than sinply the
per-connection transfer tine.
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2.1.2. Delay

Li ke t hroughput, delay can be neasured as a router-based netric of
gqueuei ng del ay over tine, or as a flow based netric in terms of
per - packet transfer times. Per-packet delay can al so include del ay
at the sender waiting for the transport protocol to send the packet.
For reliable transfer, the per-packet transfer tinme seen by the
application includes the possible delay of retransmitting a | ost
packet .

Users of bulk data transfer applications mght care about per-packet
transfer tines only in so far as they affect the per-connection
transfer tine. On the other end of the spectrum for users of
stream ng nmedi a, per-packet delay can be a significant concern. Note
that in some cases the average delay nmight not capture the netric of
interest to the users; for exanple, sone users might care about the
wor st - case del ay, or about the tail of the delay distribution

Not e that queueing delay at a router is shared by all flows at a FIFO
(First-In First-Qut) queue. Thus, the router-based queuei ng del ay

i nduced by bulk data transfers can be inportant even if the bulk data
transfers thenmsel ves are not concerned with per-packet transfer

times.

2.1.3. Packet Loss Rates

Packet | oss rates can be neasured as a network-based or as a
fl ow based netric.

When eval uating the effect of packet |osses or ECN marks (Explicit
Congestion Notification) [RFC3168] on the perfornmance of a congestion
control mechanismfor an individual flow, researchers often use both
the packet loss/mark rate for that connection and the congestion
event rate (also called the I oss event rate), where a congestion
event or |oss event consists of one or nore |ost or marked packets in
one round-trip tine [ RFC3448].

Some users mght care about the packet loss rate only in so far as it
af fects per-connection transfer tines, while other users might care
about packet loss rates directly. RFC 3611, RTP Control Protocol

Ext ended Reports, describes a Vol P performance-reporting standard
call ed RTP Control Protocol Extended Reports (RTCP XR), which

i ncludes a set of burst netrics. |In RFC 3611, a burst is defined as
t he maxi mal sequence starting and ending with a | ost packet, and not
i ncluding a sequence of Grin or nore packets that are not | ost

[ RFC3611]. The burst metrics in RFC 3611 consi st of the burst
density (the fraction of packets in bursts), gap density (the
fraction of packets in the gaps between bursts), burst duration (the
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mean duration of bursts in seconds), and gap duration (the nean
duration of gaps in seconds). RFC 3357 derives netrics for "l oss

di stance" and "l oss period", along with statistics that capture |oss
patterns experienced by packet streans on the Internet [RFC3357].

In sone cases, it is useful to distinguish between packets dropped at
routers due to congestion and packets lost in the network due to
corruption.

One network-rel ated reason to avoid high steady-state packet |oss
rates is to avoid congestion collapse in environnments containing
paths with nultiple congested links. [In such environnents, high
packet |loss rates could result in congested |inks wasting scarce
bandwi dt h by carrying packets that will only be dropped downstream
before being delivered to the receiver [RFC2914]. W also note that
in sone cases, the retransnit rate can be high, and the goodput
correspondingly low, even with a | ow packet drop rate [ AEQO3].

2.2. Response Tines and M nim zing GCscillations

In this section, we consider response tinmes and oscillations
together, as there are well-known trade-offs between inproving
response tinmes and mnimzing oscillations. |In addition, the
scenarios that illustrate the dangers of poor response tines are
often quite different fromthe scenarios that illustrate the dangers
of unnecessary oscill ations.

2.2.1. Response to Changes

One of the key concerns in the design of congestion contro
mechani snms has been the response tines to sudden congestion in the
network. On the one hand, congestion control nechanisns shoul d
respond reasonably pronptly to sudden congestion fromrouting or
bandwi dt h changes or froma burst of conmpeting traffic. At the sane
time, congestion control mechani sms should not respond too severely
to transient changes, e.g., to a sudden increase in delay that wll
di ssipate in less than the connection’s round-trip tine.

Congestion control nechanisns al so have to contend w th sudden
changes in the bandwi dt h-del ay product due to mobility. Such
bandwi dt h- del ay product changes are expected to becone nore frequent
and to have greater inpact than path changes today. As a result of
both nobility and of the heterogeneity of wireless access types
(802.11b, a, g, W MAX, WCDMA, HS-WCDMA, E-GPRS, Bluetooth, etc.), both
t he bandwi dth and the round-trip delay can change suddenly, sonetines
by several orders of magnitude
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Eval uating the response to sudden or transient changes can be of
particular concern for slowy respondi ng congestion contro
nmechani sms such as equati on-based congestion control [RFC3448] and
AIMD (Additive Increase Miultiplicative Decrease) or for related
mechani sms usi ng paraneters that nmake them nore sl ow y-respondi ng
than TCP [ BBO1l] [ BBFSO1].

In addition to the responsiveness and snoot hness of aggregate
traffic, one can consider the trade-offs between responsiveness,
snoot hness, and aggressi veness for an individual connection [FHPOO]
[ YKLO1]. In this case, snoothness can be defined by the |argest
reduction in the sending rate in one round-trip tine, in a
determnistic environment with a packet drop exactly every 1/p
packets. The responsiveness is defined as the nunber of round-trip
ti mes of sustained congestion required for the sender to halve the
sending rate; aggressiveness is defined as the maxi numincrease in
the sending rate in one round-trip tine, in packets per second, in
t he absence of congestion. This aggressiveness can be a function of
the node of the transport protocol; for TCP, the aggressiveness of
slowstart is quite different fromthe aggressiveness of congestion
avoi dance node

2.2.2. Mnimzing Gscillations

One goal is that of stability, in terms of mninmzing oscillations of
gqueuei ng del ay or of throughput. |In practice, stability is
frequently associated with rate fluctuations or variance. Rate
variations can result in fluctuations in router queue size and
therefore of queue overflows. These queue overfl ows can cause |oss
synchroni zati ons across coexisting fl ows and periodic
under-utilization of link capacity, both of which are considered to
be general signs of network instability. Thus, neasuring the rate
variations of flows is often used to neasure the stability of
transport protocols. To nmeasure rate variations, [JWO04], [RX05],
and [ FHPW)O0] use the coefficient of variation (CoV) of per-flow
transm ssion rates, and [ WCLO5] suggests the use of standard

devi ations of per-flowrates. Since rate variations are a function
of time scales, it nakes sense to neasure these rate variations over
various time scal es.

Measuring per-flow rate variations, however, is only one aspect of
transport protocol stability. A realistic experinmental setting

al ways involves multiple flows of the transport protocol being
observed, along with a significant amount of cross traffic, with
rates varying over time on both the forward and reverse paths. As a
congestion control protocol mnust adapt its rate to the varying rates
of conpeting traffic, just neasuring the per-flow statistics of a
subset of the traffic could be nisleading because it neasures the
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rate fluctuations due in part to the adaptation to conpeting traffic
on the path. Thus, per-flow statistics are nost meaningful if they
are acconpani ed by the statistics neasured at the network level. As
a conplenmentary netric to the per-flow statistics, [HKLRX06] uses
measurenents of the rate variations of the aggregate fl ows observed
in bottleneck routers over various tinme scal es.

M nim zing oscillations in queueing delay or throughput has rel ated
per-flow nmetrics of mininmizing jitter in round-trip tines and | oss
rates.

An orthogonal goal for some congestion control nechanisns, e.g., for
equat i on- based congestion control, is to mnimze the oscillations in
the sending rate for an individual connection, given an environnment
with a fixed, steady-state packet drop rate. (As is well known, TCP
congestion control is characterized by a pronounced oscillation in
the sending rate, with the sender halving the sending rate in
response to congestion.) One netric for the level of oscillations is
the snmoot hness netric given in Section 2.2.1 above.

As discussed in [FKO7], the synchronization of |oss events can al so
af fect convergence tines, throughput, and del ay.

2.3. Fairness and Convergence

Another set of metrics is that of fairness and convergence tines.
Fai rness can be consi dered between flows of the sanme protocol and
between flows using different protocols (e.g., TCP-friendliness,
referring to fairness between TCP and a new transport protocol).

Fai rness can al so be consi dered between sessions, between users, or
bet ween other entities.

There are a nunber of different fairness neasures. These include
max-m n fairness [HE6], proportional fairness [KMI98] [KO01l], the
fairness index proposed in [JCH84], and the product nmeasure, a
vari ant of network power [BJ81].
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2.3.1. Metrics for Fairness between Fl ows

This section discusses fairness netrics that consider the fairness
between flows, but that don't take into account different
characteristics of flows (e.g., the nunber of links in the path or
the round-trip tinme). For the discussion of fairness netrics, |et
X_i be the throughput for the i-th connection

Jain's fairness index: The fairness index in [JCH84] is:
(( sumi x_i )*2) / (n * sumi ( (x_i)"2)),

where there are n users. This fairness index ranges fromO to 1, and
it is maxi numwhen all users receive the same allocation. This index
is k/n when k users equally share the resource, and the other n-k
users receive zero allocation

The product neasure: The product neasure:
product i x_i

t he product of the throughput of the individual connections, is also
used as a neasure of fairness. (In sone contexts x_i is taken as the
power of the i-th connection, and the product neasure is referred to
as network power.) The product nmeasure is particularly sensitive to
segregation; the product neasure is zero if any connection receives
zero throughput. In [MS91], it is shown that for a network with many
connections and one shared gateway, the product neasure is maxim zed
when all connections receive the same throughput.

Epsilon-fairness: Arate allocation is defined as epsilon-fair if
(mMn_i x_i) / (max_i x_i) >=1 - epsilon

Epsi |l on-fairness neasures the worst-case rati o between any two
t hroughput rates [ZKLO4]. Epsilon-fairness is related to nmax-nin
fairness, defined later in this docunent.

2.3.2. Metrics for Fairness between Flows with Different Resource
Requi rement s

This section discusses netrics for fairness between flows with
different resource requirenents, that is, with different utility
functions, round-trip times, or nunber of links on the path. Many of
these netrics can be described as solutions to utility maxinization
problens [KO1]; the total utility quantifies both the fairness and

t he t hroughput.
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Max-min fairness: In order to satisfy the nax-nmin fairness criteria,
the smal |l est throughput rate nust be as large as possible. G ven
this condition, the next-smallest throughput rate nust be as large as
possi ble, and so on. Thus, the max-nin fairness gives absol ute
priority to the smallest flows. (Max-mn fairness can be expl ai ned
by the progressive filling algorithm where all flow rates start at
zero, and the rates all grow at the sane pace. Each flow rate stops
growi ng only when one or nore links on the path reach Iink capacity.)

Proportional fairness: In contrast, a feasible allocation, x, is
defined as proportionally fair if, for any other feasible allocation
x*, the aggregate of proportional changes is zero or negative:

sumi ( (x*_i - x_i)/xi ) <=0

"This criterion favours snmaller flows, but |ess enphatically than
max-mn fairness" [KO1l]. (Using the |Ianguage of utility functions,
proportional fairness can be achieved by using logarithmc utility
functions, and nmaxim zing the sumof the per-flow utility functions;
see [KMI98] for a fuller explanation.)

M ni mum potential delay fairness: M ninmm potential delay fairness
has been shown to nodel TCP [KS03], and is a conprom se between
max-mn fairness and proportional fairness. An allocation, x, is
defined as having mininumpotential delay fairness if:

sumi (1/x_i)

is smaller than for any other feasible allocation. That is, it would
m nim ze the average download tine if each flow was an equal -si zed
file.

In [CRVMD5], Colussi, et al. propose a new definition of TCP fairness,
that "a set of TCP fair flows do not cause nore congestion than a set
of TCP flows woul d cause", where congestion is defined in ternms of
queuei ng del ay, queueing delay variation, the congestion event rate
[e.g., loss event rate], and the packet |oss rate.

Chiu and Tan in [CT06] argue for redefining the notion of fairness
when studying traffic controls for inelastic traffic, proposing that
inelastic flows adopt other traffic controls such as adm ssion
control

The useful ness of flowrate fairness has been challenged in [B07] by
Bri scoe, and defended in [FAO08] by Floyd and Allman. |n [B07],

Bri scoe argues that flowrate fairness should not be a desired goal
and that instead "we shoul d judge fairness nechani sns on how t hey
share out the 'cost’ of each user’s actions on others". Floyd and
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2.

3.

Allman in [FAO8] argue that the current system based on TCP
congestion control and flowrate fairness has been useful in the rea
wor |l d, posing mnimal denmands on network and econonic infrastructure
and enabling users to get a share of the network resources.

3. Conments on Fairness
Trade-of fs between fairness and throughput: The fairness neasures in

the section above generally neasure both fairness and throughput,
giving different weights to each. Potential trade-offs between

fairness and throughput are al so di scussed by Tang, et al. in
[ TW.O6], for a framework where nax-min fairness is defined as the
nost fair. In particular, [TW.O06] shows that in sonme topol ogies,

t hroughput is proportional to fairness, while in other topologies,
t hroughput is inversely proportional to fairness.

Fai rness and the nunmber of congested |inks: Sone of these fairness
metrics are discussed in nore detail in [F91]. W note that there is
not a clear consensus for the fairness goals, in particular for
fairness between flows that traverse different nunbers of congested
links [F91]. Utility maximization provides one franework for
describing this trade-off in fairness.

Fairness and round-trip tines: One goal cited in a nunber of new
transport protocols has been that of fairness between flows with
different round-trip tinmes [ KHRO2] [ XHRO4]. W note that there is
not a consensus in the networking conmunity about the desirability of
this goal, or about the inplications and interactions between this
goal and other nmetrics [FJ92] (Section 3.3). One comon ar gunent
agai nst the goal of fairness between flows with different round-trip
tinmes has been that flows with long round-trip tinmes consune nore
resources; this aspect is covered by the previous paragraph
Researchers have al so noted the difference between the RTT-unfairness
of standard TCP, and the greater RTT-unfairness of sone proposed

nmodi fications to TCP [ LLSO5].

Fai rness and packet size: One fairness issue is that of the relative
fairness for flows with different packet sizes. Mny file transfer
applications will use the maxi num packet size possible; in contrast,
| ow bandwi dth Vol P flows are likely to send small packets, sending a
new packet every 10 to 40 nms., to limt delay. Should a small-packet
Vol P connection receive the sane sending rate in *bytes* per second
as a | arge-packet TCP connection in the same environnent, or should
it receive the same sending rate in *packets* per second? This

fai rness issue has been discussed in nore detail in [RFC3714], with

[ RFCA828] al so describing the ways that packet size can affect the
packet drop rate experienced by a flow
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Conver gence tines: Convergence tinmes concern the tine for convergence
to fairness between an existing flow and a newy starting one, and
are a special concern for environments w th hi gh-bandw dth | ong-del ay
flows. Convergence tinmes also concern the tine for convergence to
fairness after a sudden change such as a change in the network path,
the conpeting cross-traffic, or the characteristics of a wireless
link. As with fairness, convergence tinmes can matter both between
flows of the same protocol, and between flows using different
protocols [ SLFKO3]. One netric used for convergence tines is the
delta-fair convergence tine, defined as the tinme taken for two flows
with the same round-trip time to go fromshares of 100/ 101-th and
1/101-th of the link bandwidth, to having close to fair sharing with
shares of (1+delta)/2 and (1-delta)/2 of the |link bandw dth [ BBFS01].
A simlar netric for convergence tines nmeasures the convergence tine
as the number of round-trip tines for two flows to reach epsil on-
fairness, when starting froma maxi mally-unfair state [ZKLO4].

2.4. Robustness for Challenging Environnents

Whi | e congestion control mechani sns are generally evaluated first
over environnents with static routing in a network of two-way

poi nt-to-point |inks, some environnents bring up nore chall engi ng
problens (e.g., corrupted packets, reordering, variable bandw dth,
and nobility) as well as new netrics to be considered (e.g., energy
consunption).

Robust ness for chall engi ng environments: Robustness needs to be

expl ored for paths with reordering, corruption, variable bandw dth,
asymmetric routing, router configuration changes, nobility, and the
like [GFO4]. In general, the Internet architecture has val ued
robust ness over efficiency, e.g., when there are trade-offs between
robust ness and the throughput, delay, and fairness netrics described
above.

Energy consunption: In nobile environnments, the energy consunption
for the nobile end-node can be a key netric that is affected by the
transport protocol [TM2].

The goodput ratio: For wreless networks, the goodput ratio can be a
useful netric, where the goodput ratio can be defined as the usefu
data delivered to users as a fraction of the total anount of data
transmtted on the network. A high goodput ratio indicates an
efficient use of the radio spectrumand |ower interference with other
users.
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2.5. Robustness to Failures and to M sbhehavi ng Users

One goal is for congestion control nechanisns to be robust to

m sbehavi ng users, such as receivers that 'lie’ to data senders about
t he congestion experienced along the path or otherwi se attenpt to
bypass the congestion control mechani sns of the sender [ SCWA99].

Anot her goal is for congestion control nechanisns to be as robust as
possible to failures, such as failures of routers in using explicit
feedback to end-nodes or failures of end-nodes to follow the
prescribed protocols.

2.6. Deployability

One netric for congestion control mechanisnms is their deployability
in the current Internet. Metrics related to deployability include
the ease of failure diagnosis and the overhead in terns of packet
header size or added conplexity at end-nodes or routers.
One key aspect of deployability concerns the range of depl oynent
needed for a new congestion control nechanism Consider the
foll owi ng possi bl e depl oynment requirenents:

* Only at the sender (e.g., NewReno in TCP [ RFC3782]);

* Only at the receiver (e.g., delayed acknow edgenents in TCP)

* Both the sender and receiver (e.g., Selective Acknow edgnent
(SACK) TCP [ RFC2018]);

* At a single router (e.g., Random Early Detection (RED) [FJ93]);
* All of the routers along the end-to-end path;

* Both end-nodes and all routers along the path (e.g., Explicit
Control Protocol (XCP) [KHRO2]).

Some congestion control mechanisnms (e.g., XCP [ KHRO2], Quick-Start
[ RFCA782]) may al so have depl oynent issues with IPsec, IPin IP
MPLS, other tunnels, or with non-router queues such as those in

Et hernet switches.
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Anot her depl oyability issue concerns the conplexity of the code. How
complex is the code required to inplenent the nechanismin software?
Is floating point math required? How nuch new state nust be kept to

i mpl enment t he new nechani sm and who holds that state, the routers or
the end-nodes? W note that we don’t suggest these questions as ways
to reduce the deployability netric to a single nunber; we suggest
them as issues that could be considered in evaluating the

depl oyability of a proposed congestion control mechani sm

2.7. Metrics for Specific Types of Transport

In sone cases, nodified netrics are needed for evaluating transport
protocol s intended for quality-of-service (QS)-enabled environnments
or for belowbest-effort traffic [VKDO2] [KKO3].

2. 8. User - Based Metrics

An al ternate approach that has been proposed for the eval uation of
congestion control nechanisns would be to evaluate in terns of user
nmetrics, such as user satisfaction or in terms of
application-specific utility functions. Such an approach woul d
require the definition of a range of user nmetrics or of
application-specific utility functions for the range of applications
under consideration (e.g., FTP, HTTP, Vol P)

3. Metrics in the IP Performance Metrics (1 PPM Working G oup

The 1 PPM Worki ng Group [I PPM was established to define performance
metrics to be used by network operators, end users, or independent
testing groups. The netrics include netrics for connectivity

[ RFC2678], delay and | oss [ RFC2679], [RFC2680], and [ RFC2681], del ay
variation [ RFC3393], |oss patterns [ RFC3357], packet reordering

[ RFCAT37], bulk transfer capacity [RFC3148], and |ink capacity

[ RFC5136]. The | PPM docunents give concrete, well-defined netrics,
along with a net hodol ogy for neasuring the netric. The netrics

di scussed in this docunent have a different purpose fromthe | PPM
metrics; in this docunment, we are discussing netrics as used in

anal ysi s, sinulations, and experinents for the eval uation of
congestion control mechanisns. Further, we are discussing these
metrics in a general sense, rather than | ooking for specific concrete
definitions for each netric. However, there are many cases where the
metric definitions fromI|lPPM could be useful, for specific issues of
how to neasure these netrics in simulations, or in testbeds, and for
provi ding conmon definitions for tal king about these netrics.
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4. Conments on Met hodol ogy

The types of scenarios that are used to test specific nmetrics, and
the range of paranmeters that it is useful to consider, will be

di scussed in separate docunents, e.g., along with specific scenarios
for use in evaluating congestion control nechani sns.

W note that it can be inportant to evaluate netrics over a wde
range of environments, with a range of |ink bandw dths, congestion

I evel s, and levels of statistical multiplexing. It is also inportant
to eval uate congestion control nechanisnms in a range of scenarios

i ncluding typical ranges of connection sizes and round-trip tines
[FKO2]. It is also useful to conpare netrics for new or nodified
transport protocols with those of the current standards for TCP

As an exanple fromthe literature on evaluating transport protocols,
Li, et al. in "Experinental Evaluation of TCP Protocols for High-
Speed Networks" [LLS05] focus on the performance of TCP in high-
speed networks, and consider netrics for aggregate throughput, |oss
rates, fairness (including fairness between flows with different
round-trip tinmes), response tinmes (including convergence tines), and
i ncrenental deploynent. Mre general references on nethodol ogy

i nclude [J91]. Papers that discuss the range of netrics for

eval uati ng congestion control include [ MIZ04].

5. Security Considerations

Section 2.5 discusses the robustness of congestion control nechani sns
to failures and to m sbehaving users. Transport protocols al so have
other security concerns that are unrelated to congestion contro
nmechani sns; these are not discussed in this docunent.
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