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OSPF Mul ti-Area Adjacency

Status of This Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this neno is unlimted.

Abstract

Thi s docunent describes an extension to the Open Shortest Path First
(OSPF) protocol to allow a single physical link to be shared by

mul tiple areas. This is necessary to allowthe link to be considered
an intra-area link in nultiple areas. This would create an intra-
area path in each of the corresponding areas sharing the same |ink.
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1. Introduction
1.1. Mbdtivation

It is often a requirenent to have an Open Shortest Path First (COSPF)
[OCSPF] link in nultiple areas. This will allowthe Iink to be
considered as an intra-area path in each area and be preferred over
hi gher cost links. A sinple exanple of this requirenent is to use a
hi gh-speed |ink between two Area Border Routers (ABRs)in nultiple

ar eas.

Consi der the foll ow ng topol ogy:

RL------- Backbone------ R2
| |
Area 1 Area 1
| |
R3-------- Area 1-------- R4

Mul ti-Link Topol ogy

The backbone area link between RL and R2 is a high-speed link, and it
is desirable to forward Area 1's traffic between RL and R2 over that
link. In the current OSPF specification [OSPF], intra-area paths are
preferred over inter-area paths. As a result, RL will always route
traffic to R4 through Area 1 over the |l ower speed links. RL will
even use the intra-area Area 1 path though R3 to get to Area 1

net works connected to R2. An OSPF virtual |ink cannot be used to
solve this problemw thout noving the |ink between R1 and R2 to Area
1. This is not desirable if the physical link is, in fact, part of

the network’ s backbone topol ogy.

The protocol extension described herein will rectify this problem by
allowing the link between RL and R2 to be part of both the backbone
area and Area 1.

1.2. Possible Solutions

For nunmbered interfaces, the OSPF (Open Shortest Path First)
specification [OSPF] allows a separate OSPF interface to be
configured in each area using a secondary address. The di sadvant ages
of this approach are that it requires additional |P address
configuration, it doesn't apply to unnunbered interfaces, and
advertising secondary addresses will result in a | arger overal
routing table.
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Allowing a link with a single address to sinply be configured in

mul tiple areas would al so solve the problem However, this would
result in the subnet corresponding to the interface residing in
multiple areas that is contrary to the definition of an OSPF area as
a collection of subnets.

Anot her approach is to sinply allow unnunbered |inks to be configured
in multiple areas. Section 8.2. of the OSPF specification [ OSPF]

al ready specifies that the OSPF area ID should be used to de-
mul ti pl ex received OSPF packets. One limtation of this approach is
that multi-access networks are not supported. Although this
limtation nmay be overcone for LAN nedia with support of "Point-to-
Poi nt operation over LAN in link-state routing protocols" [P2PLAN],
it may not be acceptable to configure the link as unnunbered due to
net wor k managenent policies. Mny popul ar network nmanagenent
applications individually test the path to each interface by pinging
its | P address.

1.3. Proposed Sol ution

ABRs will sinmply establish nultiple adjacencies belonging to
different areas. Each multi-area adjacency is announced as a point-
to-point link in the configured area. However, unlike nunmbered
point-to-point links, no type 3 1link is advertised for nulti-area
adj acencies. This point-to-point link will provide a topol ogica
path for that area. The first or primary adjacency using the link
wi Il operate and advertise the link in a manner consistent with RFC
2328 [ OSPF].

1.4. Requirenments Notation

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119

[ RFC- KEYWORDS] .

2. Functional Specifications
2.1. Milti-Area Adjacency Configuration and Nei ghbor Di scovery

Mul ti-area adjacencies are configured between two routers having a
common interface. On point-to-point interfaces, there is no need to
configure the neighbor’s address since there can be only one

nei ghbor. For all other network types, the nei ghbor address of each
mul ti-area adjacency must be configured or automatically di scovered
via a nechani smexternal to OSPF.
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Mul ti-Area Adjacency Packet Transm ssion

On point-to-point interfaces, OSPF control packets are sent to the
Al'l SPFRout ers address. For all other network types, OSPF control
packets are unicast to the renmote neighbor’s |IP address.

Mul ti-Area Adjacency Control Packet Reception Changes
Recei ving protocol packets is described in Section 8.2 of [OSPF].
The text starting with the second paragraph and continui ng through
the third bullet beneath that paragraph is changed as foll ows:

Next, the OSPF packet header is verified. The fields specified in
t he header nust match those configured for the receiving interface.

If they do not, the packet should be discarded:

(0]

(o]

The version nunber field nmust specify protocol version 2.

The Area ID found in the OSPF header nust be verified. |If all of
the followi ng cases fail, the packet should be discarded. The
Area | D specified in the header nust either:

1. WMtch the Area ID of the receiving interface. |In this case
t he packet has been sent over a single hop. Therefore, the
packet’s | P source address is required to be on the sane
network as the receiving interface. This can be verified by
conmparing the packet’s I P source address to the interface's IP
address, after masking both addresses with the interface mask.
Thi s conpari son should not be performed on point-to-point
networks. On point-to-point networks, the interface addresses
of each end of the link are assigned independently, if they
are assigned at all.

2. Indicate a non-backbone area. In this case, the packet has
been sent over a multi-area adjacency. |If the area-id matches
the configured area for a nulti-area adjacency, the packet is
accepted and is fromnow on associated with the nulti-area
adj acency for that area

3. Indicate the backbone. 1In this case, the packet has been sent
over a virtual link or a nulti-area adjacency.

For virtual links, the receiving router nmust be an ABR and the

Router |ID specified in the packet (the source router) nust be the

other end of a configured virtual link. The receiving interface

must al so attach to the virtual link's configured transit area

If all of these checks succeed, the packet is accepted and is from

now on associated with the virtual 1ink
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o For nmulti-area adjacencies, if the area-id nmatches the confi gured
area for the nmulti-area adjacency, the packet is accepted and is
fromnow on associated with the nulti-area adjacency for that
ar ea.

0o Note that if there is a match for both a virtual link and a multi-
area adjacency then this is a configuration error that should be
handl ed at the configuration |evel.

0 Packets whose I P destination is Al DRouters should only be
accepted if the state of the receiving interface is DR or Backup
(see Section 9.1 of [GSPF]).

o [...] The remainder of Section 8.2 of [OSPF] is unchanged.

2.4. Interface Data Structure

An OSPF interface data structure is built for each configured multi-

area adjacency as specified in Section 9 of [OSPF]. The interface

type will always be point-to-point.
2.5. Interface FSM

The interface Finite State Machine (FSM w Il be the sane as a point-
to-point link irrespective of the underlying physical |ink.

2.6. Neighbor Data Structure and Nei ghbor FSM

Bot h the nei ghbor data structure and nei ghbor FSM are the sane as for
standard OSPF, specified in Section 10 of [ CSPF].

2.7. Advertising Milti-Area Adjacencies
Mul ti-area adjacenci es are announced as point-to-point Iinks. Once
the router’s multi-area adjacency reaches the FULL state, it will be
added as a link type 1 to the Router Link State Advertisenent (LSA)
Wi t h:
Link 1D = Renote’s Router ID

Link Data = Neighbor’s IP Address or Iflndex (if the underlying
interface i s unnunbered).

Unl i ke nunbered point-to-point links, no type 3 link is advertised
for multi-area adjacencies.
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3. Conpatibility

Al'l mechani snms described in this docunent are backward conpati bl e
wi th standard OSPF i npl enent ati ons [ OSPF].

3.1. Adjacency Endpoint Conpatibility

Since nulti-area adjacencies are nodel ed as point-to-point links, it
is only necessary for the router at the other end of the adjacency to
nmodel the adjacency as a point-to-point link. However, the network
topology will be easier to represent and troubl eshoot if both

nei ghbors are symmetrically configured as nulti-area adjacencies.

4. OSPFv3 Applicability

The mechani snms defined in this docunent also apply to OSPFv3
[OSPFV3]. As in OSPF, a nulti-area adjacency is advertised as a
point-to-point link in the advertising router’s router-LSA. Since
OSPFv3 router-LSA |inks are independent of addressing senantics and
unanbi guously identify OSPFv3 nei ghbors (refer to Section 3.4.3.1 of
[ OSPFV3]), the change to router-LSA |inks described in Section 2.7 is
not applicable to OSPFv3. Furthernore, no prefixes corresponding to
the multi-area adjacency are advertised in the router’s intra-area-
prefix-LSA.

A link-LSA SHOULD NOT be advertised for a nulti-area adjacency. The
nei ghbor’s I Pv6 Iink | ocal address can be |earned in other ways,
e.g., it can be extracted fromthe | Pv6 header of Hello packets
recei ved over the nulti-area adjacency. The neighbor IPv6 |link |oca
address is required for the OSPFv3 route next-hop cal cul ation on

mul ti-access networks (refer to Section 3.8.1.1 of [OSPFV3]).

5. Security Considerations

Thi s docunment does not raise any security issues that are not already
covered in [ OSPF] or [ OSPFV3]
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Ful I Copyright Statenent
Copyright (C The | ETF Trust (2008).

This docunment is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights

Thi s docunent and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGAN ZATI ON HE/ SHE REPRESENTS
OR |'S SPONSCORED BY (I F ANY), THE | NTERNET SCCI ETY, THE | ETF TRUST AND
THE | NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS
OR | MPLI ED, | NCLUDI NG BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF
THE | NFORVATI ON HEREI'N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intellectual Property Rights or other rights that nmight be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. [Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of I PR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe | ETF on-line |IPR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Please address the information to the |ETF at
ietf-ipr@etf.org.
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