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Abst r act

Most of the initial efforts to utilize CGeneralized MPLS (GWLS) have
been related to environnents hosting devices with a single swtching
capability. The conplexity raised by the control of such data pl anes
is simlar to that seen in classical | P/ MPLS networks. By extending
MPLS to support nultiple switching technol ogi es, GWLS provides a
conpr ehensive framework for the control of a multi-Ilayered network of
either a single switching technology or nultiple swtching

t echnol ogi es.

In GWLS, a switching technol ogy donain defines a region, and a
network of nmultiple switching types is referred to in this docunent
as a multi-region network (MRN). VWhen referring in general to a

| ayered network, which may consist of either single or nultiple

regi ons, this docunent uses the termmulti-layer network (M.N). This
docunent defines a franework for GWLS based nmulti-region / multi-

| ayer networks and lists a set of functional requirenents.
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1.

I ntroduction

General i zed MPLS (GWLS) extends MPLS to handle mnultiple swtching
technol ogi es: packet switching, Layer-2 swtching, TDM (Ti ne-Division
Mul tipl exi ng) switching, wavel ength sw tching, and fiber sw tching
(see [RFC3945]). The Interface Switching Capability (1SC) concept is
i ntroduced for these switching technol ogies and is designated as

foll ows: PSC (packet switch capable), L2SC (Layer-2 switch capable),
TDM capabl e, LSC (Il anbda switch capable), and FSC (fi ber switch
capabl e).

The representation, in a GWLS control plane, of a switching

technol ogy domain is referred to as a region [ RFC4206]. A switching
type describes the ability of a node to forward data of a particul ar
data pl ane technol ogy, and uniquely identifies a network region. A

| ayer describes a data plane switching granularity level (e.g., VC4,
VC-12). A data plane layer is associated with a region in the
control plane (e.g., VC4 is associated with TDM MPLS is associ ated
with PSC). However, nore than one data plane |ayer can be associ ated
with the same region (e.g., both VC4 and VCl12 are associated with
TDM). Thus, a control plane region, identified by its switching type
value (e.g., TDM, can be sub-divided into smaller-granularity
component networ ks based on "data plane switching |layers”. The
Interface Switching Capability Descriptor (ISCD) [RFC4202],
identifying the interface switching capability (1SC), the encoding
type, and the sw tching bandwi dth granularity, enables the
characterization of the associated | ayers.

In this docunent, we define a multi-layer network (MLN) to be a
Traffic Engineering (TE) donain conprising nultiple data pl ane
switching |layers either of the sanme 1SC (e.g., TDM or different |SC
(e.g., TDM and PSC) and controlled by a single GWLS control plane
instance. W further define a particular case of MLNs. A nulti-
region network (MRN) is defined as a TE dommi n supporting at |east
two different switching types (e.g., PSC and TDVM, either hosted on
the same device or on different ones, and under the control of a
single GWLS control plane instance.

M_.Ns can be further categorized according to the distribution of the
| SCs anmpong the Label Swi tching Routers (LSRs):

- Each LSR may support just one |SC.
Such LSRs are known as singl e-sw tching-type-capable LSRs. The MN
may conprise a set of single-swtching-type-capable LSRs sone of
whi ch support different |SCs.
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- Each LSR may support nore than one | SC at the sane tine.
Such LSRs are known as multi-swi tching-type-capable LSRs, and can
be further classified as either "sinplex" or "hybrid" nodes as
defined in Section 4. 2.

- The MLN may be constructed from any conbi nati on of single-
swi t chi ng-type-capabl e LSRs and multi-sw tching-type-capable LSRs.

Since GWLS provides a conprehensive framework for the control of
different switching capabilities, a single GWLS instance may be used
to control the MLNNMRN. This enables rapid service provisioning and
efficient traffic engineering across all switching capabilities. In
such networks, TE links are consolidated into a single Traffic

Engi neering Database (TED). Since this TED contains the information
relative to all the different regions and | ayers existing in the
network, a path across nultiple regions or |layers can be computed
using this TED. Thus, optim zation of network resources can be

achi eved across the whole M.N MRN

Consi der, for exanple, a MRN consisting of packet-sw tch-capable
routers and TDM cross-connects. Assune that a packet Label Switched
Path (LSP) is routed between source and destinati on packet-sw tch-
capabl e routers, and that the LSP can be routed across the PSC regi on
(i.e., utilizing only resources of the packet region topology). If
the performance objective for the packet LSP is not satisfied, new TE
links may be created between the packet-swi tch-capable routers across
the TDMregion (for exanple, VC- 12 links) and the LSP can be routed
over those TE links. Furthernore, even if the LSP can be
successful ly established across the PSC-regi on, TDM hi erarchical LSPs
(across the TDM regi on between t he packet-switch capabl e routers) nay
be established and used if doing so is necessary to neet the
operator’s objectives for network resource availability (e.g., link
bandwi dth). The sane considerations hold when VC4 LSPs are
provisioned to provide extra flexibility for the VC12 and/or VCl1

| ayers in an MN

Sections 3 and 4 of this docunent provide further background

i nformation of the concepts and notivation behind nmulti-region and
multi-layer networks. Section 5 presents detailed requirenments for
protocol s used to inplenent such networks

1.1. Scope

Early sections of this document describe the notivations and
reasoning that require the devel opment and depl oynent of NMRN MLN
Later sections of this docunment set out the required features that
the GWLS control plane nust offer to support MRNM.N. There is no
intention to specify solution-specific and/or protocol elenents in
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this docunent. The applicability of existing GWLS protocols and any
protocol extensions to the MRV MLN i s addressed in separate docunents
[ MRN- EVAL] .

Thi s docunment covers the elenents of a single GWLS control plane
instance controlling multiple layers within a given TE domain. A
control plane instance can serve one, two, or nore layers. Oher
possi bl e approaches such as having multiple control plane instances
serving disjoint sets of |layers are outside the scope of this
docunent. It is nobst probable that such a MLN or MRN woul d be
operated by a single service provider, but this docunment does not
exclude the possibility of two |layers (or regions) being under
different adninistrative control (for exanple, by different Service
Providers that share a single control plane instance) where the

adm ni strative donains are prepared to share a linited anount of

i nformati on.

For such a TE donain to interoperate with edge nodes/donai ns
supporting non-GWLS interfaces (such as those defined by other

st andar ds devel opnment organi zations (SDGCs)), an interworking function
may be needed. Location and specification of this function are

out side the scope of this docunent (because interworking aspects are
strictly under the responsibility of the interworking function).

Thi s docunent assunes that the interconnection of adjacent MRN MLN TE
domai ns makes use of [RFC4726] when their edges al so support inter-
domai n GWLS RSVP- TE ext ensi ons.

2. Conventions Used in This Docunent

Al though this is not a protocol specification, the key words "MJST",
"MUST NOT", "REQUI RED', "SHALL", "SHALL NOT", "SHOULD', "SHOULD NOT",
"RECOMMENDED', "MAY", and "OPTIONAL" are used in this docunment to

hi ghli ght requirenments, and are to be interpreted as described in RFC
2119 [ RFC2119].

In the context of this document, an end-to-end LSP is defined as an
LSP that starts in sone client layer, ends in the sane |ayer, and nay
cross one or nore lower layers. 1In ternms of switching capabilities,
this means that if the outgoing interface on the head-end LSR has
interface switching capability X, then the incom ng interface on the
tail-end LSR also has switching capability X. Further, for any
interface traversed by the LSP at any internediate LSR, the switching
capability of that interface, Y, is such that Y >= X
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2.1. List of Acronyns

ERO Explicit Route Object

FA: Forwardi ng Adj acency

FA- LSP: Forwardi ng Adj acency Label Switched Path
FSC. Fi ber Switching Capabl e

I SC. Interface Switching Capability

| SCD: Interface Switching Capability Descriptor
L2SC. Layer-2 Switching Capabl e

LSC. Lanbda Swi tchi ng Capabl e

LSP: Label Switched Path

LSR: Label Switching Router

MLN: Multi-Layer Network

MRN: Mul ti-Regi on Network

PSC. Packet Switching Capable

SRLG Shared Ri sk Link G oup

TDM Time-Di vision Miltiplexing

TE: Traffic Engineering

TED: Traffic Engi neering Dat abase

VNT: Virtual Network Topol ogy

3. Positioning

A multi-region network (MRN) is always a nulti-layer network (MN)
since the network devices on regi on boundaries bring together
different 1SCs. A MN, however, is not necessarily a MN since
multiple layers could be fully contained within a single region. For
exanpl e, VCl12, VC4, and VC4-4c are different |layers of the TDM
region.

3.1. Data Plane Layers and Control Plane Regi ons

A data plane layer is a collection of network resources capabl e of
term nating and/or switching data traffic of a particular format

[ RFC4397]. These resources can be used for establishing LSPs for
traffic delivery. For exanple, VC- 11 and VC4-64c represent two
different |ayers.

Fromthe control plane viewpoint, an LSP region is defined as a set
of one or nore data plane layers that share the sane type of

swi tching technol ogy, that is, the same switching type. For exanple,
VC-11, VG4, and VC-4-7v layers are part of the sane TDM region. The
regions that are currently defined are: PSC, L2SC, TDM LSC, and FSC
Hence, an LSP region is a technol ogy domain (identified by the |1SC
type) for which data plane resources (i.e., data links) are
represented into the control plane as an aggregate of TE infornmation
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associated with a set of links (i.e., TE links). For exanple, VC 11
and VC4-64c capable TE Iinks are part of the same TDM regi on
Mul tiple layers can thus exist in a single regi on network.

Note al so that the region nmay produce a distinction within the
control plane. Layers of the sanme region share the sane switching
technol ogy and, therefore, use the sane set of technol ogy-specific
signaling objects and technol ogy-specific value setting of TE link
attributes within the control plane, but layers fromdifferent
regions may use different technol ogy-specific objects and TE
attribute values. This neans that it may not be possible to sinply
forward the signaling nessage between LSRs that host different

swi tching technologies. This is due to changes in sone of the
signaling objects (for exanple, the traffic paraneters) when crossing
a region boundary even if a single control plane instance is used to
manage the whole MRN. W may solve this issue by using triggered
signaling (see Section 4.3.1).

3.2. Service Layer Networks

A service provider’s network nay be divided into different service

| ayers. The custoner’s network is considered fromthe provider’s
perspective as the highest service layer. It interfaces to the

hi ghest service |layer of the service provider’'s network.

Connectivity across the highest service |ayer of the service
provider’s network nmay be provided with support from successively

| ower service layers. Service layers are realized via a hierarchy of
network | ayers |located generally in several regions and comonly
arranged according to the switching capabilities of network devices.

For instance, sone custoners purchase Layer-1 (i.e., transport)
services fromthe service provider, sone Layer 2 (e.g., ATM, while
ot hers purchase Layer-3 (I P/ MPLS) services. The service provider
realizes the services by a stack of network layers |located within one
or nore network regions. The network |ayers are conmonly arranged
according to the switching capabilities of the devices in the
networks. Thus, a custoner network nay be provided on top of the
GWLS-based nmulti-region/multi-layer network. For exanple, a Layer-1
service (realized via the network layers of TDM and/or LSC, and/or
FSC regi ons) nmay support a Layer-2 network (realized via ATM Virtua
Path / Virtual Grcuit (VP/VC)), which may itself support a Layer-3
network (I P/ MPLS region). The supported data plane relationship is a
data plane client-server relationship where the |ower |ayer provides
a service for the higher layer using the data |inks realized in the

| oner |ayer.
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Services provided by a GWLS-based nulti-region/nulti-Ilayer network

are referred to as "multi-region/multi-Ilayer network services". For
exanpl e, legacy I P and | P/ MPLS networks can be supported on top of
multi-region/multi-layer networks. It has to be enphasized that

delivery of such diverse services is a strong notivator for the
depl oynent of nulti-region/multi-Ilayer networks.

A custonmer network nay be provided on top of a server GWLS-based
MRN MLN which is operated by a service provider. For exanple, a pure
| P and/or an | P/ MPLS network can be provided on top of GWLS-based
packet - over-optical networks [RFC5146]. The rel ationship between the
networks is a client/server relationship and, such services are
referred to as "MRNV MLN services". In this case, the custoner
network may formpart of the MRNMLN or may be partially separated,
for exanple, to nmaintain separate routing information but retain
common si gnal i ng.

3.3. Vertical and Horizontal Interaction and Integration

Vertical interaction is defined as the collaborative nechani sns
within a network el ement that is capable of supporting nore than one
| ayer or region and of realizing the client/server rel ationships
between the | ayers or regions. Protocol exchanges between two
network controllers managing different regions or layers are also a
vertical interaction. |Integration of these interactions as part of
the control plane is referred to as vertical integration. Thus, this
refers to the col |l aborative mechanisnms within a single control plane
instance driving multiple network |ayers that are part of the sane
region or not. Such a concept is useful in order to construct a
framework that facilitates efficient network resource usage and rapid
service provisioning in carrier networks that are based on nultiple

| ayers, swi tching technol ogies, or |SCs.

Hori zontal interaction is defined as the protocol exchange between
network controllers that nmanage transport nodes within a given |ayer
or region. For instance, the control plane interaction between two
TDM network el enents switching at OC-48 is an exanpl e of horizontal
interaction. GWLS protocol operations handl e horizontal
interactions within the sanme routing area. The case where the

i nteraction takes place across a domai n boundary, such as between two
routing areas within the sanme network |layer, is evaluated as part of
the inter-domain work [ RFC4726], and is referred to as horizonta
integration. Thus, horizontal integration refers to the

col I aborati ve nechani sns between network partitions and/or

adm ni strative divisions such as routing areas or autononbus systens.
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This distinction needs further clarification when administrative
domai ns match | ayer/regi on boundaries. Horizontal interaction is
extended to cover such cases. For exanple, the collaborative
mechani sms in place between two LSC areas relate to horizonta
integration. On the other hand, the collaborative mechanisns in

pl ace between a PSC (e.g., |P/MPLS) domain and a separate TDM capabl e
(e.g., VA Synchronous Digital Hierarchy (SDH)) donmain over which it
operates are part of the horizontal integration, while it can al so be
seen as a first step towards vertical integration

3. 4. Moti vati on

The applicability of GWLS to nmultiple sw tching technol ogi es
provides a unified control and nanagenent approach for both LSP
provi sioning and recovery. |Indeed, one of the nain notivations for
uni fying the capabilities and operations of the GWLS control plane
is the desire to support nulti-LSP-region [ RFC4206] routing and TE
capabilities. For instance, this enables effective network resource
utilization of both the Packet/Layer2 LSP regions and the TDM or
Lanmbda LSP regi ons in high-capacity networks

The rationales for GWLS-controlled multi-layer/mnulti-region networks
are sunmari zed bel ow

- The mai ntenance of multiple instances of the control plane on
devi ces hosting nore than one switching capability not only
i ncreases the conplexity of the interactions between control plane
i nstances, but al so increases the total anount of processing each
i ndi vidual control plane instance nust handl e.

- The unification of the addressing spaces helps in avoiding nultiple
identifiers for the same object (a link, for instance, or nore
general ly, any network resource). On the other hand such
aggregati on does not inpact the separation between the contro
pl ane and the data pl ane.

- By maintaining a single routing protocol instance and a single TE
dat abase per LSR, a unified control plane nodel renobves the
requirenent to nmaintain a dedicated routing topol ogy per |ayer and
t heref ore does not nmandate a full nesh of routing adjacencies as is
the case with overlaid control planes.

- The col | aboration between technol ogy | ayers where the contro
channel is associated with the data channel (e.g., packet/franed
data pl anes) and technol ogy | ayers where the control channel is not
directly associated with the data channel (SONET/SDH, G 709, etc.)
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4,

4.

is facilitated by the capability within GWLS to associ ate in-band
control plane signaling to the IP terminating interfaces of the
control plane.

- Resource managenent and policies to be applied at the edges of such
an MRN MLN are nmade nore sinple (fewer control-to-nmanagenent
interactions) and nore scal abl e (through the use of aggregated
i nformation).

- Multi-region/multi-layer traffic engineering is facilitated as TE
links fromdistinct regions/layers are stored within the sane TE
Dat abase.

Key Concepts of GWLS-Based M.Ns and MRNs

A network conprising transport nodes with nultiple data plane |ayers
of either the same ISC or different 1SCs, controlled by a single
GWPLS control plane instance, is called a multi-layer network (MN).
A subset of M.Ns consists of networks supporting LSPs of different
swi tching technol ogies (1SCs). A network supporting nore than one
switching technology is called a multi-region network (MRN).

1. Interface Switching Capability

The Interface Switching Capability (1SC) is introduced in GWLS to
support various kinds of switching technology in a unified way
[RFC4202]. An ISCis identified via a switching type.

A switching type (also referred to as the switching capability type)
describes the ability of a node to forward data of a particular data
pl ane technol ogy, and uniquely identifies a network region. The
following ISC types (and, hence, regions) are defined: PSC, L2SC,
TDM capabl e, LSC, and FSC. Each end of a data link (nore precisely,
each interface connecting a data link to a node) in a GWLS network
is associated with an I SC

The 1SC value is advertised as a part of the Interface Sw tching
Capability Descriptor (1SCD) attribute (sub-TLV) of a TE Iink end
associated with a particular link interface [RFC4202]. Apart from
the 1SC, the I SCD contains information including the encoding type,
the bandwi dth granularity, and the unreserved bandw dth on each of
eight priorities at which LSPs can be established. The | SCD does not
"identify" network layers, it uniquely characterizes information
associ ated to one or nore network |ayers.
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TE link end advertisenents nay contain multiple 1SCDs. This can be
interpreted as advertising a multi-layer (or multi-swtching-

capable) TE link end. That is, the TE link end (and therefore the TE
link) is present in nultiple |ayers.

4.2, Miltiple Interface Switching Capabilities

In an MLN, network el enments may be single-sw tching-type-capable or
mul ti-switching-type-capabl e nodes. Single-swtching-type-capable
nodes advertise the same | SC value as part of their |1SCD sub-TLV(S)
to describe the termination capabilities of each of their TE Iink(s).
This case is described in [ RFC4202].

Mul ti-switching-type-capable LSRs are classified as "sinplex" or
"hybrid" nodes. Sinplex and hybrid nodes are categorized according
to the way they advertise these nultiple |SCs:

- A sinplex node can terminate data links with different swtching
capabilities where each data link is connected to the node by a
separate link interface. So, it advertises several TE links each
with a single | SC value carried in its | SCD sub-TLV (follow ng the
rules defined in [ RFC4206]). An exanple is an LSR with PSC and TDM
I i nks each of which is connected to the LSR via a separate
i nterface.

- A hybrid node can term nate data links with different swtching
capabilities where the data |links are connected to the node by the
same interface. So, it advertises a single TE link containing nore
than one 1SCD each with a different |1SC value. For exanple, a node
may term nate PSC and TDM data |inks and interconnect those
external data links via internal links. The external interfaces
connected to the node have both PSC and TDM capabiliti es.

Additionally, TE link advertisenents issued by a sinplex or a hybrid
node may need to provide information about the node’s interna

adj ustnent capabilities between the switching technol ogi es support ed.
The term "adjustnent"” refers to the property of a hybrid node to

i nterconnect the different switching capabilities that it provides
through its external interfaces. The information about the

adj ustnent capabilities of the nodes in the network allows the path
conmput ati on process to select an end-to-end multi-layer or nulti-
region path that includes Iinks with different switching capabilities
joined by LSRs that can adapt (i.e., adjust) the signal between the
I'inks.
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4.2.1. Networks with Multi-Switching-Type-Capabl e Hybrid Nodes

This type of network contains at |east one hybrid node, zero or nore
si mpl ex nodes, and a set of single-swtching-type-capabl e nodes.

Figure 1 shows an exanple hybrid node. The hybrid node has two
switching elenents (matrices), which support, for instance, TDM and
PSC swi tching, respectively. The node terninates a PSC and a TDM
link (Linkl and Link2, respectively). It also has an internal |ink
connecting the two switching el ements.

The two switching elenents are internally interconnected in such a
way that it is possible to ternmi nate sonme of the resources of, say,

Li nk2 and provide adjustnent for PSC traffic received/sent over the
PSC interface (#b). This situation is nodeled in GWLS by connecting
the I ocal end of Link2 to the TDM swi tching el enent via an additiona
interface realizing the term nation/adjustnment function. There are
two possible ways to set up PSC LSPs through the hybrid node.
Avai |l abl e resource advertisenent (i.e., Unreserved and M n/Max LSP
Bandwi dt h) shoul d cover both of these nethods.

PSC |

Linkl ------------- <->--|#a |
| |

+--<->---|#b |

I ________
TDM +--<->--|#c TDM |
+PSC |

Link2 ------------ <->-|#d

Figure 1. Hybrid node.
4.3. Integrated Traffic Engineering (TE) and Resource Contro

In GWLS-based multi-region/multi-layer networks, TE |inks may be
consolidated into a single Traffic Engi neering Database (TED) for use
by the single control plane instance. Since this TED contains the
information relative to all the layers of all regions in the network,
a path across nultiple layers (possibly crossing nultiple regions)
can be conputed using the information in this TED. Thus,

optim zation of network resources across the multiple [ayers of the
same region and across nultiple regions can be achieved.
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These concepts allow for the operation of one network |ayer over the
topology (that is, TE links) provided by other network |ayers (for
exanpl e, the use of a |ower-layer LSC LSP carrying PSC LSPs). In
turn, a greater degree of control and interworking can be achieved,
including (but not limted to):

- Dynamic establishnent of Forwardi ng Adjacency (FA) LSPs [ RFC4206]
(see Sections 4.3.2 and 4.3.3).

- Provisioning of end-to-end LSPs with dynami c triggering of FA LSPs.

Note that in a nmulti-layer/multi-region network that includes multi-
swi t chi ng-type-capabl e nodes, an explicit route used to establish an
end-to-end LSP can specify nodes that belong to different |ayers or

regions. |In this case, a mechanismto control the dynanic creation

of FA-LSPs may be required (see Sections 4.3.2 and 4.3.3).

There is a full spectrumof options to control how FA-LSPs are
dynanical |y established. The process can be subject to the contro

of a policy, which may be set by a nanagenent conponent and whi ch may
require that the managenent plane is consulted at the tine that the
FA-LSP is established. Alternatively, the FA-LSP can be established
at the request of the control plane wthout any nanagenent control

4.3.1. Triggered Signaling

When an LSP crosses the boundary froman upper to a lower |ayer, it
may be nested into a | ower-layer FA-LSP that crosses the |ower |ayer.
From a signaling perspective, there are two alternatives to establish
the | ower-layer FA-LSP: static (pre-provisioned) and dynanic
(triggered). A pre-provisioned FA-LSP nmay be initiated either by the
operator or automatically using features |ike TE auto-nesh [ RFC4972].
If such a |l ower-layer LSP does not already exist, the LSP nay be

est ablished dynamically. Such a nmechanismis referred to as
"triggered signaling".

4.3.2. FA-LSPs

Once an LSP is created across a layer fromone |ayer border node to
another, it can be used as a data link in an upper |ayer.

Furthernore, it can be advertised as a TE |ink, allow ng other nodes
to consider the LSP as a TE link for their path conputation

[ RFC4206]. An LSP created either statically or dynanically by one

i nstance of the control plane and advertised as a TE link into the
same instance of the control plane is called a Forwardi ng Adjacency
LSP (FA-LSP). The FA-LSP is advertised as a TE link, and that TE
link is called a Forwardi ng Adjacency (FA). An FA has the speci al
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characteristic of not requiring a routing adjacency (peering) between
its end points yet still guaranteeing control plane connectivity

bet ween the FA-LSP end points based on a signaling adjacency. An FA
is a useful and powerful tool for inproving the scalability of
GWPLS- TE capabl e networks since nmultiple higher-layer LSPs may be
nested (aggregated) over a single FA-LSP

The aggregation of LSPs enables the creation of a vertical (nested)
LSP hierarchy. A set of FA-LSPs across or within a | ower |ayer can
be used during path selection by a higher-layer LSP. Likew se, the

hi gher -1 ayer LSPs may be carried over dynam c data links realized via
LSPs (just as they are carried over any "regular"” static data |inks).
This process requires the nesting of LSPs through a hierarchica
process [ RFC4206]. The TED contains a set of LSP advertisenents from
different layers that are identified by the | SCD contained within the
TE |link advertisement associated with the LSP [ RFC4202].

If alower-layer LSP is not advertised as an FA, it can still be used
to carry higher-layer LSPs across the lower layer. For exanple, if
the LSP is set up using triggered signaling, it will be used to carry
t he higher-layer LSP that caused the trigger. Further, the |ower

| ayer remmins available for use by other higher-layer LSPs arriving
at the boundary.

Under sone circunstances, it nay be useful to control the
advertisement of LSPs as FAs during the signaling establishnent of
the LSPs [ DYN-H ER].

4.3.3. Virtual Network Topol ogy (VNT)

A set of one or nore |ower-layer LSPs provides information for
efficient path handling in upper layer(s) of the MLN, or, in other
words, provides a virtual network topology (VNT) to the upper |ayers.
For instance, a set of LSPs, each of which is supported by an LSC
LSP, provides a VNT to the |layers of a PSC region, assunming that the
PSC region is connected to the LSC region. Note that a single

| ower-layer LSP is a special case of the VNI. The VNT is configured
by setting up or tearing down the | ower-layer LSPs. By using GWLS
signaling and routing protocols, the VNT can be adapted to traffic
demands.

A lower-layer LSP appears as a TE link in the VNT. Wether the

di versely-routed | ower-layer LSPs are used or not, the routes of

| ower-1layer LSPs are hidden fromthe upper layer in the VNI. Thus,
the VNT sinplifies the upper-layer routing and traffic engineering
deci sions by hiding the routes taken by the | ower-|ayer LSPs.
However, hiding the routes of the |ower-layer LSPs may | ose inportant
information that is needed to nmake the higher-layer LSPs reliable.
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5.

5.

5.

For instance, the routing and traffic engineering in the | P/ MPLS

| ayer does not usually consider how the | P/MPLS TE |inks are forned
fromoptical paths that are routed in the fiber layer. Two optica
paths may share the same fiber link in the |ower-layer and therefore
they may both fail if the fiber link is cut. Thus the shared risk
properties of the TE links in the VNT nust be nade available to the
hi gher | ayer during path conmputation. Further, the topology of the
VNT shoul d be designed so that any single fiber cut does not bisect
the VNT. These issues are addressed later in this docunent.

Reconfiguration of the VNT may be triggered by traffic demand
changes, topol ogy configuration changes, signaling requests fromthe
upper layer, and network failures. For instance, by reconfiguring
the VNT according to the traffic demand between source and
destination node pairs, network perfornmance factors, such as naxinmum
link utilization and residual capacity of the network, can be

optim zed. Reconfiguration is performed by conputing the new VNT
fromthe traffic denmand matrix and optionally fromthe current VNT.
Exact details are outside the scope of this docunment. However, this
met hod may be tailored according to the service provider’s policy
regardi ng network performance and quality of service (delay,

| oss/disruption, utilization, residual capacity, reliability).

Requi renment s
1. Handling Single-Swtching and Multi-Switching-Type- Capabl e Nodes

The MRN MLN can consi st of single-swtching-type-capable and nulti-
swi t chi ng-type-capabl e nodes. The path conputation mechanismin the
M.N shoul d be able to conpute paths consisting of any conbi nation of
such nodes.

Bot h si ngl e-swi tching-type-capabl e and nulti-switching-type-capable
(sinmplex or hybrid) nodes could play the role of |ayer boundary.
MRN MLN pat h conputation should handl e TE topol ogi es built of any
conbi nation of nodes.

2. Advertisenment of the Avail abl e Adjustnent Resources

A hybrid node should maintain resources on its internal links (the
links required for vertical integration between |layers). Likew se,
pat h conputation el enents should be prepared to use infornation about
the availability of termination and adjustnent resources as a
constraint in MRN MLN path conputations. This would reduce the
probability that the setup of the higher-layer LSP will be bl ocked by
the | ack of necessary term nation/adjustnent resources in the |ower

| ayers.
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The advertisenment of a node’s MRN adjustnent capabilities (the
ability to termnate LSPs of |ower regions and forward the traffic in
upper regions) is REQURED, as it provides critical information when
performng multi-region path conputation.

The pat h conputati on nechani sm shoul d cover the case where the
upper-layer links that are directly connected to upper-I|ayer
switching el ements and the ones that are connected through interna
i nks between upper-Ilayer elenment and | ower-Ilayer elenent coexi st
(see Section 4.2.1).

5.3. Scalability
The MRNM.N relies on unified routing and traffic engi neering nodel s.

- Unified routing nodel: By maintaining a single routing protoco
i nstance and a single TE database per LSR, a unified control plane
nodel renpbves the requirenent to maintain a dedicated routing
topol ogy per layer, and therefore does not nmandate a full nesh of
routing adj acencies per |ayer

- Unified TE nodel: The TED in each LSR is populated with TE |i nks
fromall layers of all regions (TE link interfaces on multiple-
swi t chi ng-type-capabl e LSRs can be advertised with nultiple | SCDs).
This may lead to an increase in the anount of information that has
to be flooded and stored wi thin the network.

Furt hernmore, path conputation tinmes, which may be of great inportance
during restoration, will depend on the size of the TED

Thus, MRN/ MLN routing nechani sns MJST be designed to scale well with
an increase of any of the follow ng:

- Nunber of nodes

- Nunber of TE links (including FA-LSPs)
- Nunber of LSPs

- Nunber of regions and | ayers

- Nunmber of |1SCDs per TE link

Furt her, design of the routing protocols MIST NOT prevent TE
information filtering based on I SCDs. The path conputation nmechani sm
and the signaling protocol SHOULD be able to operate on partial TE

i nformation.

Since TE links can advertise nmultiple Interface Sw tching

Capabilities (1SCs), the nunber of links can be limted (by
combi nation) by using specific topological nmaps referred to as VNTs
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(Virtual Network Topol ogies). The introduction of virtua
t opol ogi cal maps | eads us to consider the concept of enulation of
data pl ane overl ays.

5.4. Stability

Pat h conmputation is dependent on the network topol ogy and associ at ed
link state. The path conputation stability of an upper |ayer nay be
inmpaired if the VNT changes frequently and/or if the status and TE
paraneters (the TE netric, for instance) of links in the VNI changes
frequently. In this context, robustness of the VNT is defined as the
capability to snmooth changes that nmay occur and avoid their
propagati on into higher layers. Changes to the VNT nmay be caused by
the creation, deletion, or nodification of LSPs.

Prot ocol mechani sms MJUST be provided to enabl e creation, deletion,
and nodification of LSPs triggered through operational actions.

Pr ot ocol nechani sns SHOULD be provided to enable sinilar functions
triggered by adjacent layers. Protocol nechani sns MAY be provided to
enable simlar functions to adapt to the environnent changes such as
traffic demand changes, topol ogy changes, and network fail ures.
Rout i ng robustness should be traded with adaptability of those
changes.

5.5. Disruption Mnimzation

When reconfiguring the VNT according to a change in traffic demand,
t he upper-layer LSP might be disrupted. Such disruption to the upper
| ayers nust be minim zed.

When residual resource decreases to a certain |level, sone |ower-I|ayer
LSPs may be rel eased according to local or network policies. There
is a trade-of f between nininizing the anount of resource reserved in
the I ower layer and disrupting higher-layer traffic (i.e., nmoving the
traffic to other TE-LSPs so that sonme LSPs can be rel eased). Such
traffic disruption nay be allowed, but MJST be under the control of
policy that can be configured by the operator. Any repositioning of
traffic MJUST be as non-di sruptive as possible (for exanple, using
make- bef or e- br eak) .

5.6. LSP Attribute Inheritance
TE link parameters should be inherited fromthe paraneters of the LSP

that provides the TE link, and so fromthe TE links in the | ower
| ayer that are traversed by the LSP
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These i ncl ude:

Interface Switching Capability

- TE netric

- Maxi num LSP bandwi dth per priority |evel

- Unreserved bandwidth for all priority levels

- Maxi num reservabl e bandwi dt h

- Protection attribute

- M nimum LSP bandw dth (depending on the switching capability)
- SRLG

I nheritance rul es nust be applied based on specific policies.
Particular attention should be given to the inheritance of the TE
nmetric (which may be other than a strict sumof the netrics of the
component TE links at the |l ower layer), protection attributes, and
SRLG

As described earlier, hiding the routes of the | ower-layer LSPs nmay

| ose inportant information necessary to make LSPs in the higher-|ayer
network reliable. SRLGs may be used to identify which | ower-1ayer
LSPs share the same failure risk so that the potential risk of the
VNT becomi ng disjoint can be m ninmzed, and so that resource-disjoint
protection paths can be set up in the higher layer. Howto inherit
the SRLG information fromthe | ower layer to the upper |ayer needs
nore di scussion and is out of scope of this docunent.

5.7. Conputing Paths with and w thout Nested Signaling

Pat h conmputation can take into account LSP region and |ayer
boundari es when conputing a path for an LSP. Path conputation nay
restrict the path taken by an LSP to only the |inks whose interface
switching capability is PSC. For exanple, suppose that a TDMLSP is
routed over the topol ogy conposed of TE links of the sanme TDM | ayer
In calculating the path for the LSP, the TED may be filtered to

i nclude only Iinks where both end include requested LSP swi tching
type. In this way hierarchical routing is done by using a TED
filtered with respect to switching capability (that is, with respect
to particular |ayer).

If triggered signaling is allowed, the path conputation mechani sm may
produce a route containing nmultiple layers/regions. The path is
conputed over the nultiple layers/regions even if the path is not
"connected" in the sane |ayer as where the endpoints of the path
exist. Note that here we assune that triggered signaling will be

i nvoked to nmake the path "connected", when the upper-1layer signaling
request arrives at the boundary node.
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The upper-1layer signaling request MAY contain an ERO (Explicit Route
bj ect) that includes only hops in the upper layer; in which case,

t he boundary node is responsible for triggered creation of the

| ower-1layer FA-LSP using a path of its choice, or for the selection
of any available |ower-layer LSP as a data |link for the higher |ayer
This mechanismis appropriate for environnents where the TED is
filtered in the higher layer, where separate routing instances are
used per layer, or where administrative policies prevent the higher

| ayer from specifying paths through the | ower |ayer.

Goviously, if the | ower-layer LSP has been advertised as a TE link
(virtual or real) into the higher layer, then the higher-Ilayer
signaling request MAY contain the TE link identifier and so indicate
the | ower-layer resources to be used. But in this case, the path of
the | ower-layer LSP can be dynamically changed by the | ower |ayer at
any tine.

Al ternatively, the upper-layer signaling request MAY contain an ERO
specifying the I ower-layer FA-LSP route. |In this case, the boundary
node MAY deci de whether it should use the path contained in the
strict ERO or re-conpute the path within the | ower |ayer

Even in the case that the | ower-layer FA-LSPs are already
established, a signaling request nay al so be encoded as a | oose ERO
In this situation, it is up to the boundary node to decide whether it
shoul d create a new |l ower-layer FA-LSP or it should use an existing

| ower -1 ayer FA-LSP

The | ower-1layer FA-LSP can be advertised just as an FA-LSP in the
upper layer or an | GP adjacency can be brought up on the | ower-1layer
FA- LSP.

5.8. LSP Resource Utilization

Resource usage in all layers should be optimzed as a whole (i.e.
across all layers), in a coordinated manner (i.e., taking all layers
into account). The nunber of |ower-layer LSPs carrying upper-|ayer
LSPs should be minimzed (note that multiple LSPs nay be used for

| oad bal ancing). Lower-layer LSPs that could have their traffic
re-routed onto other LSPs are unnecessary and shoul d be avoi ded.

5.8.1. FA-LSP Rel ease and Setup

If there is lowtraffic denmand, sone FA-LSPs that do not carry any

hi gher-layer LSP may be rel eased so that |ower-layer resources are
rel eased and can be assigned to other uses. Note that if a small
fraction of the avail able bandwidth of an FA-LSP is still in use, the
nested LSPs can al so be re-routed to other FA-LSPs (optionally using
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t he make- bef ore-break technique) to conpletely free up the FA-LSP
Alternatively, unused FA-LSPs may be retained for future use
Rel ease or retention of underutilized FA-LSPs is a policy decision

As part of the re-optimzation process, the solution MJIST all ow
rerouting of an FA-LSP while keeping interface identifiers of
correspondi ng TE |inks unchanged. Further, this process MJST be
possible while the FA-LSP is carrying traffic (higher-layer LSPs)
with miniml disruption to the traffic.

Addi tional FA-LSPs may al so be created based on policy, which mght
consi der residual resources and the change of traffic denand across
the region. By creating the new FA-LSPs, the network perfornmance
such as maxi mum resi dual capacity may increase.

As the nunber of FA-LSPs grows, the residual resources may decrease.
In this case, re-optimzation of FA-LSPs may be invoked according to

policy.

Any sol ution MJST include nmeasures to protect agai nst network
destabilization caused by the rapid setup and teardown of LSPs as
traffic denmand varies near a threshold.

Signaling of |ower-layer LSPs SHOULD i ncl ude a nmechanismto rapidly
advertise the LSP as a TE link and to coordinate into which routing
i nstances the TE link should be adverti sed.

5.8.2. Virtual TE Links

It may be consi dered di sadvantageous to fully instantiate (i.e.
pre-provision) the set of lower-layer LSPs that provide the VNT since
this mght reserve bandwi dth that could be used for other LSPs in the
absence of upper-layer traffic.

However, in order to allow path conputation of upper-layer LSPs
across the lower |ayer, the lower-layer LSPs may be advertised into

t he upper layer as though they had been fully established, but

wi t hout actually establishing them Such TE |inks that represent the
possibility of an underlying LSP are ternmed "virtual TE links". It
is an inplenmentation choice at a | ayer boundary node whether to
create real or virtual TE links, and the choice (if available in an

i npl enent ati on) MJST be under the control of operator policy. Note
that there is no requirenent to support the creation of virtual TE
links, since real TE links (with established LSPs) may be used. Even
if there are no TE links (virtual or real) advertised to the higher
layer, it is possible to route a higher-layer LSP into a | ower |ayer
on the assunption that proper hierarchical LSPs in the | ower |ayer
will be dynamically created (triggered) as needed
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I f an upper-layer LSP that nmakes use of a virtual TE link is set up
t he underlying LSP MUST be i mediately signaled in the |ower |ayer

If virtual TE links are used in place of pre-established LSPs, the TE
i nks across the upper |ayer can renain stable using pre-conputed
pat hs whil e wastage of bandwidth within the | ower |ayer and
unnecessary reservation of adaptation resources at the border nodes
can be avoi ded.

The sol uti on SHOULD provide operations to facilitate the buil d-up of
such virtual TE links, taking into account the (forecast) traffic
demand and avail abl e resources in the | ower |ayer

Virtual TE links can be added, renoved, or nodified dynanically (by
changing their capacity) according to the change of the (forecast)
traffic demand and the available resources in the |lower layer. It
MUST be possible to add, renmove, and nodify virtual TE links in a
dynam ¢ way.

Any sol ution MJST include nmeasures to protect agai nst network
destabilization caused by the rapid changes in the VNT as traffic
demand varies near a threshol d.

The concept of the VNT can be extended to allow the virtual TE |inks
to formpart of the VNT. The conbination of the fully provisioned TE
links and the virtual TE links defines the VNT provided by the | ower

| ayer. The VNT can be changed by setting up and/or tearing down
virtual TE links as well as by nodifying real links (i.e., the fully
provi sioned LSPs). How to design the VNT and how to nmanage it are
out of scope of this docunent.

In sone situations, selective advertisement of the preferred
connectivity anong a set of border nodes between | ayers nay be
appropriate. Further decreasing the nunmber of advertisenents of the
virtual connectivity can be achieved by abstracting the topol ogy
(between border nodes) using nodels simlar to those detailed in

[ RFC4847] .

5.9. Verification of the LSPs

When a |l ower-layer LSP is established for use as a data link by a

hi gher | ayer, the LSP may be verified for correct connectivity and
data integrity before it is nade available for use. Such nechanisns
are data-technol ogy-specific and are beyond the scope of this
docunent, but the GWLS protocols SHOULD provi de nechani sns for the
coordi nation of data link verification.
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5.10. Managenent

An MRN MLN requires managenent capabilities. Operators need to have
the sane | evel of control and managenent for switches and links in
the network that they would have in a single-layer or single-region
net wor K.

We can consider two different operational nodels: (1) per-Ilayer
managenent entities and (2) cross-layer managenent entities.

Regardi ng per-1ayer managenent entities, it is possible for the MN
to be nanaged entirely as separate |layers, although that sonmewhat
defeats the objective of defining a single nulti-layer network. In
this case, separate managenent systens woul d be operated for each

| ayer, and those systems woul d be unaware of the fact that the | ayers
were closely coupled in the control plane. In such a deploynent, as
LSPs were automatically set up as the result of control plane
requests fromother layers (for exanple, triggered signaling), the
managenent applications would need to register the creation of the
new LSPs and the depl etion of network resources. Enphasis would be
pl aced on the layer boundary nodes to report the activity to the
managenent applications.

A nore likely scenario is to apply a closer coupling of |ayer
managenent systens with cross-|layer nanagenent entities. This night
be achi eved through a unified managenent system capabl e of operating
multiple layers, or by a neta-nmanagenent systemthat coordinates the
operation of separate nanagenent systens each responsible for

i ndi vidual layers. The former case nmight only be possible with the
devel opnent of new managenent systens, while the latter is feasible
t hrough the coordination of existing network nanagenent tools.

Note that when a |layer boundary also fornms an adninistrative
boundary, it is highly unlikely that there will be unified nulti-

| ayer managenent. |In this case, the layers will be separately
managed by the separate adnministrative entities, but there may be
sonme "l eakage" of information between the adninistrations in order to
facilitate the operation of the MLN. For exanple, the nmanagenent
systemin the | ower-layer network might automatically issue reports
on resource availability (coincident with TE routing information) and
al arm events.

This discussion conmes close to an exam nation of how a VNT might be
managed and operated. As noted in Section 5.8, issues of howto
design and manage a VNT are out of scope for this docunent, but it
shoul d be understood that the VNT is a client-layer construct built
fromserver-layer resources. This neans that the operation of a VNT
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is a collaborative activity between layers. This activity is
possible even if the layers are from separate admini strations, but in
this case the activity may al so have comercial inplications.

M B nodul es exi st for the nodeling and managenent of GWPLS networ ks

[ RFC4802] [ RFC4803]. Sone depl oynents of GWPLS networks may choose
to use M B nodul es to operate individual network layers. In these
cases, operators nay desire to coordinate layers through a further

M B nodul e that coul d be developed. Milti-layer protocol solutions
(that is, solutions where a single control plane instance operates in
nmore than one |layer) SHOULD be manageabl e through M B nodules. A
further MB nodule to coordinate nultiple network layers with this
control plane MB nodul e nay be produced.

Operations and Managenent (QAM) tools are inportant to the successful
depl oynent of all networKks.

OAM requi renments for GWPLS networks are described in [ GWPLS- OAM .
That docunent points out that protocol solutions for individua
network | ayers shoul d include mechani snms for OAM or nake use of OAM
features inherent in the physical media of the layers. Further

di scussi on of individual-layer OQAMis out of scope of this docunent.

When operating QAMin a MN, consideration nust be given to howto
provi de OAM for end-to-end LSPs that cross |ayer boundaries (that may
al so be administrative boundaries) and how to coordinate errors and
alarnms detected in a server layer that need to be reported to the
client layer. These operational choices MIST be left open to the
service provider and so MN protocol solutions MJIST include the
followi ng features

- Wthin the context and technol ogy capabilities of the highest
technol ogy | ayer of an LSP (i.e., the technology |ayer of the first
hop), it MJST be possible to enable end-to-end OAM on a M.N LSP
This function appears to the ingress LSP as normal LSP-based OAM
[ GWLS- OAM, but at |ayer boundaries, depending on the technique
used to span the lower layers, client-layer OAM operations nmay need
to mapped to server-layer OAM operations. Mst such requirenments
are highly dependent on the OAMfacilities of the data plane
technol ogi es of client and server |ayers. However, control plane
mechani sms used in the client |ayer per [GWLS-OAM MJST nmap and
enable OAMin the server |ayer

- OAM operation enabled per [GWLS-OAM in a client layer for an LSP
MUST operate for that LSP along its entire length. This neans that
if an LSP crosses a domain of a |ower-layer technol ogy, the
client-layer OAM operation nust operate seam essly within the
client layer at both ends of the client-layer LSP
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- OAM functions operating within a server |layer MJST be controllable
fromthe client layer such that the server-layer LSP(s) that
support a client-layer LSP have OAM enabl ed at the request of the
client layer. Such control SHOULD be subject to policy at the
| ayer boundary, just as automatic provisioning and LSP requests to
the server |ayer are subject to policy.

- The status including errors and alarns applicable to a server-|ayer
LSP MJUST be available to the client layer. This information SHOULD
be configurable to be automatically notified to the client |ayer at
the | ayer boundary and SHOULD be subject to policy so that the
server layer may filter or hide information supplied to the client
|l ayer. Furthernore, the client layer SHOULD be able to select to
not receive any or all such infornation.

Note that the interface between layers lies within network nodes and
is, therefore, not necessarily the subject of a protoco
specification. |Inplenentations MAY use standardi zed techni ques (such
as M B nodul es) to convey status infornmation (such as errors and

al arns) between |ayers, but that is out of scope for this docunent.

6. Security Considerations

The MLN MRN architecture does not introduce any new security

requi renents over the general GVWPLS architecture described in

[ RFC3945]. Additional security considerations form MPLS and GWLS
networks are described in [ MPLS- SEC] .

However, where the separate |layers of an MLN MRN network are operated
as different adm nistrative donains, additional security

consi derati ons may be given to the nechanisns for allowing LSP setup
crossing one or nore |ayer boundaries, for triggering | ower-1layer
LSPs, or for VNT managenent. Sinilarly, consideration nmay be given
to the anount of information shared between adm nistrative donains,
and the trade-off between multi-layer TE and confidentiality of

i nformati on bel onging to each administrative donai n.

It is expected that solution docunments will include a full analysis
of the security issues that any protocol extensions introduce.
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