Net wor k Wor ki ng Group T. Takeda, Ed.
Request for Comments: 5253 NTT
Cat egory: | nformational July 2008

Applicability Statenent for
Layer 1 Virtual Private Network (L1VPN) Basic Mde

Status of This Meno

This meno provides infornmation for the Internet conmunity. It does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Abstract

Thi s docunent provides an applicability statenent on the use of
Ceneralized Multiprotocol Label Switching (GWLS) protocols and
nmechani sms to support Basic Mbde Layer 1 Virtual Private Networks
(L1VPNs).

L1VPNs provi de custonmer services and connectivity at Layer 1 over
Layer 1 networks. The operation of L1VPNs is divided into the Basic
Mode and the Enhanced Mode, where the Basic Mde of operation does
not feature any exchange of routing infornmation between the Layer 1
network and the custonmer domain. This docunent exam nes how GVWPLS
protocol s can be used to satisfy the requirenents of a Basic Mde
L1VPN.
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1

1

I ntroduction

Thi s docunent provides an applicability statenent on the use of
Ceneralized Multiprotocol Label Sw tching (GWLS) protocols and
mechani sms to Basic Mbde Layer 1 Virtual Private Networks (L1VPNs) as
specified in [ RFC4847].

The operation of L1VPNs is divided into the Basic Mdde and the
Enhanced Mbde. The Basic Mdde of operation does not feature any
exchange of routing information between the Layer 1 network and the
customer domai n, while the Enhanced Mode of operation features
exchange of routing infornation between the Layer 1 network and the
cust omer domai n.

The mai n GWLS protocol s and nechani sns applicable to the L1VPN Basic
Mode are described in [RFC5251], [RFC5195], and [ RFC5252], along with
several other documents referenced within this docunent.

Note that discussion in this docunent is focused on areas where GWLS
protocol s and nmechani sns are rel evant.

1. Term nol ogy

The reader is assunmed to be famliar with the ternminology in
[ RFC3031], [RFC3209], [RFC3471], [RFC3473], [RFC4202], [RFC4026], and
[ RFC4847] .

Basi ¢ Mode Overvi ew

As described in [ RFC4847], in the Basic Mde service nodel, there is
no routing exchange between the Custonmer Edge (CE) and the Provider
Edge (PE). CE-to-CE L1VPN connections (i.e., the CE-to-CE VPN
connection in RFC 4847) are set up by GWLS signaling between the CE
and the PE, and then across the provider network. A L1VPN connection
islimted to the connecti on between CEs belonging to the sane L1VPN

Note that in L1VPNs, routing operates within the provider network.
Al'so note that routing nmay be used by PEs to exchange information
specific to the L1VPNs supported by the provider network (e.g.
menber ship i nformation).

In the L1VPN Basic Mdde, the provider network is conpletely under the
control of the provider. This includes the PE-to-PE segnent of the
CE-t0- CE L1VPN connection that is controlled and conputed by the
provi der (PE-to-PE segnment control). On the other hand, the L1VPN
itself, constructed froma set of CEs and the L1VPN connections

provi ded by the provider, is under the control of each custoner.

This control includes that a custoner can request between which CEs a
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connection is to be established (topology control). Note that a
custonmer nmay outsource the nmanagenent of its L1IVPNto a third party,
including to the provider itself. There is a confidentiality

requi renent between the provider and each custoner.

[ RFC5251], which extends [ RFC4208], specifies GWLS signaling to
establish CE-to-CE L1VPN connecti ons.

[ RFC5195] and [ RFC5252] specify alternative nmechani sns to exchange
L1VPN menbership i nformati on between PEs, based on BGP and OSPF,
respectively.

3. Supported Network Types

3.1. Data Pl ane

The provider network can be constructed fromany type of Layer 1

swi tches, such as Tinme Division Miultiplexing (TDM sw tches, Optical
Cross- Connects (OXCs), or Photonic Cross-Connects (PXCs).
Furthermore, a PE may be an Ethernet Private Line (EPL) type of
device, that maps Ethernet franes onto Layer 1 connections (by nmeans
of Ethernet over TDM etc.). The provider network may be constructed
fromsw tches providing a single switching granularity (e.g., only
VC3 switches), or fromsw tches providing nultiple swtching
granularities (e.g., fromVC3/VC4 switches, or fromVC3 swtches and
OXCs). The provider network may provide a single type of L1VPN
connection (e.g., VC3 connections only), or nultiple types of
connection (e.g., VC3/VC4A connections, or VC3 connections and

wavel engt h connections).

A CE does not have to have the capability to switch at Layer 1, but
it nmust be capable of receiving a Layer 1 signal and either swtching
it or termnating it with adaptation

As described in [ RFC4847] and [ RFC5251], a CE and a PE are connected
by one or nore links. A CE may al so be connected to nore than one
PE, and a PE nay have nore than one CE connected to it.

A CE may belong to a single L1VPN, or to multiple L1VPNs, and a PE
may support one or nore L1VPNs through a single CE or through
mul tiple CEs.

3.2. Control Plane

The provider network is controlled by GWLS. L1VPN Basic Mde
provider networks are linmted to a single AS within the scope of this
docunent. Milti-AS Basic Mdde L1VPNs are for future study.
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5.

5.

As described in [ RFC4847] and [ RFC5251], a CE and a PE need to be
connected by at |east one control channel. It is necessary to

di sanbi guate control plane nessages exchanged between a CE and a PE
if the CE-to-PE relationship is applicable to nore than one L1VPN
This makes it possible to determne to which L1VPN such control plane
messages apply. Such disanbi guati on can be achieved by allocating a
separate control channel to each L1VPN (either using a separate

physi cal channel, a separate |ogical channel such as an IP tunnel, or
usi ng separat e addressing).

GWLS al l ows any type of control channel to be used, as long as there
is IP level reachability. |In the L1VPN context, instantiation of a
control channel between a CE and a PE nay differ dependi ng on
security requirements, etc. This is discussed in Section 8.

Addr essi ng

As described in [ RFC5251], the L1VPN Basic Mde allows that customner
addressing real ns overlap with each other, and al so overlap with the
service provider addressing realm That is, a custonmer network nay
reuse addresses used by the provider network, and may reuse addresses
used i n another customer network supported by the same provider
network. This is the sanme as in any other VPN nodel .

In addition, the L1VPN Basic Mdde all ows CE-to-PE control channe
addressing realnms to overlap. That is, a CE-to-PE control channe
address (CE s address of this control channel and PE s address of
this control channel) is unique within the L1VPN that the CE-to-PE
control channel belongs to, but not necessarily uni que across
mul ti ple L1VPNs.

Furthernmore, once a L1VPN connection has been established, the L1VPN
Basi c Mode does not enforce any restriction on address assignment for
this L1VPN connection (treated as a link) for customer network
operation (e.g., |IP network, MPLS networKk).

Provider Control of Its Infrastructure
1. Provisioning Mdel

As described in [ RFC5251], for each L1VPN that has at |east one
custoner-facing port on a given PE, the PE maintains a Port
Information Table (PIT) associated with that LIVPN. A PIT provides a
cross-reference between Customer Port Indices (CPls) and Provider

Port Indices (PPls) and contains a list of <CPl, PPI> tuples for al
the ports within the LIVPN. In addition, for |ocal PE ports of a
given L1VPN, the PE retains an identifier known as the VPN PPl, and
this is stored in the PIT with the <CPl, PPI> tuples.

Takeda I nf or mat i onal [ Page 5]



RFC 5253 AS for L1VPN Basic Mode July 2008

When a new CE belonging to one or nore L1VPNs is added to a PE, PIT
entries associated to those L1VPNs need to be configured on the PE
Section 4 of [RFC5251] specifies such procedures:

If no PIT exists for the L1VPN on the PE, a new PIT is created by
the provider and associated with the VPN identifier

- The PIT (new or pre-existing) is updated to include information
related to the newly added CE. The VPN-PPI, PPI, and CPl are
installed in the PIT. Note that the PPl is well-known by the PE
but the CPlI nust be discovered either through nanual configuration
or automatically by mechani sns such as the Link Managenent Protoco
(LMP) [RFC4204]. In addition, a CE-to-PE control channel needs to
be confi gured.

- The updated PIT informati on needs to be configured in the PITs on
the renote PE associated with the L1VPN. For such purposes, nanua
configuration or sone sort of auto-discovery nechanisns can be
used. |[RFC5195] and [ RFC5252] specify alternative auto-discovery
nmechani sns.

- In addition, renote PIT information associated with the L1VPN needs
to be configured on this PEif the PIT has been newly created.
Again, this can be achieved through nmanual configuration or through
aut o-di scovery; see [RFC5195] and [ RFC5252].

When L1VPN nenbership of an existing CE changes, or when a CE is
renoved froma PE, simlar procedures need to be applied to update
the |l ocal and renote PITs.

5.2. PE-to-PE Segnent Contro

In the L1VPN Basic Mdde, a PE-to-PE segnent of a CE-to-CE L1VPN
connection is conpletely under the control of the provider network

5.2.1. Path Conputation and Establishnent

A PE-to-PE segnent of a CE-to-CE L1VPN connection nay be established
based on various policies. Those policies can be applied per L1VPN
or per L1VPN connection. The policy is configured by the provider,
possi bly based on the contracts with each custoner.

Exanpl es of PE-to-PE segnent connection establishment polices
supported in the L1VPN Basi c Mbde are as foll ows.

- Policy 1: On-denmand establishment, on-demand path conputation

- Policy 2: On-demand establishnment, pre-conputed path
- Policy 3: Pre-establishnent, pre-conputed path
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In each policy, the PE-to-PE path nay be conputed by the |ocal PE or
by a path conputation entity outside of the local PE (e.g., a Path
Comput ation El ement (PCE) [ RFC4655] or a managenent systemn).

In policies 2 and 3, pre-conmputation of paths (and pre-establishnment
if applicable) can be done at the network planning phase, or just
before signaling (e.g., triggered by an off-line custoner request).
As the result of pre-conputation (and pre-establishnment), there could
be nultiple PE-to-PE segnents for a specific pair of PEs. Wen a PE
receives a Path message froma CE for a L1VPN connection, a PE needs
to determ ne which PE-to-PE segnent to use. In such cases, the

provi der may want to control

- VWhich L1VPN uses which PE-to-PE L1VPN segnent.
- Which CE-to-CE L1VPN connection uses which PE-to-PE L1VPN segnent.

The former requires mapping between the PIT and the PE-to-PE segment.
The latter requires sone nore sophisticated nmappi ng nethod, for
exanpl e:

- Mappi ng between individual PIT entries and PE-to-PE segnments.
- Use of a Path Key ID [ CONF- SEG supplied by the provider to the CE
and signaled by the CE as part of the L1VPN connection request.

The L1VPN Basi ¢ Mbde does not preclude usage of other nethods, if
appl i cabl e.

In policy 3, stitching or nesting is necessary in order to map the
CE-to- CE L1VPN connection to a pre-established PE-to-PE segnent.

5.2.2. Resource Mnagenent

The provider network may operate resource nanagenent based on various
policies. These policies can be applied per L1VPN or per L1VPN
connection. The policy is configured by the provider, possibly based
on the contracts with each custoner.

For exanple, a provider may choose to partition the resources of the
provider network for limted use by different L1VPNs or custoners.
Such a function m ght be achieved within the scope of the Basic Mde
using resource affinities [RFC3209], but the details of per-L1VPN
resource nodels (especially in ternms of CE-to-PE routing) are
considered as part of the Enhanced Mde.
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5.

5.

6.

6.

2.3. Consideration of CE-to-PE Traffic Engineering Information

[ RFC5252] and [BGP-TE] allow CE-to-PE Traffic Engineering (TE) |ink
information to be injected into the provider network, and in
particular to be exchanged between PEs. This may be hel pful for the
ingress PE to prevent connection setup failure due to | ack of
resources or inconpatible switching capabilities on renote CE-to-PE
TE | i nks.

Furt hernmore, the L1VPN Basic Mode allows a renmpte CE to be reached
t hrough nore than one TE |ink connected to the sane PE (single-honed)

or to different PEs (dual-honmed). In such cases, to facilitate route
choice, the ingress CE needs to initiate signaling by specifying the
egress CE's router ID, not the egress CPl, in the Session Object and

the Explicit Route Object (ERO), if present, so as to not constrain
the choice of route within the provider network. Therefore, the CE s
router I D needs to be configured in the PITs.

Note that, as described in Section 7.2, consideration of the ful
feature set enabl ed by dual -homi ng (such as resiliency) is out of
scope of the L1VPN Basic Mde.

3. Connectivity Restriction

The L1VPN Basic Mbde allows restricting connection establishnent

bet ween CEs belonging to the sane L1VPN for policy reasons (including
L1VPN security). Since the PIT at each PE is associated with a
L1VPN, this function can be easily supported. The restriction can be
applied at the ingress PE or at the egress PE according to the
applicable restriction policy, but note that applying the policy at
the egress nay waste signaling effort within the network as L1VPN
connections are pointlessly attenpted.

In addition, the L1VPN Basic Mbde does not restrict use of any
advanced admi ssion control based on various policies.

Customer Control of Its L1VPN
1. Topology Contro

In the L1VPN Basic Mdde, L1VPN connection topology is controlled by
the custoner. That is, a custoner can request

setup/ del etion/ nodi fication of L1VPN connections using signaling
nmechani snms specified in [ RFC5251].
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Al'so note that if there are nultiple CE-to-PE TE |inks (single-honed
or multi-honmed), a custoner can specify which CE-to-PE TE link to use
to support any L1VPN connection. Alternatively, a custoner may |et
the provider choose the CE-to-PE TE link at the egress side, as
described in Section 5.2.3.

6.2. Note on Routing

A CE needs to obtain the renote CPl to which it wishes to request a
connection. Since, in the L1VPN Basic Mde, there is no routing

i nformati on exchange between a CE and a PE, there is no dynanic
mechani sm supported as part of the Basic Mdde L1VPN service, and the
know edge of renbte CPls nust be acquired in a L1VPN specific way,
per haps through configuration or through a directory server

If an L1VPN is used by a custoner to operate a private |IP network
the custonmer may wish to formrouting adjacencies over the CE-to-CE
L1VPN connections. The L1VPN Basi c Mbde does not enforce any
restriction on such operation by a custoner, and the use nade of the
L1VPN connections is transparent to the provider network.

Furthermore, if an L1VPN is used by a custonmer to operate a private
Mul tiprotocol Label Switching (MPLS) or GWLS network, the customner
may wish to treat a L1VPN connection as a TE link, and this requires
a CE-to-CE control channel. Note that a Forwardi ng Adj acency

[ RFC4206] cannot be forned fromthe CE-to-CE L1VPN connection in the
Basi ¢ Mode because there is no routing exchange between CE and PE.
That is, the customer network and the provider network do not share a
routing instance, and the custoner control channel cannot be carried
within the provider control plane. But where the CE provides

sui tabl e adaptation (for exanple, where the custoner network is a
packet- switched MPLS or GWLS network), the custoner control channe
may be in-band and a routing adjacency nmay be forned between the CEs
using the L1VPN connection. Oherw se, CE-to-CE control plane
connectivity may formpart of the L1VPN service provided to the
custoner by the provider and may be achieved within the L1VPN
connection (for exanple, through the use of overhead bytes) or

t hrough a dedi cated control channel connection or tunnel. The
options avail abl e are discussed further in Section 10.2 of [RFC4847].
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7. Scalability and Resiliency

7.1. Scalability
There are several factors that inpact scalability.
o Nunber of L1VPNs (PITs) configured on each PE

Wth the increase of this nunber, information to be maintained on
the PE increases. Theoretically, the upper limt of the nunber of
L1VPNs supported in a provider network is governed by how the ID
associated with a LIVPN is allocated, and the nunber of PITs
configured on each PEis limted by this nunber. However,

i mpl enentations may inpose arbitrary limts on the nunber of PITs
supported by any one PE.

o Nunber of CE-to-PE TE links for each L1VPN

Wth the increase of this nunmber, information to be maintained in
each PIT increases. Wen auto-di scovery nechani sns are used, the
amount of information that an auto-di scovery mechani sm can support
may restrict this nunber.

Not e that [ RFC5252] floods nenbership information not only anobng
PEs, but also to all P nodes. This may lead to scalability
concerns, conpared to [ RFC5195], which distributes nenbership
information only anong PEs. Alternatively, a separate instance of
the OSPF protocol can be used just between PEs for distributing
menbership information. In such a case, Ps do not participate in
fl oodi ng.

Note that in the L1VPN Basic Mode, a PE needs to obtain only CE-
to-PE TE link information, and not custoner routing information
which is quite different fromthe node of operation of an L3VPN
Therefore, the scalability concern is considered to be |ess
probl emati c.

o Nunber of L1VPN connecti ons

Wth the increase of this nunber, information to be maintained on
each PE/P increases. Wen stitching or nesting is used, the state
to be naintained at each PE increases conpared to when connectivity
is achieved without stitching or nesting.

However, in a Layer 1 core, this nunber is always bounded by the

avai | abl e physi cal resource because each LSP uses a separate | abe
which is directly bound to a physical, sw tchable resource
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(timeslot, lanbda, or fiber). Thus, it can be safely assuned that
the PEs/Ps can confortably handl e the nunber of LSPs that they may
be called on to switch for a L1VPN

7.2. Data Plane Resiliency

The L1VPN Basic Mbde supports the followi ng data pl ane recovery
t echni ques [ RFC5251].

0 PE-to-PE segnent recovery

The CE indicates to protect the PE-to-PE segnent by including
Protection Object specified in [ RFC4873] in the Path nessage and
setting Segnment Recovery Flags. The CE may al so indicate the
branch and nerge nodes by including a Secondary Explicit Route
hj ect .

Dependi ng on the signaling nmechani sns used within the provider
network, details on how to protect the PE-to-PE segnent may differ
as foll ows.

- If LSP stitching or LSP hierarchy are used to provision the PE-
to- PE segnent, then the PE-to-PE LSP nay be protected using end-
to-end recovery within the provider network.

- If the CE-to-CE L1VPN connection is a single end-to-end LSP
(including if session shuffling is used), then the PE-to-PE LSP
segrment may be protected using segnent protection [ RFC4873].

0 CE-to-PE recovery and PE-to-PE recovery via link protection

The CE indicates to protect ingress and egress CE-to-PE |links as
well as links within the provider network by including the
Protection Object specified in [ RFC3473] and setting Link Flags in
the Pat h nmessage.

- The ingress and egress CE-to-PE link nmay be protected at a | ower
| ayer.

Dependi ng on the signaling mechani sms used within the provider
network, details on howto protect links within the provider
network may differ as follows.

- If the PE-to-PE segnment is provided as a single TE link
(stitching or hierarchy) so that the provider network can perform
sinmple PE-to-PE routing, then the TE link may offer |ink-Ievel
protection through the instantiation of multiple PE-to-PE LSPs.
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- The PE-to-PE segnent nmay be provisioned using only |ink-protected
links within the core network.

Note that it is not possible to protect only the CE-to-PE portion or
the PE-to-PE portion by link protection because the CE-to-CE
signaling request asks for a certain level of link protection on al
links used by the LSP. Also, it is not possible to protect the CE-
to-PE portion by link recovery and the PE-to-PE portion by segnent
recovery at the sanme tine.

CE-to-CE recovery through the use of connections fromone CE to
di verse PEs (i.e., dual-honmng) is not supported in the L1VPN Basic
Mode.

7.3. Control Plane Resiliency

The L1VPN Basic Mbde allows use of GWLS control plane resiliency
nmechani sns. This includes, but is not limted to, control channe
managenent in LMP [ RFC4204] and fault handling in RSVP-TE ([ RFC3473]
and [ RFC5063]) between a CE and a PE, as well as within the provider
net wor k.

8. Security Considerations

Security considerations are described in [ RFC4847], and this section
descri bes how t hese consi derations are addressed in the L1VPN Basic
Mode.

Addi tional discussion of GWLS security can be found in [ GWLS- SEC]
8.1. Topology Confidentiality

As specified in [ RFC5251], a provider's topol ogy confidentiality is
preserved by the Basic Mbde. Since there is no routing exchange
between PE and CE, the custoner network can gather no information
about the provider network. Further, as described in Section 4 of

[ RFC4208], a PE may filter the infornmation present in a Record Route
hject (RRO that is signaled fromthe provider network to the
customer network. In addition, as described in Section 5 of

[ RFC4208] and Section 4.4 of [RFC5251], when a Notify nessage is sent
toa CE, it is possible to hide the provider internal address. This
is acconplished by a PE updating the Notify Node Address with its own
address when the PE receives a NOTlI FY_REQUEST object fromthe CE

Even in the case of pre-conputed and/or pre-signaled PE-to-PE

segnments, provider topol ogy confidentiality may be preserved through
the use of path key |Ds [ CONF- SEF .
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The custoner’s topol ogy confidentiality cannot be conpl etely hidden
fromthe provider network. At the least, the provider network wll
know about the addresses and | ocations of CEs. Qher custoner
topol ogy information will rermain hidden fromthe provider in the
Basi ¢ Mode, al though care nmay be needed to protect the custoner
control channel as described in Section 8.4.

The provider network is responsible for maintaining confidentiality
of topology infornmation between custonmers and across L1VPNs. Since
there is no distribution of routing information fromPE to CE in the
Basi ¢ Mode, there is no nmechani sm by which the provider could
accidentally, or deliberately but automatically, distribute this

i nformation.

8.2. External Control of the Provider Network

The provider network is protected fromdirect control fromwthin
custoner networks through policy and through filtering of signaling
nessages.

There is a service-based policy installed at each PE that directs how
a PE should react to a L1VPN connection request received fromany CE
Each CE is configured at the PE (or through a policy server) for its
menbership of a L1VPN, and so CEs cannot dynamically bind to a PE or
join a LIVPN. Wth this configuration cones the policy that tells
the PE how to react to a L1VPN connection request (for exanple,

whet her to allow dynanic establishment of PE-to-PE connections).

Thus, the provider network is protected agai nst spurious L1VPN
connection requests and can charge for all L1VPN connections
according to the service agreenent with the custoners. Hence, the
provider network is substantially protected agai nst denial -of -service
(DoS) attacks.

At the sanme tine, if a Path nmessage froma CE contains an Explicit
Route Ohject (ERO specifying the route within provider network, it
is rejected by the PE. Thus, the custoner network has no contro
over the resources in the provider network.

8.3. Data Plane Security

As described in [ RFC4847], at Layer 1, data plane information is
normal |y assunmed to be secure once connections are established since
the optical signals thenselves are normally considered to be hard to
intercept or nodify, and it is considered difficult to insert data
into an optical stream The very use of an optical signal may be
considered to provide confidentiality and integrity to the payl oad
data. Furthernore, as indicated in [RFC4847], L1VPN connections are
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each dedicated to a specific L1VPN by which an additional elenent of
security for the payl oad data is provided

M sconnection remains a security vulnerability for user data. |If a
L1VPN connection were to be m sconnected to the wong destination
user data would be delivered to the wong consuners. In order to
protect against nis-delivery, each L1VPN connection is restricted to
use only within a single LIVPN. That is, a L1VPN connection does not
connect CEs that are in different LIVPNs. 1In order to realize this,
the identity of CEs is assured as part of the service contract. And
upon recei pt of a request for connection setup, the provider network
assures that the connection is requested between CEs bel onging to the
sane L1VPN. This is achieved as described in Section 5. 3.

Furt hernmore, users with greater sensitivity to the security of their
payl oad data shoul d apply appropriate security measures within their
own network layer. For exanple, a customer exchanging IP traffic
over a L1VPN connection may choose to use | Psec to secure that
traffic (i.e., to operate |Psec on the CE-to-CE exchange of IP
traffic).

8.4 Control Plane Security

There are two aspects for control plane security.

First, the entity connected over a CE-to-PE control channel nust be
identified. This is done when a new CE is added as part of the
service contract and the necessary control channel is established.
This identification can use authentication procedures available in
RSVP- TE [ RFC3209]. That is, control plane entities are identified
within the core protocols used for signaling, but are not

aut henti cated unl ess the authentication procedures of [RFC3209] are
used.

Second, it nust be possible to secure comruni cation over a CE-to-PE
control channel. |If a comunication channel between the custoner and
the provider (control channel, managenent interface) is physically
separate per custoner, the comuni cation channel could be consi dered
as secure. However, when the communication channel is physically
shared anong custoners, security nmechani snms need to be avail abl e and
shoul d be enforced. RSVP-TE [RFC3209] provides for tanper-protection
of signaling nessage exchanges through the optional Integrity object.
| Psec tunnels can be used to carry the control plane nessages to
further ensure the integrity of the signaling nessages.

Note that even in the case of physically separate conmmuni cation
channel s, customers may wish to apply security nmechani snms, such as
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10.

10.

| Psec, to assure higher security, and such nechani sns nust be
avai | abl e.

Furt hernmore, the provider network needs nmechani snms to detect DoS
attacks and to protect against themreactively and proactively. In
the Basic Mdde, this relies on managenent systens. For exanple,
managenent systens collect and anal yze statistics on signaling
requests from CEs, and protect against nalicious behaviors where
necessary.

Lastly, it should be noted that custoner control plane traffic
carried over the provider network between CEs needs to be protected.
Such protection is nornmally the responsibility of the custoner
network and can use the security mechani sns of the customer signaling
and routing protocols (for exanple, RSVP-TE [RFC3209]) or may use

| Psec tunnels between CEs. CE-to-CE control plane security may form
part of the data plane protection where the control plane traffic is
carried in-band in the L1VPN connection. \Were the CE-to-CE control
pl ane connectivity is provided as an explicit part of the L1VPN
service by the provider, control plane security should form part of
the service agreenent between the provider and customer

Manageabi l ity Consi derations

Manageabi lity considerations are described in [RFC4847]. 1In the
L1VPN Basi ¢ Mbde, we rely on nanagenent systens for various aspects
of the different service functions, such as fault managenent,
configuration and policy nmanagenent, accounting nmanagenent,
performance managenent, and security managenent (as described in
Section 8).

In order to support various nanagenent functionalities, MB nodul es
need to be supported. In particular, the GWLS TE M B (GWLS- TE- STD-
M B) [ RFC4802] can be used for GWLS-based traffic engi neering
configuration and managenent, while the TE Link M B (TE-LI NK- STD- M B)
[ RFC4220] can be used for configuration and nanagenent of TE |inks
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