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Abstract

The Security Architecture for the Internet Protocol describes
security services for traffic at the IP layer. That architecture
primarily defines services for Internet Protocol (IP) unicast

packets. This docunent describes how the | Psec security services are
applied to IP nulticast packets. These extensions are relevant only
for an I Psec inplenentation that supports nulticast.
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1. Introduction

The Security Architecture for the Internet Protocol [RFC4301]

provi des security services for traffic at the P layer. It describes
an architecture for |Psec-conpliant systens and a set of security
services for the IP layer. These security services primarily
descri be services and semantics for | Psec Security Associations (SAs)
shared between two | Psec devices. Typically, this includes SAs with
traffic selectors that include a unicast address in the IP
destination field, and results in an | Psec packet with a unicast
address in the IP destination field. The security services defined
in RFC 4301 can al so be used to tunnel IP nulticast packets, where
the tunnel is a pairw se association between two | Psec devices. RFC
4301 defined manual |y keyed transport node | Psec SA support for IP
packets with a nulticast address in the |IP destination address field.
However, RFC 4301 did not define the interaction of an I Psec
subsystemwith a G oup Key Managenent protocol or the senmantics of a
tunnel node I Psec SAwith an IP nulticast address in the outer |IP
header .

Thi s docunent describes OPTI ONAL extensions to RFC 4301 that further
define the I Psec security architecture in order for groups of |Psec
devices to share SAs. In particular, it supports SAs with traffic
selectors that include a multicast address in the |IP destination
field and that result in an | Psec packet with an | P nulticast address
inthe IP destination field. It also describes additional semantics
for I Psec Goup Key Managerment (GKM subsystens. Note that this
docunent uses the term "GKM protocol" generically and therefore does
not assume a particul ar GKM pr ot ocol

An | Psec inplenentation that does not support nulticast is not
required to support these extensions.

Thr oughout this docunment, RFC 4301 senantics remai n unchanged by the
presence of these nulticast extensions unless specifically noted to
the contrary.

1.1. Scope

The | Psec extensions described in this docunment support |Psec
Security Associations that result in | Psec packets with IPv4 or |Pv6
mul ti cast group addresses as the destination address. Both

Any- Source Multicast (ASM and Source-Specific Milticast (SSM

[ RFC3569] group addresses are supported. These extensions are used
when managenent policy requires that I P nulticast packets protected
by I Psec remain I P multicast packets. Wen nmanagenent policy
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requires that the IP nmulticast packets be encapsul ated as | P uni cast
packets (e.g., because the network connected to the unprotected

i nterface does not support IP nulticast), the extensions in this
docunent are not used.

These extensions al so support Security Associations with | Pv4
Broadcast addresses that result in an | Pv4 |ink-Ievel Broadcast
packet, and | Pv6 Anycast addresses [RFC2526] that result in an | Pv6
Anycast packet. These destination address types share many of the
same characteristics of multicast addresses because there may be
mul ti pl e candi date receivers of a packet protected by I Psec.

The | Psec architecture does not nake requirenents upon entities not
participating in | Psec (e.g., network devices between | Psec

endpoi nts). As such, these nulticast extensions do not require
internmedi ate systens in a nulticast-enabled network to participate in
I Psec. In particular, no requirenents are placed on the use of

mul ticast routing protocols (e.g., Protocol Independent Milticast -
Sparse Mode (PIMSM [RFC4601]) or nulticast adni ssion protocols
(e.g., Internet Group Managenent Protocol (IGW) [RFC3376]).

Al'l inplenmentation nodels of IPsec (e.g., "bunp-in-the-stack",
"bunp-in-the-wire") are supported.

This version of the nulticast |Psec extension specification requires
that all IPsec devices participating in a Security Association be
honmogeneous. They MJUST share a common set of cryptographic transform
and protocol -handling capabilities. The semantics of an "I Psec
conposite group” [COWGRP], a heterogeneous | Psec cryptographic group
formed fromthe union of two or nore sub-groups, is an area for
future standardi zati on.

1.2. Termnol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

The following key terns are used throughout this docunent.

Any- Source Miulticast (ASM
The Internet Protocol (IP) nulticast service nodel as defined in
RFC 1112 [RFC1112]. In this nodel, one or nore senders source
packets to a single IP nulticast address. Wen receivers join the
group, they receive all packets sent to that |IP nulticast address.
This is known as a (*, G group
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G oup
A set of devices that work together to protect group
commruni cati ons.

G oup Controller Key Server (GCKS)
A Group Key Managerment (GKM protocol server that nanages | Psec
state for a group. A GCKS authenticates and provides the | Psec SA
policy and keying naterial to GKM Group Menbers.

G oup Key Managenent (GKM Protocol
A key managenent protocol used by a GCKS to distribute |Psec
Security Association policy and keying material. A GKM protocol
is used when a group of |Psec devices require the sane SAs. For
exanpl e, when an | Psec SA describes an IP nulticast destination,
the sender and all receivers need to have the group SA

G oup Key Managenent Subsystem
A subsystemin an | Psec device inplenenting a G oup Key Managenent
protocol. The GKM subsystem provides | Psec SAs to the | Psec
subsystem on the | Psec device. Refer to RFC 3547 [ RFC3547] and
RFC 4535 [ RFC4535] for additional infornation.

G oup Menber
An | Psec device that belongs to a group. A Goup Menber is
aut horized to be a Goup Sender and/or a G oup Receiver.

G oup Oaner
An admini strative entity that chooses the policy for a group.

Group Security Association (GSA)
A collection of IPsec Security Associations (SAs) and GKM
subsystem SAs necessary for a G oup Menber to receive key updates.
A GSA describes the working policy for a group. Refer to RFC 4046
[ RFC4046] for additional information.

Group Security Policy Database (GSPD)
The GSPD is a nulticast-capable security policy database, as
mentioned in RFC 3740 and Section 4.4.1.1. of RFC 4301. |Its
semantics are a superset of the unicast Security Policy Database
(SPD) defined by Section 4.4.1 of RFC 4301. Unlike a unicast
SPD-S, in which point-to-point traffic selectors are inherently
bi-directional, nulticast security traffic selectors in the GSPD-S
i nclude a "sender only", "receiver only", or "symetric"
directional attribute. Refer to Section 4.1.1 for nore details.

GSPD-S, GSPD-1, GSPD-O

Group Security Policy Database (secure traffic), (inbound), and
(out bound), respectively. See Section 4.4.1 of RFC 4301.
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Group Recei ver
A Goup Menber that is authorized to receive packets sent to a
group by a G oup Sender

G oup Sender
A Group Menber that is authorized to send packets to a group

Source-Specific Milticast (SSM
The Internet Protocol (IP) nulticast service nodel as defined in
RFC 3569 [RFC3569]. In this nodel, each combination of a sender
and an IP nmulticast address is considered a group. This is known
as an (S, G group.

Tunnel Mode with Address Preservation
A type of |Psec tunnel node used by security gateway
i mpl enent ati ons when encapsul ating I P nulticast packets such that
they remain I P nmulticast packets. This node is necessary for IP
nmulticast routing to correctly route IP nulticast packets
protected by | Psec.

2. Overview of IP Milticast Cperation

IP multicasting is a neans of sending a single packet to a "host
group”, a set of zero or nore hosts identified by a single IP
destination address. |IP nulticast packets are delivered to al
nmenbers of the group either with "best-efforts” reliability [RFC1112]
or as part of a reliable stream(e.g., NACK-Oiented Reliable

Mul ticast (NORM [ RFC3940]).

A sender to an IP nulticast group sets the destination of the packet
to an I P address that has been allocated for IP nmulticast. Allocated
I P nulticast addresses are defined in [RFC3171], [RFC3306], and

[ RFC3307]. Potential receivers of the packet "join" the IP nulticast
group by registering with a network routing device ([RFC3376],

[ RFC3810]), signaling its intent to receive packets sent to a
particular |IP nulticast group.

Net wor k routing devices configured to pass |P multicast packets
participate in nulticast routing protocols (e.g., PIMSM [RFC4601].
Mul ticast routing protocols maintain state regardi ng which devices
have regi stered to receive packets for a particular IP nulticast
group. Wien a router receives an |P nulticast packet, it forwards a
copy of the packet out of each interface for which there are known
receivers
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3.

3.

Security Associ ation Mdes

| Psec supports two nodes of use: transport node and tunnel node. In
transport node, | P Authentication Header (AH) [RFC4302] and IP
Encapsul ati ng Security Payl oad (ESP) [ RFC4303] provide protection
primarily for next layer protocols; in tunnel node, AH and ESP are
applied to tunneled |IP packets.

A host inplenmentation of | Psec using the nulticast extensions MAY use
either transport node or tunnel node to encapsulate an |P nulticast
packet. These processing rules are identical to the rul es described
in Section 4.1 of [RFC4301]. However, the destination address for
the I Psec packet is an | P nmulticast address, rather than a unicast
host address.

A security gateway inplenentation of |Psec MJUST use a tunnel node SA,
for the reasons described in Section 4.1 of [RFC4301]. In
particular, the security gateway needs to use tunnel node to
encapsul ate i ncomng fragnents, since |Psec cannot directly operate
on fragments.

1. Tunnel Mbde with Address Preservation

New (tunnel) header construction senmantics are required when tunne
node is used to encapsulate IP nulticast packets that are to renmin
I P multicast packets. These semantics are due to the follow ng

uni que requirenments of I P rmulticast routing protocols (e.g., PIMSM
[ RFC4601]). This document describes these new header construction
semantics as "tunnel node with address preservation”, which is
descri bed as foll ows.

- When an IP nmulticast packet is received by a host or router, the
destination address of the packet is conpared to the local IP
multicast state. |If the (outer) destination |IP address of an IP
mul ti cast packet is set to another |IP address, the host or router
receiving the IP nulticast packet will not process it properly.
Therefore, an |IPsec security gateway needs to popul ate the
nmul ticast | P destination address in the outer header using the
destinati on address fromthe inner header after |Psec tunne
encapsul ati on.

- IP nmulticast routing protocols typically create nulticast
di stribution trees based on the source address as well as the group
address. If an | Psec security gateway popul ates the (outer) source
address of an IP nulticast packet (with its own |IP address, as
called for in RFC 4301), the resulting | Psec-protected packet may
fail Reverse Path Forwardi ng (RPF) checks perfornmed by other
routers. A failed RPF check may result in the packet being
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dropped. To acconmpdate routing protocol RPF checks, the security
gateway inplenenting the | Psec nmulticast extensions SHOULD popul ate
the outer | P address fromthe original packet |P source address.
However, it should be noted that a security gateway perforning
source address preservation will not receive |CMP Path MU ( PMIU)
or other nessages intended for the security gateway (triggered by
packets that have had the outer | P source address set to that of
the inner header). Security gateway applications not requiring
source address preservation will be able to receive | CW PMIU
nmessages and process them as described in Section 6.1 of RFC 4301

Because sone applications of address preservation nmay require that
only the destination address be preserved, specification of
destination address preservation and source address preservation are
separated in the above description. Destination address preservation
and source address preservation attributes are described in the G oup
Security Policy Database (GSPD) (defined later in this docunent), and
are copied into correspondi ng Security Associ ati on Dat abase (SAD)
entries.

Address preservation is applicable only for tunnel node |IPsec SAs
that specify the I P version of the encapsul ati ng header to be the
same version as that of the inner header. When the IP versions are
different, IP nulticast packets can be encapsul ated using a tunne
interface, for exanple as described in [ RFC4891], where the tunnel is
also treated as an interface by IP nulticast routing protocols.

In summary, propagating both the | P source and destinati on addresses
of the inner I P header into the outer (tunnel) header allows IP
mul ticast routing protocols to route a packet properly when the
packet is protected by IPsec. This result is necessary in order for
the multicast extensions to allow a host or security gateway to
provide | Psec services for IP nmulticast packets. This nethod of RFC
4301 tunnel node is known as "tunnel nbde with address preservation".

4., Security Association

4.1. Major |Psec Databases
The follow ng sections describe the GKM subsystem and | Psec extension
interactions with the | Psec databases. The major |Psec databases
need expanded semantics to fully support nulticast.

4.1.1. Goup Security Policy Database (GSPD)
The Group Security Policy Database is a security policy database

capabl e of supporting both unicast Security Associations as defined
by RFC 4301 and the nulticast extensions defined by this
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specification. The GSPD is considered to be the SPD, with the
addition of the semantics relating to the nmulticast extensions
described in this section. Appendix B provides an exanple of an
ASN. 1 definition of a GSPD entry.

Thi s docunent describes a new "address preservation" (AP) flag

i ndi cating that tunnel node with address preservation is to be
applied to a GSPD entry. The AP flag has two attributes: AP-L, used
in the processing of the local tunnel address, and AP-R, used in the
processing of the renpte tunnel process. This flag is added to the
GSPD "Processing info" field of the GSPD. The foll ow ng text
reproduced from Section 4.4.1.2 of RFC 4301 is anended to include
this additional processing. (Note: for brevity, only the "Processing
info" text related to tunnel processing has been reproduced.)

0 Processing info -- which action is required -- PROTECT
BYPASS, or DI SCARD. There is just one action that goes wth
all the selector sets, not a separate action for each set.

If the required processing is PROTECT, the entry contains the

followi ng information.

- I Psec node -- tunnel or transport

- (if tunnel node) local tunnel address -- For a non-nobile
host, if there is just one interface, this is
straightforward; if there are nultiple interfaces, this
nmust be statically configured. For a nobile host, the
specification of the local address is handled externally to
| Psec. |If tunnel node with address preservation is
specified for the local tunnel address, the AP-L attribute
is set to TRUE for the |ocal tunnel address and the |oca
tunnel address is unspecified. The presence of the AP-L
attribute indicates that the inner |P header source address
will be copied to the outer | P header source address during
| P header construction for tunnel node.

- (if tunnel node) renote tunnel address -- There is no
standard way to determine this. See Section 4.5.3 of RFC
4301, "Locating a Security Gateway". |If tunnel node with

address preservation is specified for the renpote tunne
address, the AP-R attribute is set to TRUE for the renote
tunnel address and the renote tunnel address is
unspecified. The presence of the AP-R attribute indicates
that the inner |IP header destination address will be copied
to the outer | P header destination address during |IP header
construction for tunnel node.

Thi s docunent describes unique directionality processing for GSPD

entries with a renote IP nulticast address. Since an IP nulticast
address nust not be sent as the source address of an |IP packet
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[ RFC1112], directionality of Local and Renote addresses and ports is
mai nt ai ned during incomng SPD-S and SPD-1 checks rather than being
swapped. Section 4.4.1 of RFC 4301 is anended as foll ows:

Representing Directionality in an SPD Entry

For traffic protected by |Psec, the Local and Renote address
and ports in an SPD entry are swapped to represent
directionality, consistent with I KE conventions. |n general
the protocols that | Psec deals with have the property of
requiring symetric SAs with flipped Local/Renote IP
addresses. However, SPD entries with a renote |IP nulticast
address do not have their Local and Renpte addresses and
ports in an SPD entry swapped during incom ng SPD-S and SPD- |
checks.

A new Group Security Policy Database (GSPD) attribute is introduced:
GSPD entry directionality. The following text is added to the bullet
list of SPD fields described in Section 4.4.1.2 of RFC 4301

o Directionality -- can be one of three types: "symetric"
"sender only", or "receiver only". "Symmetric" indicates
that a pair of SAs are to be created (one in each direction
as specified by RFC 4301). GSPD entries nmarked as "sender
only" indicate that one SAis to be created in the outbound
direction. GSPD entries narked as "receiver only" indicate
that one SAis to be created in the inbound direction. GSPD
entries marked as "sender only" or "receiver only" SHOULD
support mnulticast I P addresses in their destination address
selectors. |If the processing requested i s BYPASS or DI SCARD
and a "sender only" type is configured, the entry MJST be put
in GSPD-O only. Reciprocally, if the type is "receiver
only", the entry MJST go to GSPD-1 only.

GSPD entries created by a GCKS may be assigned identical Security
Par aneter Indexes (SPIs) to SAD entries created by | KEv2 [ RFC4306] .
This is not a problemfor the inbound traffic as the appropriate SAs
can be matched using the al gorithmdescribed in Section 4.1 of RFC
4301. However, the outbound traffic needs to be natched agai nst the
GSPD sel ectors so that the appropriate SA can be created.

To facilitate dynam c group keying, the outbound GSPD MJST i npl enent
a policy action capability that triggers a GKM protocol registration
exchange (as per Section 5.1 of [RFC4301]). For exanple, the G oup

Sender GSPD policy nmight trigger on a match with a specified

mul ticast application packet that is entering the inplenmentation via
the protected interface or that is emtted by the inplenentation on

the protected side of the boundary and directed toward the
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unprotected interface. The ensuing G oup Sender registration
exchange woul d set up the Group Sender’s outbound SAD entry that
encrypts the nmulticast application’s data stream In the inverse
direction, group policy may al so set up an inbound |IPsec SA

At the Group Receiver endpoint(s), the I Psec subsystem MAY use GSPD
policy nechanisns that initiate a GKM protocol registration exchange.
One such policy nmechani smnight be on the detection of a device in
the protected network joining a nulticast group natching GSPD policy
(e.g., by receiving a |GW/ M.D (Mil ticast Listener Discovery) join
group nessage on a protected interface). The ensuing G oup Receiver
regi stration exchange would set up the Goup Receiver’s inbound SAD
entry that decrypts the nmulticast application’s data stream 1In the
inverse direction, the group policy nmay al so set up an outbound | Psec
SA (e.g., when supporting an ASM servi ce nodel).

Note: A security gateway triggering on the receipt of unauthenticated
messages arriving on a protected interface may result in early Goup
Recei ver registration if the nessage is not the result of a device on
the protected network actually wishing to join a nulticast group

The unaut henti cated nmessages will only cause the Group Receiver to
regi ster once; subsequent nessages will have no effect on the G oup
Recei ver.

The | Psec subsystem MAY provi de GSPD policy nechani sns t hat
automatically initiate a GKM protocol de-registration exchange.
De-registration allows a GCKS to mninize exposure of the group’s
secret key by re-keying a group on a group nenbership change event.
It also minimzes cost on a GCKS for those groups that naintain
menber state. One such policy nmechani smcould be the detection of

| GW/ M.D | eave group exchange. However, a security gateway G oup
Menmber would not initiate a GKM protocol de-registration exchange
until it detects that there are no nore receivers behind a protected
i nterface.

Additionally, the GKM subsystem MAY set up the GSPD/ SAD state

i nformati on i ndependent of the nulticast application’'s state. In
this scenario, the Group Owmer issues nmanagenent directives that tel
the GKM subsystem when it should start GKM registration and

de-regi stration protocol exchanges. Typically, the registration
policy strives to make sure that the group’s | Psec subsystemstate is
"al ways ready" in anticipation of the nulticast application starting
its execution.
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4.1.2. Security Association Database (SAD)

The SAD contains an item describing whether tunnel or transport node
is applied to traffic on this SA. The text in RFC 4301 Section
4.4.2.1 is amended to describe address preservation

0 | Psec protocol nopde: tunnel or transport. |ndicates which
nmode of AH or ESP is applied to traffic on this SA.  Wen
tunnel node is specified, the data item al so indicates
whet her or not address preservation is applied to the outer
| P header. Address preservation MJST NOT be specified when
the I P version of the encapsul ating header and | P version of
the inner header do not match. The |ocal address, renote
address, or both addresses MAY be narked as being preserved
during tunnel encapsul ation.

4.1.3. Goup Peer Authorization Database (GPAD)

The multicast |Psec extensions introduce a new data structure called
the Group Peer Authorization Database (GPAD). The GPAD i s anal ogous
to the PAD defined in RFC 4301. It provides a |link between the GSPD
and a G oup Key Managenent (GKM) Subsystem The GPAD enbodies the
followi ng critical functions:

o identifies a GCKS (or group of GCKS devices) that is
aut horized to comunicate with this |IPsec entity

o0 specifies the protocol and method used to authenticate each
GCKS

o provides the authentication data for each GKCS

o0 constrains the traffic selectors that can be asserted by a
CCKS with regard to SA creation

0 constrains the types and val ues of Goup Identifiers for
which a GCKS is authorized to provide group policy

The GPAD provides these functions for a G oup Key Managenent
subsystem The GPAD is not consulted by I KE or other authentication
protocol s that do not act as GKM protocols.

To provide these functions, the GPAD contains an entry for each GCKS
that the IPsec entity is configured to contact. An entry contains
one or nore GCKS ldentifiers, the authentication protocol (e.g.

G oup Dormain of Interpretation (GDO) or Goup Secure Association Key
Management Protocol (GSAKMP)), the authentication nethod used (e.qg.
certificates or pre-shared secrets), and the authentication data

Weis, et al. St andards Track [ Page 12]



RFC 5374 Mul ti cast Extensions to RFC 4301 Novenmber 2008

(e.g., the pre-shared secret or trust anchor relative to which the
peer’'s certificate will be validated). For certificate-based

aut hentication, the entry also may provide infornmation to assist in
veri fying the revocation status of the peer, e.g., a pointer to a
Certificate Revocation List (CRL) repository or the name of an Online
Certificate Status Protocol (OCSP) server associated with either the
peer or the trust anchor associated with the peer. The entry also
contains constraints a G oup Menber applies to the policy received
fromthe GKCS

4.1.3.1. GCKS ldentifiers

CCKS ldentifiers are used to identify one or nore devices that are
authorized to act as a GCKS for this group. GCCKS Identifiers are
specified as PAD entry IDs in Section 4.4.3.1 of RFC 4301 and foll ow
the mat ching rul es described therein.

4,1.3.2. GCKS Peer Authentication Data

Once a GPAD entry is located, it is necessary to verify the asserted
identity, i.e., to authenticate the asserted GCKS ldentifier. PAD
aut henti cation data types and semantics specified in Section 4.4.3.2
of RFC 4301 are used to authenticate a GCKS

See GDA [ RFC3547] and GSAKMP [ RFC4535] for details of how a GKM
protocol perforns peer authentication using certificates and
pre-shared secrets.

4.1.3.3. Goup ldentifier Authorization Data

A Goup Identifier is used by a GKM protocol to identify a particular
group to a GCKS. A GPAD entry includes a Group Identifier to
indicate that the GKCS Identifiers in the GPAD entry are authorized
to act as a GCKS for the group

The Group ldentifier is an opaque byte string of IKE ID type Key ID
that identifies a secure multicast group. The Goup Identifier byte
string MUST be at |east four bytes long and | ess than 256 bytes | ong.

I KE I D types other than Key | D MAY be supported.

4.1.3.4. |IPsec SA Traffic Sel ector Authorization Data
Once a GCKS is authenticated, the GCKS delivers IPsec SA policy to
the Goup Menber. Before the G oup Menmber accepts the | Psec SA
Policy, the source and destination traffic selectors of the SA are

compared to a set of authorized data flows. Each data flow includes
a set of authorized source traffic selectors and a set of authorized
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destination traffic selectors. Traffic selectors are represented as
a set of IPv4 and/or | Pv6 address ranges. (A peer nay be authorized
for both address types, so there MJST be provision for both v4 and v6
address ranges.)

4.1.3.5. How the GPAD I s Used

When a GKM protocol registration exchange is triggered, the G oup
Member and GCKS each assert their identity as a part of the exchange.
Each GKM protocol registration exchange MJST use the asserted ID to

| ocate an identity in the GPAD. The GPAD entry specifies the

aut hentication nmethod to be enployed for the identified GCKS. The
entry also specifies the authentication data that will be used to
verify the asserted identity. This data is enployed in conjunction
with the specified method to authenticate the GCKS before accepting
any group policy fromthe GCKS.

During the GKM protocol registration, a Goup Menber includes a Goup
Identifier. Before presenting that Goup Identifier to the GCKS, a
Group Menber verifies that the GPAD entry for authenticated GCKS GPAD
entry includes the Goup ldentifier. This ensures that the GCKS is
aut horized to provide policy for the G oup.

When | Psec SA policy is received, each data flowis conpared to the
data flows in the GPAD entry. The G oup Menber accepts policy

mat ching a data flow. Policy not matching a data flow is discarded,
and the reason SHOULD be recorded in the audit |og.

A GKM protocol may distribute IPsec SA policy to | Psec devices that
have previously registered with it. The nethod of distributionis
part of the GKM protocol and is outside the scope of this neno. Wen
the I Psec device receives this new policy, it conpares the policy to
the data flows in the GPAD entry as descri bed above.

4.2. Goup Security Association (GSA)

An | Psec inpl enentation supporting these extensions will support a
number of Security Associations: one or nore | Psec SAs plus one or
nmore GKM SAs used to downl oad the paraneters that are used to create
| Psec SAs. These SAs are collectively referred to as a Goup
Security Association (GSA) [RFC3740].

4.2.1. Concurrent |Psec SA Life Spans and Re-key Roll over
During a secure nulticast group’s lifetime, multiple |IPsec Goup

Security Associations can exist concurrently. This occurs
principally due to two reasons:
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- There are nultiple Group Senders authorized in the group, each with
its own I Psec SA, which naintains anti-replay state. A group that
does not rely on IP security anti-replay services can share one
| Psec SA for all of its Goup Senders.

- The life spans of a Goup Sender’s two (or nore) |Psec SAs are
allowed to overlap in tinme so that there is continuity in the
mul ticast data stream across group re-key events. This capability
is referred to as "re-key rollover continuity".

The re-key continuity rollover algorithmdepends on an | Psec SA
managenent interface between the GKM subsystem and the | Psec
subsystem The | Psec subsystem MJUST provi de managenent interface
mechani sms for the GKM subsystemto add | Psec SAs and to delete | Psec
SAs. For illustrative purposes, this text defines the re-key
rollover continuity algorithmin terns of two timer paraneters that
govern IPsec SA life spans relative to the start of a group re-key
event. However, it should be enphasized that the GKM subsystem
interprets the group’s security policy to direct the correct tining
of | Psec SA activation and deactivation. A given group policy may
choose tiner values that differ fromthose recormended by this text.
The two re-key rollover continuity tiner paraneters are:

1. Activation Tinme Delay (ATD) - The ATD defines how |l ong after the
start of a re-key event to activate new | Psec SAs. The ATD
paraneter is expressed in units of seconds. Typically, the ATD
paraneter is set to the maxinumtinme it takes to deliver a
mul ti cast nessage fromthe GCKS to all of the group’s nenbers
For a GCKS that relies on a Reliable Miulticast Transport Protoco
(RMIP), the ATD paraneter could be set equal to the RTMP' s nmaxi num
error recovery tine. Wen an RMIP is not present, the ATD
paraneter might be set equal to the network’s maxi mum nul ti cast
nmessage delivery latency across all of the group’s endpoints. The
ATD is a GKM group policy parameter. This value SHOULD be
configurable at the G oup Omer managenent interface on a per
group basi s.

2. Deactivation Tine Delay (DTD) - The DTD defines how |l ong after the
start of a re-key event to deactivate those | Psec SAs that are
destroyed by the re-key event. The purpose of the DID paraneter
is to mninmze the residual exposure of a group’s keying materia
after a re-key event has retired that keying material. The DIDis
i ndependent of, and should not to be confused with, the | Psec SA
soft lifetime attribute. The DID paraneter is expressed in units
of seconds. Typically, the DID paraneter would be set to the ADT
plus the maximumtinme it takes to deliver a nulticast nessage from
the G oup Sender to all of the group’s nmenbers. For a G oup
Sender that relies on an RMIP, the DID paraneter could be set
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equal to ADT plus the RMIP's nmaxi num error recovery tine. Wen an
RMIP is not present, the DID paraneter night be set equal to ADT
pl us the network’s maxi num rmul ti cast nessage delivery |atency
across all of the group’s endpoints. A GKM subsystem MAY

i npl ement the DID as a group security policy paraneter. If a GKM
subsyst em does not inplenent the DID paraneter, then other group
security policy mechani sms MJST determ ne when to deactivate an

| Psec SA.

Each group re-key nulticast message sent by a GCKS signals the start
of a new Group Sender |Psec SA tinme epoch, with each such epoch
havi ng an associ ated set of two | Psec SAs. Note that this docunent
refers to re-key nechanisns as being nulticast because of the

i nherent scalability of IP nulticast distribution. However, there is
no particular reason that re-keying nechani sns nust be nulticast.

For exanple, [ZLLYO3] describes a nethod of re-key enpl oying both

uni cast and nul ti cast nessages.

The group nenbership interacts with these | Psec SAs as foll ows:

- As a precursor to the Goup Sender beginning its re-key rollover
continuity processing, the GCKS periodically multicasts a Re-Key
Event (RKE) nessage to the group. The RKE multicast MAY contain
group policy directives, new | Psec SA policy, and group keying
material. |In the absence of an RMIP, the GCKS nay re-transmt the
RKE a policy-defined nunmber of times to inprove the availability of
re-key information. The GKM subsystem starts the ATD and DTD
timers after it receives the |ast RKE re-transm ssion.

- The GKM subsysteminterprets the RKE nulticast to configure the
group’s GSPD/ SAD with the new | Psec SAs. Each |Psec SA that
replaces an existing SAis called a "leading edge" |Psec SA. The
| eadi ng edge | Psec SA has a new Security Paraneter Index (SPlI) and
its associated keying material, which keys it. For a tinme period
of ATD seconds after the GCKS nulticasts the RKE, a G oup Sender
does not yet transmit data using the |eading edge | Psec SA
Meanwhi | e, other Group Menbers prepare to use this | Psec SA by
installing the | eading edge | Psec SAs to their respective GSPD/ SAD

- After waiting for the ATD period, such that all of the Goup
Menbers have received and processed the RKE nessage, the GKM
subsystem directs the Goup Sender to begin to transnit using the
| eadi ng edge I Psec SAwith its data encrypted by the new keyi ng
material. Only authorized Group Menbers can decrypt these | Psec SA
mul ticast transmi ssions.
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- The Group Sender’'s "trailing edge" SAis the oldest Security
Association in use by the group for that sender. Al authorized
Group Menbers can receive and decrypt data for this SA but the
G oup Sender does not transmt new data using the trailing edge
| Psec SA after it has transitioned to the | eading edge | Psec SA
The trailing edge | Psec SA is deleted by the group’s GKM subsyst ens
after the DTID tinme period has el apsed since the RKE transm ssion.

This re-key rollover strategy allows the group to drain its
in-transit datagranms fromthe network while transitioning to the

| eadi ng edge | Psec SA. Staggering the roles of each respective |IPsec
SA as descri bed above inproves the group’s synchroni zation even when
there are high network propagation delays. Note that due to group
menbership joins and | eaves, each Goup Sender |Psec SA tinme epoch
may have a different group nmenbership set.

It is a group policy decision whether the re-key event transition
bet ween epochs provides forward and backward secrecy. The group’s
re-key protocol keying naterial and algorithm(e.g., Logical Key

H erarchy; refer to [ RFC2627] and Appendi x A of [RFC4535]) enforces
this policy. Inplenmentations MAY offer a G oup Oawner managenent
interface option to enabl e/disable re-key rollover continuity for a
particul ar group. This specification requires that a GKM 1| Psec

i mpl enent ati on MUST support at |east two concurrent |Psec SAs per
Group Sender as well as this re-key rollover continuity al gorithm

4.3. Data Oigin Authentication

As defined in [RFC4301], data origin authentication is a security
service that verifies the identity of the clained source of data. A
Message Authentication Code (MAC) is often used to achieve data
origin authentication for connections shared between two parties.
However, typical MAC authentication nethods using a single shared
secret are not sufficient to provide data origin authentication for
groups with nore than two parties. Wth a MAC algorithm every G oup
Menber can use the MAC key to create a valid MAC tag, whether or not
they are the authentic originator of the group application’s data.

When the property of data origin authentication is required for an

| Psec SA shared by nore than two parties, an authentication transform
where the receiver is assured that the sender generated that nmessage
shoul d be used. Two possible algorithns are Tined Efficient Stream
Loss- Tol erant Aut hentication (TESLA) [ RFC4082] or RSA digita
signature [ RFC4359].

In sone cases (e.g., digital signature authentication transforns),

the processing cost of the algorithmis significantly greater than a
Hashed Message Aut hentication Code (HVMAC) authentication nethod. To
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protect agai nst denial -of-service attacks froma device that is not
authorized to join the group, the IPsec SA using this algorithm may
be encapsulated with an | Psec SA using a MAC authenti cation

al gorithm However, doing so requires the packet to be sent across
the I Psec boundary a second tinme for additional outbound processing
on the Group Sender (see Section 5.1 of [RFC4301]) and a second tine
for inbound processing on Goup Receivers (see Section 5.2 of

[ RFC4301]). This use of AH or ESP encapsul ated within AH or ESP
accommodat es the constraint that AH and ESP define an Integrity Check
Value (1CV) for only a single authenticator transform

4.4, Goup SA and Key Managenent
4.4.1. Co-Existence of Miltiple Key Managenent Protocols

Oten, the GKM subsystemw || be introduced to an existent |Psec
subsystem as a conpani on key managenent protocol to | KEv2 [ RFC4306] .
A fundanental GKM protocol |P security subsystemrequirenent is that
both the GKM protocol and | KEv2 can sinultaneously share access to a
common Group Security Policy Database and Security Association

Dat abase. The nmechanisns that provide nutually exclusive access to
the conmon GSPDY SAD data structures are a local matter. This

i ncl udes the GSPD-O cache and the GSPD-1 cache. However,

i mpl ementers should note that KEv2 SPI allocation is entirely

i ndependent from GKM SPI al |l ocati on because Group Security

Associ ations are qualified by a destination multicast |IP address and
may optionally have a source |IP address qualifier. See Section 2.1
of [RFC4303] for further explanation

The Peer Authorization Database does require explicit coordination
bet ween the GKM protocol and | KEv2. Section 4.1.3 describes these
i nteractions.

5. IP Traffic Processing
Processing of traffic follows Section 5 of [RFC4301], with the
addi tions described bel ow when these | P nmulticast extensions are
support ed.

5.1. CQutbound IP Traffic Processing
If an I Psec SA is marked as supporting tunnel node with address
preservation (as described in Section 3.1), either or both of the
outer header source or destination addresses are narked as being
preserved.

Header construction for tunnel node is described in Section 5.1.2 of
RFC 4301. The first bullet of that section is anended as foll ows:
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o If address preservation is not narked in the SAD entry for
either the outer IP header Source Address or Destination
Address, the outer |P header Source Address and Desti nation
Address identify the "endpoints" of the tunnel (the
encapsul ator and decapsulator). |If address preservation is
mar ked for the | P header Source Address, it is copied from
the inner | P header Source Address. |If address preservation
is marked for the I P header Destination Address, it is copied
fromthe inner | P header Destination Address. The inner |IP
header Source Address and Destination Addresses identify the
original sender and recipient of the datagram (fromthe
perspective of this tunnel), respectively. Address
preservation MJUST NOT be nmarked when the I P version of the
encapsul ati ng header and | P version of the inner header do
not mat ch.

Note (3), regarding construction of tunnel addresses in Section
5.1.2.1 of RFC 4301, is anended as follows. (Note: for brevity, Note
(3) of RFC 4301 is not reproduced in its entirety.)

(3) Unless marked for address preservation, Local and Renote
addresses depend on the SA, which is used to determ ne the
Renot e address, which in turn determ nes which Loca

address (net interface) is used to forward the packet. |If
address preservation is marked for the Local address, it is
copied fromthe inner IP header. |If address preservation

is marked for the Renpte address, that address is copied
fromthe inner |P header.

5.2. Inbound IP Traffic Processing

| Psec- protected packets generated by an | Psec device supporting these
mul ti cast extensions may (depending on its GSPD policy) popul ate an
outer tunnel header with a destination address such that it is not
addressed to an | Psec device. This requires an |IPsec device
supporting these nulticast extensions to accept and process |IP
traffic that is not addressed to the | Psec device itself. The
following additions to | Psec inbound IP traffic processing are
necessary.

For compatibility with RFC 4301, the phrase "addressed to this
device" is taken to nean packets with a unicast destination address
bel onging to the systemitself, and also nulticast packets that are
received by the systemitself. However, nulticast packets not
received by the I Psec device are not considered addressed to this
devi ce.
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The di scussion of processing inbound IP Traffic described in Section
5.2 of RFC 4301 is anended as foll ows.

The first dash in item?2 is anended as foll ows:

If the packet appears to be IPsec protected and it is
addressed to this device, or appears to be | Psec protected
and is addressed to a nulticast group, an attenpt is made to
map it to an active SA via the SAD. Note that the device nmay
have nultiple | P addresses that nmay be used in the SAD

| ookup, e.g., in the case of protocols such as SCTP

A newitemis added to the |ist between itens 3a and 3b to describe

processi
appl i ed:

ng of |Psec packets with destinati on address preservation

3aa. If the packet is addressed to a nulticast group and AH or

ESP is specified as the protocol, the packet is | ooked up
in the SAD. Use the SPI plus the destination or SPlI plus
destination and source addresses, as specified in Section
4.1. If there is no match, the packet is directed to
SPD-1 | ookup. Note that if the |IPsec device is a security
gateway, and the SPD-1 policy is to BYPASS the packet, a
subsequent security gateway al ong the routed path of the
mul ti cast packet may decrypt the packet.

Figure 3 in RFC 4301 is updated to show t he new processing path

defi ned

Weis, et al
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Figure 1. Processing Mdel for Inbound Traffic
(anendi ng Figure 3 of RFC 4301)
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6.

6.

The di scussion of processing inbound IP traffic in Section 5.2 of RFC
4301 is anended to insert a newitem®6 as foll ows.

6. If an IPsec SA is marked as supporting tunnel node with
address preservation (as described in Section 3.1), the
mar ked address(es) (i.e., source and/or destination
address(es)) in the outer | P header MJST be verified to be
the sane value(s) as in the inner IP header. |f the
addresses are not consistent, the | Psec system MJST di scard
the packet and treat the inconsistency as an auditable
event.

Security Considerations

The | P security multicast extensions defined by this specification
build on the unicast-oriented | P security architecture [ RFC4301].
Consequently, this specification inherits many of RFC 4301's security
considerations, and the reader is advised to review it as conpanion
gui dance

1. Security Issues Solved by | Psec Milticast Extensions

The 1P security nulticast extension service provides the foll ow ng
networ k | ayer nechani snms for secure group conmuni cations:

- Confidentiality using a group shared encryption key.

- Group source authentication and integrity protection using a group
shared authentication key.

- Group Sender data origin authentication using a digital signature,
TESLA, or other nechani sm

- Anti-replay protection for a limted nunber of G oup Senders using
the ESP (or AH) sequence nunber facility.

- Filtering of multicast transnissions identified with a source
address of systems that are not authorized by group policy to be
Goup Senders. This feature |l everages the | Psec statel ess firewal
service (i.e., SPD-I and/or SDP-O entries with a packet disposition
speci fied as DI SCARD) .

In support of the above services, this specification enhances the
definition of the SPD, PAD, and SAD databases to facilitate the
automat ed group key managenent of | arge-scal e cryptographic groups.
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6.2. Security Issues Not Solved by |IPsec Milticast Extensions

As noted in Section 2.2. of RFC 4301, it is out of the scope of this
architecture to defend the group’s keys or its application data

agai nst attacks targeting vulnerabilities of the operating
environnent in which the I Psec inplenentation executes. However, it
shoul d be noted that the risk of attacks originating by an adversary
in the network is nmagnified to the extent that the group keys are
shared across a | arge nunber of systens.

The security issues that are |left unsolved by the I Psec nulticast
extension service divide into two broad categories: outsider attacks
and insider attacks.

6.2.1. Cutsider Attacks

The 1 Psec nmulticast extension service does not defend agai nst an
adversary outside of the group who has:

- the capability to launch a multicast, flooding denial-of-service
attack against the group, originating froma system whose | Psec
subsystem does not filter the unauthorized nulticast transm ssions.

- conpromised a nmulticast router, allowing the adversary to corrupt
or delete all nulticast packets destined for the group endpoints
downstream fromthat router.

- captured a copy of an earlier multicast packet transni ssion and
then replayed it to a group that does not have the anti-replay
service enabled. Note that for a |large-scale, any-source nulticast
group, it is inpractical for the Group Receivers to nmintain an
anti-replay state for every potential G oup Sender. G oup policies
that require anti-replay protection for a |arge-scale, any-source
mul ticast group should consider an application |ayer multicast
protocol that can detect and reject replays.

6.2.2. Insider Attacks

For | arge-scale groups, the IP security nulticast extensions are
dependent on an automated G oup Key Management protocol to correctly
aut henticate and authorize trustworthy menbers in conpliance to the
group’s policies. |Inherent in the concept of a cryptographic group
is a set of one or nore shared secrets entrusted to all of the Goup
Menmbers. Consequently, the service' s security guarantees are no
stronger than the weakest nmenber adnmitted to the group by the GKM
system The GKM systemis responsible for responding to conprom sed
G oup Menber detection by executing a re-key procedure. The GKM
re-keying protocol wll expel the conproni sed G oup Menbers and
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di stribute new group keying material to the trusted nenbers.
Alternatively, the group policy may require the GKM systemto
term nate the group

In the event that an adversary has been adnitted into the group by
the GKM system the follow ng attacks are possible and can not be
solved by the I Psec nulticast extension service:

- The adversary can di sclose the secret group key or group data to an
unaut hori zed party outside of the group. After a group key or data
conprom se, cryptographic nmethods such as traitor tracing or
wat ermarki ng can assist in the forensics process. However, these
met hods are outside the scope of this specification

- The insider adversary can forge packet transmni ssions that appear to
be froma peer Goup Menber. To defend against this attack, for
those Group Sender transm ssions that merit the overhead, the group
policy can require the Group Sender to nulticast packets using the
data origin authentication service.

- If the group’s data origin authentication service uses digita
signatures, then the insider adversary can | aunch a conputationa
resource denial -of-service attack by nmulticasting bogus signed
packets.

6.3. Inplenentation or Deploynent |ssues that |npact Security
6.3.1. Hompbgeneous G oup Cryptographic Al gorithm Capabilities

The I P security nulticast extensions service can not defend against a
poorly considered group security policy that allows a weaker
cryptographic algorithmsinply because all of the group’s endpoints
are known to support it. Unfortunately, |arge-scale groups can be
difficult to upgrade to the current best-in-class cryptographic

al gorithnms. One possible approach to solving many of these problens
is the deploynent of conposite groups that can straddl e heterogeneous
groups [COMPGRP]. A standard sol ution for heterogeneous groups is an
activity for future standardi zation. In the interim synchronization
of a group’s cryptographic capabilities could be achieved using a
secure and scal abl e software distribution managenent t ool

6.3.2. Goups that Span Two or More Security Policy Domains

Large-scal e groups may span multiple legal jurisdictions (e.qg.
countries) that enforce linmts on cryptographic algorithms or key
strengths. As currently defined, the I Psec multicast extension
service requires a single group policy per group. As noted above,
this problemrenains an area for future standardi zation
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6.3.3. Source-Specific Milticast Group Sender Transient Locators

8.

8.

1

A Source Specific Miulticast (SSM G oup Sender’s source |P address
can dynanically change during a secure multicast group’s lifetine.
Exanpl es of the events that can cause the G oup Sender’s source
address to change include but are not limted to NAT, a nobility-

i nduced change in the care-of-address, and a nulti-honmed host using a
new | P interface. The change in the G oup Sender’s source |P address
will cause GSPD entries related to that nmulticast group to becone out
of date with respect to the group’s nulticast routing state. 1In the
worst case, there is a risk that the G oup Sender’s data originating
froma new source address will be BYPASS processed by a security
gateway. |If this scenario was not anticipated, then it could Ieak
the group’s data. Consequently, it is recommended that SSM secure
mul ti cast groups have a default DI SCARD policy for all unauthorized
G oup Sender source |IP addresses for the SSM group’s destination IP
addr ess.
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Appendi x A.  Milticast Application Service Mdels

The vast mgjority of secure multicast applications can be catal ogued
by their service nodel and acconpanying intra-group conmmuni cation
patterns. Both the G oup Key Managenent (GKM subsystem and the

| Psec subsystem MUST be able to configure the GSPD/ SAD security
policies to match these doni nant usage scenari os. The GSPD/ SAD
policies MIST include the ability to configure both Any-Source

Mul ticast groups and Source-Specific Miulticast groups for each of
these service nodels. The GKM subsystem managenent interface NMAY

i ncl ude mechani sms to configure the security policies for service
nodel s not identified by this standard.

A.1. Unidirectional Milticast Applications

Mul tinedia content-delivery multicast applications that do not have
congestion notification or re-transm ssion error-recovery nmechani sns
are inherently unidirectional. RFC 4301 only defines bi-directiona
uni cast traffic selectors (as per RFC 4301, Sections 4.4.1 and 5.1
with respect to traffic selector directionality). The GKM subsystem
requires that the |IPsec subsystem MJUST support unidirectional SPD
entries, which cause a G oup Security Association (GSA) to be
installed in only one direction. Milticast applications that have
only one Group Menber authorized to transnit can use this type of
Group Security Association to enforce that group policy. In the

i nverse direction, the GSA does not have an SAD entry, and the GSPD
configuration is optionally set up to discard unauthorized attenpts
to transmt unicast or multicast packets to the group

The GKM subsysteni s nmanagenent interface MJST have the ability to set
up a GKM subsystem group having a unidirectional GSA security policy.

A.2. Bi-Directional Reliable Milticast Applications

Some secure nulticast applications are characterized as one G oup
Sender to many receivers but have inverse data flows required by a
reliable multicast transport protocol (e.g., NORM. |In such
applications, the data flow fromthe sender is multicast and the
inverse flow fromthe Goup’s Receivers is unicast to the sender
Typically, the inverse data flows carry error repair requests and
congestion control status.

For such applications, it is advantageous to use the sane |Psec SA
for protection of both unicast and nulticast data flows. This does
i ntroduce one risk: the IKEv2 application may choose the sane SPI for
recei ving unicast traffic as the GCKS chooses for a group | Psec SA
covering unicast traffic. |If both SAs are installed in the SAD, the
SA | ookup may return the wong SPI as the result of an SA | ookup. To
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avoid this problem IPsec SAs installed by the GKM SHOULD use the 2-
tuple {destination |IP address, SPI} to identify each IPsec SA. In
addition, the GKM SHOULD use a uni cast destination |IP address that
does not match any destination |IP address in use by an | KEv2 uni cast

| Psec SA. For exanple, suppose a G oup Menber is using both | KEv2
and a GKM protocol, and the group security policy requires protecting
the NORM inverse data flows as described above. |In this case, group
policy SHOULD al |l ocate and use a uni que uni cast destination IP
address representing the NORM Group Sender. This address woul d be
configured in parallel to the Goup Sender’s existing |IP addresses.
The GKM subsystens at both the NORM Group Sender and G oup Receiver
endpoi nts would install the IPsec SA, protecting the NORM uni cast
messages such that the SA | ookup uses the unicast destination address
as well as the SPI.

The GSA SHOULD use | Psec anti-replay protection service for the
sender’s nulticast data flow to the group’s Receivers. Because of
the scalability problemdescribed in the next section, it is not
practical to use the IPsec anti-replay service for the unicast
inverse flows. Consequently, in the inverse direction, the |IPsec
anti-replay protection MJUST be di sabled. However, the unicast

i nverse flows can use the group’s | Psec group authentication
mechani sm The Goup Receiver’s GSPD entry for this GSA SHOULD be
configured to only allow a unicast transm ssion to the sender node
rather than a nmulticast transm ssion to the whol e group.

If an ESP digital signature authentication is available (e.g., RFC
4359), source authentication MAY be used to authenticate a receiver
node’s transm ssion to the sender. The CGKM protocol MJST define a
key managenent nechani smfor the Goup Sender to validate the
asserted signature public key of any receiver node w thout requiring
that the sender maintain state about every G oup Receiver

This multicast application service nodel is RECOWENDED because it
i ncl udes congestion control feedback capabilities. Refer to
[ RFC2914] for additional background infornation

The GKM subsystenis Group Oamer nanagenent interface MJUST have the
ability to set up a symetric GSPD entry and one G oup Sender. The
managenent interface SHOULD be able to configure a group to have at
| east 16 concurrent authorized senders, each with their own GSA
anti-replay state.
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A. 3. Any-To-Many Milticast Applications

Another family of secure multicast applications exhibits an "any-to-
many" communi cations pattern. A representative exanple of such an
application is a videoconference conbined with an electronic

whi t eboar d.

For such applications, all (or a large subset) of the Goup Menbers
are authorized multicast senders. In such service nodels, creating a
distinct IPsec SAwith anti-replay state for every potential sender
does not scale to large groups. The group SHOULD share one | Psec SA
for all of its senders. The |IPsec SA SHOULD NOT use the |IPsec anti -
replay protection service for the sender’s nulticast data flow to the
Group Receivers.

The GKM subsysteni s managenent interface MJST have the ability to set
up a group having an Any-To- Many Ml ticast GSA security policy.

Appendix B. ASN. 1 for a GSPD Entry

Thi s appendi x describes an additional way to describe GSPD entri es,
as defined in Section 4.1.1. It uses ASN.1 syntax that has been
successfully compiled. This syntax is nerely illustrative and need
not be enployed in an inplenentation to achieve conpliance. The GSPD
description in Section 4.1.1 is normative. As shown in Section
4.1.1, the GSPD updates the SPD and thus this appendi x updates the
SPD obj ect identifier

B.1. Fields Specific to a GSPD Entry

The following fields sumarize the fields of the GSPD that are not
present in the SPD

direction (in | PsecEntry)

- DirectionFl ags

noswap (in Sel ectorlList)

- ap-1, ap-r (in Tunnel Opti ons)
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B. 2. SPDModul e
SPDMVbdul e

{iso(1) org (3) dod (6) internet (1) security (5) nechanisns (5)
i psec (8) asnl-nobdules (3) spd-nodule (1) }

DEFINITIONS IMPLICI T TAGS :: =
BEGA N
| MPORTS
RDNSequence FROM PKI X1Explicit 88
{ iso(l) identified-organization(3)
dod(6) internet(1) security(5) mechanisnms(5) pkix(7)
i d-nmod(0) id-pkixl-explicit(18) } ;

-- An SPDis a list of policies in decreasing order of preference

SPD ::= SEQUENCE OF SPDEntry
SPDEntry ::= CHO CE {
i PsecEntry | PsecEntry, -- PROTECT traffic
bypassOrDi scard [0] BypassOrDiscardEntry } -- DI SCARD/ BYPASS
| PsecEntry ::= SEQUENCE ({ -- Each entry consists of
name NanmeSet s OPTI ONAL,
pFPs Packet FI ags, -- Popul ate from packet flags

-- Applies to ALL of the correspondi ng
-- traffic selectors in the SelectorlLists

direction DirectionFlags, -- SA directionality
condition Sel ectorlLists, -- Policy "condition"
processing Processing -- Policy "action"
}

BypassO Di scardEntry ::= SEQUENCE ({
bypass BOOLEAN, -- TRUE BYPASS, FALSE DI SCARD
condition | nCut Bound }

I nQut Bound ::= CHO CE {
out bound [0] Sel ectorlists,
i nbound [1] Sel ectorlLists,

bot hways [2] BothWays }
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Bot hWays ::= SEQUENCE {
i nbound Sel ect or Li st s,
out bound Sel ectorlLists }

NanmeSets ::= SEQUENCE {
passed SET OF Nanes-R, -- Matched to IKE ID by

-- responder
| ocal SET OF Names-1 } -- Used internally by IKE
-- initiator

Nanmes-R ::= CHO CE { -- I KEv2 I Ds
dNare RDNSequence, -- | D_DER_ASN1_DN
fqdn FQDN, -- | D_FQDN
rfc822 [0] RFC822Nane, -- | D_RFC822_ADDR
keyl D OCTET STRING } -- KEY_ID

Names-1 ::= OCTET STRI NG -- Used internally by IKE

-- initiator

FQDN ::= | A5String

RFC822Nane ::= | A5String

Packet Flags ::= BIT STRING {

-- if set, take selector value from packet

Wei s,

establishing SA
el se use value in SPD entry

| ocal Addr (0),

renot eAddr (1),

pr ot ocol (2),

| ocal Port (3),

renotePort (4) }

DirectionFlags ::= BI T STRI NG {

-- if set, install SAin the s
-- direction. symetric policy
-- represented by setting both

i nbound (0),

out bound (1) }

Sel ectorLists ::= SET OF Sel ectorlList

Sel ectorList ::= SEQUENCE {
| ocal Addr Addr Li st
renot eAddr  Addr Li st
pr ot ocol Pr ot ocol Choi ce
noswap BOOLEAN } -- Do not swap
et al. St andards Track
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-- SPD-S and SPD-I checks

Processing ::= SEQUENCE ({
ext SeqNum  BOOLEAN, -- TRUE 64 bit counter, FALSE 32 bit
seqOver fl ow BOOLEAN, -- TRUE rekey, FALSE terminate & audit
fragCheck BOOLEAN, -- TRUE stateful fragnment checking,

-- FALSE no stateful fragnent checking
lifetinme SALi feti ne,

spi Manual SPI,
al gorithms ProcessingAl gs,
t unnel Tunnel Options OPTIONAL } -- if absent, use
-- transport node
SALifetime ::= SEQUENCE {
seconds [0] I NTEGER OPTI ONAL,
byt es [1] I NTEGER OPTI ONAL }
Manual SPI :: = SEQUENCE {
spi | NTEGER,
keys Keyl Ds }
Keyl Ds ::= SEQUENCE OF COCTET STRI NG
Processi ngAl gs ::= CHO CE {
ah [0] IntegrityAlgs, -- AH
esp [1] ESPAl gs} -- ESP
ESPAl gs ::= CHO CE {
integrity [0] IntegrityAlgs, -- integrity only
confidentiality [1] ConfidentialityAlgs, -- confidentiality
-- only
bot h [2] IntegrityConfidentialityAlgs,
comnbi ned [ 3] Comnbi nedMvbdeAl gs }
IntegrityConfidentialityAl gs ::= SEQUENCE {
integrity I ntegrityAl gs,

confidentiality ConfidentialityAl gs }

-- Integrity Al gorithms, ordered by decreasing preference
IntegrityAlgs ::= SEQUENCE OF IntegrityA g

-- Confidentiality Algorithns, ordered by decreasing preference
ConfidentialityAl gs ::= SEQUENCE OF ConfidentialityAlg
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-- Integrity A gorithns
IntegrityAl g ::= SEQUENCE {
algorithm IntegrityAl gType,
paranmeters ANY -- DEFINED BY algorithm-- OPTI ONAL }

IntegrityAl gType ::= | NTEGER {
none (0),
aut h- HVAC- MD5-96 (1),
aut h- HVAC- SHA1-96 (2),
aut h- DES- MAC (3),
aut h- KPDK- MD5 (4),
aut h- AES- XCBC-96 (5)
-- thd (6..65535)
}

-- Confidentiality Algorithns
ConfidentialityA g ::= SEQUENCE {
algorithm ConfidentialityAl gType,
paraneters ANY -- DEFINED BY al gorithm-- OPTI ONAL }

ConfidentialityAl gType ::= | NTEGER {
encr - DES- | V64 (1),
encr - DES (2),
encr - 3DES (3),
encr - RC5 (4),
encr - | DEA (5),
encr - CAST (6),
encr-BLONFISH (7),
encr - 31 DEA (8),
encr - DES- | V32 (9),
encr - RC4 (10),
encr- NULL (11),

encr- AES-CBC (12),

encr-AES-CTR  (13)
-- thd (14..65535)

}

Conbi nedModeAl gs :: = SEQUENCE OF Combi nedMbdeAl g

Conbi nedMbdeAl g :: = SEQUENCE {
al gorithm  Conbi nedMbdeType,
paraneters ANY -- DEFINED BY algorithm-- }
-- defined outside
-- of this docunment for AES nodes.
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Conbi nedMbdeType ::= | NTEGER {
conb- AES- CCM (1),
conb- AES- GCM (2)

-- tbhd (3..65535)

}
Tunnel Options ::= SEQUENCE ({
dscp DSCP,
ecn BOOLEAN, -- TRUE Copy CE to inner header
ap- | BOOLEAN, -- TRUE Copy inner |P header

-- source address to outer
-- | P header source address
ap-r BOOLEAN, -- TRUE Copy inner |P header
-- destination address to outer
-- | P header destination address

df DF,
addr esses Tunnel Addr esses }
Tunnel Addresses ::= CHO CE {
i pvd | Pv4Pair,
i pv6 [0] IPv6Pair }
| Pvd4Pair ::= SEQUENCE {
| ocal OCTET STRING (SI ZE(4)),
renote OCTET STRING (Sl ZE(4)) }
| Pv6Pair ::= SEQUENCE {
| ocal OCTET STRI NG (Sl ZE(16)),
renote OCTET STRI NG (Sl ZE(16)) }
DSCP :: = SEQUENCE {
copy BOOLEAN, -- TRUE copy frominner header

-- FALSE do not copy
mappi ng OCTET STRI NG OPTI ONAL} -- points to table

-- if no copy
DF ::= I NTEGER {
cl ear (0),
set (1),
copy (2) }
Pr ot ocol Choi ce: : = CHO CE {
anyProt AnyProt ocol , -- for ANY protocol
noNext [ 0] NoNext LayerProtocol, -- has no next |ayer
-- itens
oneNext [1] OneNextLayerProtocol, -- has one next |ayer
-- item
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twoNext [2] TwoNext Layer Protocol ,

fragment Fragnent NoNext }

AnyProt ocol ::= SEQUENCE {
id | NTEGER (0), -- ANY
next Layer AnyNext Layers }

AnyNext Layers :
first
second

: = SEQUENCE { --
AnyNext Layer , --
AnyNext Layer } --

NoNext Layer Pr ot ocol

RFC 4301 Novenber 2008
-- has two next |ayer

-- itens

-- has no next |ayer

-- info

pr ot ocol

w th either
ANY next
ANY next

| ayer sel ector
| ayer sel ector

| NTEGER (2. .254)

Fragment NoNext ::= | NTEGER (44) -- Fragnent identifier
OneNext Layer Prot ocol ::= SEQUENCE {

id | NTEGER (1..254), -- 1CWP, MH, | CWv6

next Layer Next Layer Choi ce } -- | CVWP Type*256+Code

-- MH  Type*256

TwoNext Layer Prot ocol ::= SEQUENCE {

id | NTEGER (2. .254), -- Protocol

| ocal Next Layer Choi ce, -- Local and

renote Next Layer Choi ce } -- Renote ports

Next Layer Choi ce ::= CHO CE {

any AnyNext Layer ,

opaque [ 0] OpaqueNext Layer,

range [1] NextLayer Range }
-- Representation of ANY in next |ayer
AnyNext Layer ::= SEQUENCE {

start | NTEGER (0),

end | NTEGER (65535) }

Representati on of OPAQUE in next
Mat ches | KE conventi on

OpaqueNext Layer ::= SEQUENCE {
start | NTEGER (65535),
end | NTEGER (0) }

Range for a next layer field
Next Layer Range ::= SEQUENCE ({

start | NTEGER (0. .65535),
end | NTEGER (0. .65535) }
et al. St andards Track
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-- List of |IP addresses

Addr Li st ::= SEQUENCE {
v4Li st | Pv4Li st OPTI ONAL,
v6Li st [0] IPv6Li st OPTIONAL }

-- | Pv4 address representations

| Pv4Li st ::= SEQUENCE OF | Pv4Range

| Pv4Range ::= SEQUENCE { -- close, but not quite right
i pv4Start OCTET STRING (SI ZE (4)),
i pv4End OCTET STRING (SIZE (4)) }

-- | Pv6 address representations

| Pv6Li st ::= SEQUENCE OF | Pv6Range

| Pv6Range ::= SEQUENCE { -- close, but not quite right
i pv6St art OCTET STRING (Sl ZE (16)),
i pv6ENnd OCTET STRING (Sl ZE (16)) }

END
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