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Abst ract

One fundanental aspect of any I P communications infrastructure is its

addressing plan. Wth its new address architecture and allocation
policies, the introduction of IPv6 into a network neans that network
desi gners and operators need to reconsider their existing approaches
to network addressing. Lack of guidelines on handling this aspect of
net wor k desi gn could sl ow down the depl oynent and integration of

I Pv6. This docunent ainms to provide the information and
recomendati ons rel evant to planning the addressi ng aspects of |Pv6

depl oynents. The docunent al so provides |Pv6 addressing case studies

for both an enterprise and an | SP networKk.

Van de Vel de, et al. I nf or mat i onal [ Page 1]



RFC 5375

| Pv6 Addressing Considerations Decenber

Tabl e of Contents

1. Introduction .

NENINES
WRN AN R

4
4.
ub

N
NP>

4. 3.

2. Network-Level Addreést nt; DeS| .gn. Ctméi derati tmé

d obal Iy Uni que Addresses

Uni que Local |Pv6 Addresses

6bone Address Space

Net wor k- Level Design Oonsr der atl ons
1. Sizing the Network Allocation
2. Address Space Conservation .

net Prefix Considerations .

Consi derations for /64 Prefi xes

|l ocation of the Il D of an | Pv6 Addrésé

Aut omatic EUl -64 Format Option .
Using Privacy Extensions . .
Manual / Dynamni ¢ Assi gnnent QDtI on .

5 Security Considerations
6. Acknow edgenents . .
7. Informative References .
Appendi x A, Case Studies

A 1.

>
> > .J>!\’.>.>.J>.>

N

. 2.

il

2.

Enterpri se Considerations . .

1. (Obtaining CGeneral |Pv6 Netvvork Pr ef i xes

2. Form ng an Address (Subnet) Allocation Plan
3. Oher Considerations . .

4. Node Configuration Consi deratr ons

Servi ce Provider Considerations

.1. Investigation of Objective Requi rerrent S for an
| Pv6 Addressing Schema of a Service Provider

2. Exenplary IPv6 Address Allocation Plan for a
Service Provider . . G e e
3. Additional Remarks .

Appendlx B. Considerations for Subnet Prefrxes D|fferent than .

B.

WPmmmmmTD -

NNNNNNND
NoobkwnhE

/64 . . . .
Consi der ati ons for Subnet Preflxes Shorter than /64
Consi derations for Subnet Prefixes Longer than /64 .
/126 Addresses .
/127 Addresses .
/128 Addr esses
EU -64 'u and g Blts
Anycast Addresses . .
Addr esses Used by Errbedded RP (RFC 3956)
| SATAP Addr esses .

2008

OO UTAP_W

19

23
28

30
30
31
31
31
31
31
32
33
34

Van de Vel de, et al. I nf or mat i onal [ Page 2]



RFC 5375 | Pv6 Addressing Considerations Decenber 2008

1. Introduction

The Internet Protocol Version 6 (1Pv6) Addressing Architecture

[ RFC4291] defines three nmain types of addresses: unicast, anycast,
and nulticast. This docunent focuses on unicast addresses, for which
there are currently two principal allocated types: A obally Unique
Addresses (' globals’) [RFC3587] and Uni que Local |Pv6 Addresses
(ULAs) [RFC4193]. In addition, until recently there has been the
"experinental’ 6bone address space [ RFC3701], though its use has been
deprecated since June 2006 [ RFC3701].

The docunent covers aspects that should be considered during |IPv6
depl oynent for the design and planning of an addressi ng schene for an
| Pv6 network. The network’s | Pv6 addressing plan nay be for an | Pv6-
only network, or for a dual-stack infrastructure where sone or al

devi ces have addresses in both protocols. These considerations wll
hel p an 1 Pv6 network designer to efficiently and prudently assign the
| Pv6 address space that has been allocated to their organization

The address assignnent considerations are anal yzed separately for the
two maj or conmponents of the I Pv6 unicast addresses -- nanely,

" Net wor k- Level Addressing’ (the allocation of subnets) and the
"interface-id" (the identification of the interface within a subnet).
Thus, the docunent includes a discussion of aspects of address
assignnent to nodes and interfaces in an IPv6 network. Finally, the
docunent provides two exanpl es of deployed addressing plans in a
service provider (1SP) and an enterprise network.

Parts of this docunent highlight the differences that an experienced
| Pv4 network designer should consider when planning an | Pv6
depl oynent, for exanple:

0o |Pv6 devices will nore likely be nmulti-addressed in conparison
with their 1Pv4 counterparts

0 The practically unlimted size of an | Pv6 subnet (2764 bits)
reduces the requirenent to size subnets to device counts for the
pur poses of (1Pv4) address conservation

0 The vastly increased subnet size has inplications on the threat of
addr ess- based host scanni ng and ot her scanning techni ques, as
di scussed in [ RFC5157].

We do not discuss here how a site or ISP should proceed with
acquiring its globally routable | Pv6 address prefix. |In each case,
the prefix received is either provider assigned (PA) or provider

i ndependent (PI).
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We do not discuss Pl policy here. The observations and
reconmendations of this text are largely independent of the PA or P
nature of the address block being used. At this time, we assune that
when an | Pv6 network changes provider, typically it will need to
undergo a renunbering process, as described in [RFC4192]. A separate
docunent [ THI NKABOUT] nmakes recomendati ons to ease the | Pv6
renunberi ng process.

Thi s docunent does not discuss inplenmentation aspects related to the
transition fromthe now obsol eted site-local addresses to ULAs. Sone
i npl enent ati ons know about site-local addresses even though they are
deprecated, and do not know about ULAs even though they represent
current specification. As a result, transitioning between these
types of addresses nay cause difficulties.

2. Network-Level Addressing Design Considerations

This section discusses the kind of |IPv6 addresses used at the network
level for the IPv6 infrastructure. The kind of addresses that can be
considered are @ obally Uni que Addresses and ULAs. W al so comment
here on the deprecated 6bone address space.

2.1. dobally Unique Addresses

The nost conmmonly used uni cast addresses will be d obally Unique
Addresses ('globals’). No significant considerations are necessary
if the organi zati on has an address space assignnent and a single
prefix is deployed through a single upstream provider.

However, a nultihoned site may depl oy addresses fromtwo or nore
service-provider-assigned | Pv6 address ranges. Here, the network
admi ni strator nust have awareness on where and how t hese ranges are
used on the nultihoned infrastructure environment. The nature of the
usage of multiple prefixes may depend on the reason for nultihom ng
(e.g., resilience failover, |oad bal ancing, policy-based routing, or
mul ti hom ng during an | Pv6 renunbering event). |Pv6 introduces

i mproved support for multi-addressed hosts through the | Pv6 default
address sel ection nethods described in RFC 3484 [ RFC3484]. A

mul ti honed host may thus have two or nore addresses, one per prefix
(provider), and select source and destinati on addresses to use as
described in that RFC. However, nultihom ng al so has sone
operational and adninistrative burdens besides choosing nultiple
addresses per interface [ RFC4218] [RFC4219].
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2.2. Unique Local |Pv6 Addresses

ULAs have replaced the originally conceived site-local addresses in
the 1 Pv6 addressing architecture, for reasons described in [RFC3879].
ULAs inmprove on site-locals by offering a high probability of the

gl obal uni queness of the prefix used, which can be beneficial when
there is (deliberate or accidental) |eakage or when networks are
nerged. ULAs are akin to the private address space [ RFC1918]
assigned for |Pv4 networks, except that in | Pv6 networks we may
expect to see ULAs used al ongsi de gl obal addresses, with ULAs used
internally and gl obal s used externally. Thus, use of ULAs does not

i mply use of NAT for |Pv6.

The ULA address range all ows network adm nistrators to deploy |Pv6e
addresses on their network wi thout asking for a globally unique

regi stered | Pv6 address range. A ULA prefix is 48 bits, i.e., a /48,
the sane as the currently recommended allocation for a site fromthe
globally routabl e | Pv6 address space [ RFC3177].

A site that wishes to use ULAs can have (a) multiple /48 prefixes
(e.g., a /44) (b) one /48, or (c) a less-than-/48 prefix (e.g., a /56
or /64). In all of the above cases, the ULAs can be randomy chosen
according to the principles specified in [RFC4193]. However, in case
(a) the use of randomy chosen ULAs will provide suboptinmal
aggregation capabilities.

ULAs provide the nmeans to deploy a fixed addressing schenme that is
not affected by a change in service provider and the correspondi ng PA
gl obal addresses. Internal operation of the network is thus

unaf fected during renunbering events. Nevertheless, this type of
address nmust be used with caution.

A site using ULAs may or may not al so depl oy gl obal addresses. |In an
i sol ated network, ULAs nmay be depl oyed on their own. In a connected
networ k that also depl oys gl obal addresses, both may be depl oyed,
such that hosts becone nulti-addressed (one global and one ULA), and
the 1 Pv6 default address selection algorithmw |l pick the
appropriate source and destinati on addresses to use, e.g., ULAs will
be sel ected where both the source and destinati on hosts have ULAs.
Because a ULA and a global site prefix are both /48 |l ength, an

adm ni strator can choose to use the sane subnetting (and host
addressing) plan for both prefixes.

As an exanpl e of the problens ULAs nay cause, when using |Pv6

mul ticast within the network, the I Pv6 default address selection
algorithmprefers the ULA as the source address for the | Pv6

mul ticast streans. This is NOT a valid option when sending an | Pv6
nmul ticast streamto the IPv6 Internet for two reasons. For one,
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t hese addresses are not globally routable, so Reverse Path Forwarding
checks for such traffic will fail outside the internal network. The

other reason is that the traffic will likely not cross the network
boundary due to multicast donmain control and perineter security
poli ci es.

In principle, ULAs allow easier network nmergers than RFC 1918
addresses do for |Pv4 because ULA prefixes have a high probability of
uni queness, if the prefix is chosen as described in the RFC.

2.3. 6bone Address Space
The 6bone address space was used before the Regional Internet
Registries (RIRs) started to distribute 'production’ |Pv6 prefixes.
The 6bone prefixes have a common first 16 bits in the | Pv6 Prefix of
3FFE: :/16. This address range has been deprecated as of 6 June 2006
[ RFC3701] and nust not be used on any new | Pv6 networ k depl oynents.
Sites using 6bone address space shoul d renunber to production address
space using procedures as defined in [ RFC4192].
2.4. Network-Level Design Considerations

| Pv6 provides network adnministrators with a significantly Iarger
address space, enabling themto be very creative in how they can
define logical and practical addressing plans. The subnetting of
assigned prefixes can be done based on various |ogical schenes that
i nvol ve factors such as:
o Using existing systens

* translate the existing subnet nunbers into | Pv6 subnet |Ds

* translate the VLAN IDs into | Pv6 subnet |Ds
0 Redesign

* allocate according to your need
0 Aggregation

* Geographi cal Boundaries - by assigning a common prefix to al
subnets within a geographical area.

* Organi zati onal Boundaries - by assigning a comon prefix to an
entire organi zation or group within a corporate infrastructure

Van de Vel de, et al. I nf or mat i onal [ Page 6]



RFC 5375 | Pv6 Addressing Considerations Decenber 2008

* Service Type - by reserving certain prefixes for predefined
services such as: Vol P, content distribution, wreless
services, Internet access, security areas, etc. This type of
addressi ng may create dependencies on | P addresses that can
make renunbering harder if the nodes or interfaces supporting
those services on the network are sparse within the topol ogy.

Such | ogi cal addressing plans have the potential to sinplify network
operations and service offerings, and to sinplify network nanagenent
and troubl eshooting. A very large network would not need to consider
using private address space for its infrastructure devices, thereby
simplifying network nanagenent.

The network designer nust however keep in mind several factors when
devel opi ng these new addressing schenes for networks with and wi thout
gl obal connectivity:

o Prefix aggregation - The larger |Pv6 addresses can lead to |arger
routing tables unless network designers are actively pursuing
aggregation. Wile prefix aggregation will be enforced by the
service provider, it is beneficial for the individua
organi zations to observe the same principles in their network
desi gn process.

0 Network growth - The allocation nechanismfor flexible growh of a
networ k prefix, docunented in RFC 3531 [ RFC3531] can be used to
all ow the network infrastructure to grow and be nunbered in a way
that is likely to preserve aggregation (the plan | eaves ’holes
for growth).

0 ULA usage in large networks - Networks that have a | arge nunber of
"sites’ that each deploy a ULA prefix that will by default be a
"random /48 under fc00::/7 will have no aggregation of those
prefixes. Thus, the end result may be cunbersome because the
network will have | arge anounts of non-aggregated ULA prefixes
However, there is no rule to disallow large networks fromusing a
single ULA prefix for all 'sites’, as a ULA still provides 16 bhits
for subnetting to be used internally.

0 Compact nunbering of small sites - It is possible that as registry
policies evolve, a snmall site may experience an increase in prefix
| ength when renunbering, e.g., from/48 to /56. For this reason
the best practice is to nunber subnets conpactly rather than
sparsely, and to use |loworder bits as nmuch as possi bl e when
numbering subnets. In other words, even if a /48 is allocated,
act as though only a /56 is available. Cdearly, this advice does
not apply to large sites and enterprises that have an intrinsic
need for a /48 prefix.
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2.

2.

0 Consider assigning nore than one /64 to a site - A small site may
want to enabl e routing anpngst interfaces connected to a gateway
device. For exanple, a residential gateway that receives a /48
and is situated in a home with multiple LANs of different nmedia
types (sensor network, wired, W-Fi, etc.), or has a need for
traffic segnentation (hone, work, kids, etc.), could benefit
greatly fromnmultiple subnets and routing in IPv6. |deally,
resi dential networks would be given an address range of a /48 or
/56 [RIPE_Nov07] such that nultiple /64 subnets could be used
wi thin the residence.

4.1. Sizing the Network Allocation

We do not discuss here how a network designer sizes their application
for address space. By default, a site will receive a /48 prefix

[ RFC3177]; however, different RIR service regions policies my
suggest alternative default assignnments or let the | SPs decide on
what they believe is nore appropriate for their specific case (see
Section 6.5.4, "Assignnents fromLIRs/I1SPs", of [ARIN]). The default
provider allocation via the RIRs is currently a /32 [RI PE_Nov07].
These allocations are indicators for a first allocation for a
network. Different sizes may be obtai ned based on the anticipated
address usage [ RIPE_Nov07]. At the time of witing, there are
exanpl es of allocations as large as /19 having been nade fromRIRs to
provi ders.

4.2. Address Space Conservation

Despite the large | Pv6 address space, which enabl es easier
subnetting, it still is inportant to ensure an efficient use of this
resource. Sonme addressing schenes, while facilitating aggregation
and nanagenent, could lead to significant nunbers of addresses being
unused. Address conservation requirenments are less stringent in

| Pv6, but they should still be observed.

The proposed Host-Density (HD) val ue [ RFC3194] for IPv6 is 0.94
conpared to the current value of 0.96 for IPv4. Note that with |Pv6,
HD is calculated for sites (e.g., on a basis of /56), instead of for
addresses as with | Pv4.

Subnet Prefix Considerations

An inmportant part of an I Pv4 addressing plan is deciding the |ength
of each subnet prefix. Unlike in IPv4, the | Pv6 addressing
architecture [RFC4291] specifies that all subnets using d obally
Uni que Addresses and ULAs al ways have the sane prefix length of 64
bits. (This also applies to the deprecated 6bone and site-loca
addr esses.)
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The only exception to this rule are special addresses starting with
the binary value 000, such as |Pv4-conpatible |IPv6 addresses. These
exceptions are largely beyond the scope of this docunent.

Usi ng a subnet prefix length other than a /64 will break many
features of 1Pv6, including Neighbor Di scovery (ND), Secure Nei ghbor
Di scovery (SEND) [RFC3971], privacy extensions [ RFC4941], parts of
Mobil e | Pv6 [ RFC4866], Protocol |ndependent Milticast - Sparse Mde
(PIMSM with Enbedded- RP [ RFC3956], and Site Miltihoning by |Pv6
Internediation (SH M5) [SH M5], anong others. A nunber of other
features currently in devel opnent, or being proposed, also rely on

/ 64 subnet prefixes.

Nevert hel ess, many | Pv6 inpl enentati ons do not prevent the
admi ni strator from configuring a subnet prefix length shorter or

| onger than 64 bits. Using subnet prefixes shorter than /64 would
rarely be useful; see Appendix B.1 for discussion.

However, sone network administrators have used prefixes |onger than
/64 for links connecting routers, usually just two routers on a
point-to-point link. On links where all the addresses are assigned
by manual configuration, and all nodes on the link are routers (not
end hosts) that are known by the network, adm nistrators do not need
any of the IPv6 features that rely on /64 subnet prefixes, this can
wor k. Using subnet prefixes longer than /64 is not reconmended for
general use, and using themfor |inks containing end hosts would be
an especially bad idea, as it is difficult to predict what |Pv6
features the hosts will use in the future.

Appendi x B. 2 describes sonme practical considerations that need to be
taken into account when using prefixes longer than /64 in limted
cases. |In particular, a nunber of IPv6 features use interface
identifiers that have a special form (such as a certain fixed val ue
in sone bit positions). When using prefixes longer than /64, it is
prudent to avoid certain subnet prefix values so that nodes who
assune that the prefix is /64 will not incorrectly identify the
addresses in that subnet as having a special form Appendix B.2
descri bes the subnet prefix values that are currently believed to be
potentially problematic; however, the list is not exhaustive and can
be expected to growin the future.

Using /64 subnets is strongly reconmmended, also for |inks connecting
only routers. A deploynment conpliant with the current |Pv6

speci fications cannot use other prefix |lengths. However, the V6OPS
WG bel i eves that despite the drawbacks (and a potentially expensive
network redesign, if IPv6 features relying on /64 subnets are needed
in the future), sonme networks administrators will use prefixes |onger
t han / 64.
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3.1. Considerations for /64 Prefixes

Based on RFC 3177 [RFC3177], 64 bits is the prescribed subnet prefix
length to allocate to interfaces and nodes.

When using a /64 subnet |ength, the address assignnent for these
addresses can be nade either by manual configuration, by a Dynamc
Host Configuration Protocol [RFC3315], by statel ess autoconfiguration
[ RFCA862], or by a conbination thereof [RFC3736].

Note that RFC 3177 strongly prescribes 64-bit subnets for genera
usage, and that statel ess autoconfiguration on nost |ink |ayers
(including Ethernet) is only defined for 64-bit subnets. Wiile in
theory it might be possible that some future autoconfiguration
mechani sms woul d all ow | onger than 64-bit prefix |lengths to be used,
the use of such prefixes is not recormended at this tine.

4, Allocation of the I D of an | Pv6 Address

In order to have a conplete |Pv6 address, an interface nust be
associated with a prefix and an Interface Identifier (11D). Section
3 of this docunent analyzed the prefix selection considerations.
This section discusses the elenments that should be consi dered when
assigning the II1D portion of the | Pv6 address.

There are various ways to allocate an | Pv6 address to a device or
interface. The option with the | east anount of caveats for the
network administrator is that of EU -64 [ RFC4862] based addresses.
For the manual or dynamic options, the overlap with well-known |IPv6
addresses shoul d be avoi ded.

4.1. Automatic EU -64 Format Option

When using this nethod, the network administrator has to allocate a
valid 64-bit subnet prefix. Once that allocation has been made, the
EUl - 64 [ RFC4862] all ocation procedure can assign the remaining 64 11D
bits in a stateless manner. Al the considerations for selecting a
valid 11 D have been incorporated into the EU -64 nethodol ogy.

4.2. Using Privacy Extensions

The main purpose of |1Ds generated based on RFC 4941 [ RFC4941] is to
provide privacy to the entity using an |IPv6 address. Wile there are
no particular constraints in the usage of |Pv6 addresses with IIDs as
defined in [ RFC4941], there are sone inplications to be aware of when
using privacy addresses as docunented in Section 4 of RFC 4941

[ RFC4941]
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4.3. Manual / Dynam ¢ Assi gnnent Option

This section discusses those IID allocations that are not inplenented
t hrough statel ess address configuration (Section 4.1). They are
applicable regardless of the prefix length used on the link. It is
out of scope for this section to discuss the various assi gnnent

met hods (e.g., nmanual configuration, DHCPv6, etc).

In this situation, the actual allocation is done by human

i ntervention, and consideration needs to be given to the conplete

| Pv6 address so that it does not result in overlaps with any of the
wel | - known | Pv6 addresses:

0 Subnet Router Anycast Address (Appendix B.2.5.1)
0 Reserved Subnet Anycast Address (Appendix B.2.5.2)
0 Addresses used by Enbedded- RP (Appendi x B. 2. 6)

0 Intra-Site Automatic Tunnel Addressing Protocol (|SATAP) Addresses
(Appendi x B.2.7)

When using an address assigned by human intervention, it is
recomended to choose | Pv6 addresses that are not obvious to guess
and/or to avoid any | Pv6 addresses that enbed | Pv4 addresses used in
the current infrastructure. Followi ng these two reconmendations will
make it nmore difficult for malicious third parties to guess targets
for attack, and thus reduce security threats to a certain extent.

5. Security Considerations

Thi s docunent doesn’t add any new security considerations that aren't
already outlined in the security considerations of the references.

It nmust be noted that using subnet prefixes other than /64 breaks
security nechani sns such as Cryptographically Generated Addresses
(CGAs) and Hash-Based Addresses (HBAs), and thus nakes it inpossible
to use protocols that depend on them

6. Acknow edgenents

Constructive feedback and contri butions have been received during

| ESG review cycle and from Marla Azinger, Stig Venaas, Pekka Savol a,
John Spence, Patrick Grossetete, Carlos Garcia Braschi, Brian
Carpenter, Mark Smith, Janos Mhacsi, JimBound, Fred Tenplin, G nny
Li stman, Sal man Assadul | ah, Krishnan Thirukonda, and the | ESG

Van de Vel de, et al. I nf or mat i onal [ Page 11]



RFC 5375 | Pv6 Addressing Considerations Decenber 2008
7. Informative References

[ RFC1918] Rekhter, Y., Mskowitz, R, Karrenberg, D., G oot,
G, and E. Lear, "Address Allocation for Private
Internets”, BCP 5, RFC 1918, February 1996.

[ RFC2526] Johnson, D. and S. Deering, "Reserved | Pv6 Subnet
Anycast Addresses", RFC 2526, March 1999.

[ RFC3021] Retana, A., Wiite, R, Fuller, V., and D. MPherson
"Using 31-Bit Prefixes on | Pv4 Point-to-Point Links",
RFC 3021, Decenber 2000.

[ RFC3053] Durand, A., Fasano, P., GQuardini, 1., and D. Lento,
"I Pv6 Tunnel Broker", RFC 3053, January 2001.

[ RFC3056] Carpenter, B. and K. Moore, "Connection of |Pv6
Domai ns via | Pv4 O ouds", RFC 3056, February 2001

[ RFC3177] | AB and | ESG "I AB/ | ESG Recommendati ons on | Pv6
Address Allocations to Sites", RFC 3177,
Sept enber 2001.

[ RFC3180] Meyer, D. and P. Lothberg, "GLOP Addressing in
233/8", BCP 53, RFC 3180, Septenber 2001

[ RFC3194] Durand, A. and C. Huitema, "The H Density Ratio for
Addr ess Assignnent Efficiency An Update on the H
rati o", RFC 3194, Novenber 2001.

[ RFC3315] Drons, R, Bound, J., Volz, B., Lenon, T., Perkins,
C., and M Carney, "Dynami c Host Configuration
Protocol for |IPv6 (DHCPv6)", RFC 3315, July 2003.

[ RFC3484] Draves, R, "Default Address Sel ection for Internet
Prot ocol version 6 (IPv6)", RFC 3484, February 2003.

[ RFC3531] Bl anchet, M, "A Flexible Method for Managi ng the
Assignnment of Bits of an |Pv6 Address Bl ock",
RFC 3531, April 2003.

[ RFC3587] H nden, R, Deering, S., and E. Nordmark, "I|Pv6
G obal Unicast Address Format", RFC 3587,
August 2003.

[ RFC3627] Savola, P., "Use of /127 Prefix Length Between

Van de Vel de,

Routers Consi dered Harnful ", RFC 3627,
Sept enber 2003.

et al. I nf or mat i onal [ Page 12]



RFC 5375

[ RFC3633]

[ RFC3701]

[ RFC3736]

[ RFC3879]

[ RFC3956]

[ RFC3971]

[ RFC4192]

[ RFC4193]

[ RFC4218]

[ RFC4219]

[ RFC4271]

[ RFC4291]

[ RFC4477]

Van de Vel de,

| Pv6 Addressing Considerations Decenber 2008

Troan, O and R Drons, "IPv6 Prefix Options for
Dynanmi ¢ Host Configuration Protocol (DHCP) version
6", RFC 3633, Decenber 2003.

Fink, R and R Hinden, "6bone (IPv6 Testing Address
Al'l ocation) Phaseout"”, RFC 3701, March 2004.

Droms, R, "Stateless Dynami c Host Configuration
Prot ocol (DHCP) Service for |Pv6", RFC 3736,
April 2004.

Huitema, C. and B. Carpenter, "Deprecating Site Local
Addr esses", RFC 3879, Septenber 2004.

Savol a, P. and B. Haberman, "Enbeddi ng the Rendezvous
Point (RP) Address in an I Pv6 Milticast Address”,
RFC 3956, Novenber 2004.

Arkko, J., Kenmpf, J., Zill, B., and P. N kander,
"SEcure Nei ghbor Discovery (SEND)", RFC 3971,
Mar ch 2005.

Baker, F., Lear, E., and R Drons, "Procedures for
Renunbering an | Pv6 Network without a Flag Day",
RFC 4192, Septenber 2005.

H nden, R and B. Habernman, "Unique Local |Pv6
Uni cast Addresses", RFC 4193, Cctober 2005.

Nordrmark, E. and T. Li, "Threats Relating to |IPv6
Mul ti homi ng Sol utions", RFC 4218, Cctober 2005.

Lear, E., "Things Multihonming in |IPv6 (MILTI6)
Devel opers Shoul d Thi nk About", RFC 4219,
COct ober 2005.

Rekhter, Y., Li, T., and S. Hares, "A Border Gateway
Protocol 4 (BGP-4)", RFC 4271, January 2006.

H nden, R and S. Deering, "IP Version 6 Addressing
Architecture", RFC 4291, February 2006.

Chown, T., Venaas, S., and C Strauf, "Dynam c Host
Configuration Protocol (DHCP): |Pv4 and | Pv6 Dual -
Stack Issues", RFC 4477, May 2006.

et al. I nf or mat i onal [ Page 13]



RFC 5375

[ RFC4798]

[ RFCA862]

[ RFC4866]

[ RFC4941]

[ RFC5214]

[ RFC5157]

[ SHI V8]

[ ARI N|

[ Rl PE_NovO07]

[ RI PE_Jul 07]

[ APNI C | Pv6]

[ LACNI C_| Pv6]

| Pv6 Addressing Considerations Decenber 2008

De Cercq, J., Oons, D., Prevost, S., and F. Le
Faucheur, "Connecting |Pv6 |slands over |Pv4 MPLS
Using | Pv6 Provider Edge Routers (6PE)", RFC 4798,
February 2007.

Thonmson, S., Narten, T., and T. Jinnei, "IPv6
St at el ess Address Aut oconfiguration", RFC 4862,
Sept enber 2007.

Arkko, J., Vogt, C., and W Haddad, "Enhanced Route
Optimization for Mbile | Pv6", RFC 4866, May 2007.

Narten, T., Draves, R, and S. Krishnan, "Privacy
Ext ensi ons for Statel ess Address Autoconfiguration in
| Pv6", RFC 4941, Septenber 2007.

Termplin, F., Geeson, T., and D. Thaler, "Intra-Site
Aut omati ¢ Tunnel Addressing Protocol (I SATAP)",
RFC 5214, March 2008.

Chown, T., "IPv6 Inplications for Network Scanning",
RFC 5157, March 2008.

| ETF, "Site Miultihom ng by I Pv6 Internediation
(shinB) Charter", <http://ww.ietf.org/htm .charters/
shi m6-charter. htm >,

ARI'N, "ARI N Nunber Resource Policy Manual",
Ver si on 2008. 4, Septenber 2008,
<http://ww. arin. net/policy/nrpmhtn >,

APNIC, ARIN, RIPE NCC, "IPv6 Address Allocation and
Assi gnnent Policy", ripe-421, Novenber 2007,
<http://ww.ripe.net/ripe/docs/ipvepolicy.htm >

APNIC, ARIN, RIPE NCC, "IPv6 Address Allocation and
Assi gnnent Policy", ripe-412, July 2007,
<http://ww.ripe.net/ripel/docs/ripe-412. htn >

APNI C, "IPv6 Address Allocation and Assignnent
Policy", APN C- 089, August 2008, <http://
WWw. apni c. net/ policy/ipv6-address-policy. htn >,

LACNIC, "Internet Resource Managenent Policies in
Latin America and the Caribbean: |Pv6 Address

Al'l ocati on and Assignment Policy",
<http://lacnic.net/en/politicas/ipv6.htm >.

Van de Vel de, et al. I nf or mat i onal [ Page 14]



RFC 5375 | Pv6 Addressing Considerations Decenber 2008

[AFRINIC I Pv6] AfriNIC, "Afri NIC | Pv6 Address Allocation and
Assi gnnment Policy", March 2004,
<http://ww. afrinic.net/docs/policies/
af pol -v6200407- 000. ht nr>.

[ THI NKABQUT] Chown, T., Thonpson, M, Ford, A, and S. Venaas,

"Things to think about when Renunbering an | Pv6
networ k", Work in Progress, March 2007.

Van de Vel de, et al. I nf or mat i onal [ Page 15]



RFC 5375 | Pv6 Addressing Considerations Decenber 2008

Appendi x A, Case Studies

Thi s appendi x contains two case studies for |Pv6 addressi ng schenmas
that have been based on the statements and considerations of this
docunent. These case studies illustrate how this docunment has been
used in two specific network scenarios. The case studies may serve
as basic considerations for an adninistrator who designs the | Pv6
addressi ng schema for an enterprise or |SP network, but are not

i ntended to serve as a general design proposal for every kind of |IPv6
network. All subnet sizes used in this appendix are for practica
visual i zation and do not dictate RIR policy.

A. 1. Enterprise Considerations

In this section, one considers a case study of a canpus network that
is deploying IPv6 in parallel with existing |IPv4 protocols in a dual -
stack environnment. The specific exanple is the University of

Sout hanpton (UK), focusing on a |large departnent within that network
The depl oynent currently spans around 1,000 hosts and over 1,500
users.

A.1.1. (Obtaining General |Pv6 Network Prefixes

In the case of a canpus network, the site will typically take its
connectivity fromits National Research and Educati on Network (NREN).
Sout hanpt on connects to JANET, the UK acadenm c network, via its loca
regi onal network LeNSE (Learning Network South East). JANET
currently has a /32 allocation from R PE NCC. The current
recommended practice is for sites to receive a /48 allocation; on
this basis, Southanpton has received such a prefix for its own use
The regi onal network also uses its own allocation fromthe NREN

provi der.

No ULA addressing is used on site. The canpus is not nultihomed
(JANET is the sole provider), nor does it expect to change service
provi der, and thus does not plan to use ULAs for the (perceived)
benefit of easing network renunbering. |ndeed, the canpus has
renunbered followi ng the aforenentioned renunbering procedure

[ RFC4192] on two occasions, and this has proven adequate (wth
provi sos docunmented in [ TH NKABOUT]). The canpus does not see any
need to deploy ULAs for in-band or out-of-band network managenent;
there are enough I Pv6 prefixes available in the site allocation for
the infrastructure. |In sone cases, use of private |IP address space
in |Pv4d creates problenms, so University of Southanpton believes that
the availability of anple global |Pv6 address space for
infrastructure nay be a benefit for many sites.
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No 6bone addressing is used on site any nore. Since the 6bone
phaseout of June 2006 [ RFC3701], nobst transit |SPs have begun
filtering attenpted use of such prefixes.

Sout hanpt on does participate in global and organizati onal scope |Pv6
mul ti cast networks. Milticast address allocations are not discussed
here as they are not in scope for the docunent. It is noted that

| Pv6 has advantages for nulticast group address allocation. |In |Pv4,
a site needs to use techniques Iike GLOP [ RFC3180] to pick a globally
uni que nulticast group to use. This is problematic if the site does
not use the Border Gateway Protocol (BGP) [RFC4271] and does not have
an Aut ononpus System Nunber (ASN). In |IPv6,0 unicast-prefix-based

I Pv6 nulticast addresses enpower a site to pick a globally unique
group address based on its own unicast site or link prefix.
Enbedded-RP is also in use, is seen as a potential advantage for |Pv6
and nulticast, and has been tested successfully across providers
between sites (including paths to/fromthe US and UK).

A.1.2. Form ng an Address (Subnet) Allocation Plan

The canpus has a /16 prefix for I Pv4 use; in principle, 256 subnets
of 256 addresses. In reality, the subnetting is mnuddier, because of
concerns of |1Pv4 address conservation; subnets are sized to the hosts
within them e.g., a /26 IPv4d prefix is used if a subnet has 35 hosts
init. Wile this is efficient, it increases nanagenent burden when
physi cal depl oynents change, and | Pv4 subnets require resizing (up or
down), even when DHCP is in use.

The /48 I Pv6 prefix is considerably larger than the I Pv4 allocation
already in place at the site. It is loosely equivalent to a ’'C ass
A IPv4 prefix in that it has 2716 (over 65,000) subnets, but has an
effectively unlimted subnet address size (2764) conpared to 256 in
the | Pv4 equivalent. The increased subnet size nmeans that /64 |Pv6
prefixes can be used on all subnets, w thout any requirenment to
resize themat a later date. The increased subnet vol unme all ows
subnets to be allocated nore generously to schools and departnents in
the canpus. While address conservation is still inportant, it is no
| onger an inpedi ment to network nmanagenent. Rather, address (subnet)
all ocation is nore about enbracing the avail abl e address space and

pl anni ng for future expansion

In a dual -stack network, it was chosen to deploy the | P subnets
congruently for IPv4 and IPv6. This is because the systens are stil
in the same administrative domai ns and the sanme geography. It is not
expected to have I Pv6-only subnets in production use for a while yet,
outside the test beds and sonme early Mbile IPv6 trials. Wth
congruent addressing, the firewall policies are also aligned for |Pv4
and I Pv6 traffic at the site border
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The subnet allocation plan required a division of the address space
per school or departnent. Here, a /56 was allocated to the schoo

| evel of the university; there are around 30 schools currently. A
/56 of |1 Pv6 address space equates to 256 /64 subnet allocations.
Further /56 allocations were made for central |IT infrastructure, the
network infrastructure, and the server side systens.

A.1.3. Oher Considerations

The network uses a Denmilitarized Zone (DWMZ) topology for some |eve
of protection of ’public’ systems. Again, this topology is congruent
with the | Pv4 network.

There are no specific transition nethods deployed internally to the
canmpus; everything is using the conventional dual-stack approach
There is no use of | SATAP [ RFC5214] for exanpl e.

For the Mobile IPv6 early trials, there is one allocated prefix for
Honme Agent (HA) use. However, there has been no detailed

consi deration yet regarding how Mbile |IPv6 usage may grow, and
whet her nore subnets (or even every subnet) will require HA support.

The university operates a tunnel broker [RFC3053] service on behalf
of the United Kingdom Educati on and Research Network Associ ation
(UKERNA) for JANET sites. This uses separate address space from
JANET, not the university site allocation

A.1.4. Node Configuration Considerations

Currently, stateless autoconfiguration is used on nost subnets for

| Pv6 hosts. There is no DHCPv6 service depl oyed yet, beyond tests of
early code releases. It is planned to depl oy DHCPv6 for address
assi gnnent when robust client and server code is available (at the
time of witing, the potential for this |ooks good, e.g., via the
Internet Systenms Consortium (1SC) inplenentation). University of
Sout hanpton is al so investigating a conmon integrated DHCP/ DNS
managenent platform even if the servers thenselves are not co-

| ocated, including integrated DHCPv4 and DHCPv6 server configuration
as discussed in [RFC4477]. Currently, clients with statel essly

aut oconfi gured addresses are added to the DNS manual |y, though
dynamic DNS is an option. The network admi nistrators would prefer
the use of DHCP because they believe it gives them nore nanagenent
control
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Regarding the inplications of the |arger |Pv6 subnet address space on
scanni ng attacks [ RFC5157], it is noted that all the hosts are dual -
stack, and thus are potentially exposed over both protocols anyway.
Al'l addresses are published in DNS, and the site does not operate a

t wo- faced DNS.

Currently, there is internal usage of RFC 4941 privacy addresses

[ RFC4941] (certain platforms ship with it on by default), but network
adm nistrators may desire to disable this (perhaps via DHCP) to ease
managenment conplexity. However, it is desired to determ ne the
feasibility of this on all systens, e.g., for guests on wireless LAN
or other user-maintained systens. Network nanagenent and nonitoring
shoul d be sinpler wthout RFC 4941 in operation, in ternms of

i dentifying which physical hosts are using which addresses. Note
that RFC 4941 is only an issue for outbound connections, and that
there is potential to assign privacy addresses via DHCPv6.

Manual |y configured server addresses are used to avoid address
changes based upon change of network adaptor. Wth |IPv6 you can pick
::53 for a DNS server, or you can pick 'random addresses for
obfuscation, though that’s not an issue for publicly advertised
addresses (dns, nx, web, etc.).

A. 2. Service Provider Considerations

In this section an | Pv6 addressing schena is sketched that could
serve as an exanple for an Internet Service Provider.

Appendix A 2.1 starts with sone thoughts regardi ng objective

requi renents of such an addressing schema and derives a few genera
rul es of thunb that have to be kept in nind when designing an | SP
| Pv6 addressing plan.

Appendix A 2.2 illustrates the findings of Appendix A 2.1 with an
exenpl ary |1 Pv6 addressing schema for an MPLS-based | SP offering
Internet services as well as network access services to severa
mllions of custoners.

A.2.1. Investigation of Objective Requirenments for an | Pv6 Addressing
Schema of a Service Provider

The first step of the I Pv6 addressing plan design for a service
provi der should identify all technical, operational, political, and
busi ness requirenments that have to be satisfied by the services
supported by this addressing schena.
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According to the different technical constraints and busi ness nodel s
as well as the different weights of these requirenments (fromthe
poi nt of view of the corresponding service provider), it is very
likely that different addressing schemas will be devel oped and

depl oyed by different ISPs. Neverthel ess, the addressing schema of
Appendi x A 2.2 is one possible exanple.

For this docunent, it is assuned that our exenplary ISP has to
fulfill several roles for its custoners such as:

0 Local Internet Registry
o Network Access Provider
0o Internet Service Provider

A.2.1.1. Recommendations for an | Pv6 Addressing Schema fromthe LIR
Per spective of the Service Provider

Inits role as Local Internet Registry (LIR), the service provider
has to care about the policy constraints of the RIRs and the
standards of the | ETF regarding | Pv6 addressing. |In this context,
the foll ow ng basic reconendati ons have to be considered and shoul d
be satisfied by the | Pv6 address allocation plan of a service

provi der:

0 As recommended in RFC 3177 [ RFC3177] and in several RIR policies,
"Common" custoners sites (normally private custoners) shoul d
receive a /48 prefix fromthe aggregate of the service provider
(Note: The addressing plan nust be flexible enough and take into
account the possible change of the mninmumallocation size for end
users currently under definition by the RIRs.)

o0 "Big custoners" (like big enterprises, governnental agencies,
etc.) may receive shorter prefixes according to their needs, when
their needs can be docunented and justified to the RIR

0 The IPv6 address allocation schema has to be able to neet the HD
ratio that is proposed for IPv6. This requirenment corresponds to
the demand for an efficient usage of the | Pv6 address aggregate by
the service provider. (Note: The currently valid IPv6 HD-ratio of
0.94 neans an effective usage rate of about 22% of a /20 prefix of
the service provider, on the basis of /56 assignnents.)

o All assignments to custoners have to be docunented and stored into
a dat abase that can also be queried by the RIR
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o The LIR has to nake avail able the neans for supporting the reverse
DNS mappi ng of the customer prefixes.

o0 |Pv6e Address Allocation and Assignnment Policies can be found at
RIRs and are simlar in many aspects. See [RI PE_Nov07],
[RIPE_Jul 07], [APNIC_IPv6], [LACNIC | Pv6], [AFRINIC_I Pv6], and
Section 6 of [ARIN].

A 2.1.2. |Pv6 Addressing Schema Reconmendations fromthe ISP
Per spective of the Service Provider

Fromthe | SP perspective, the follow ng basic requirenents can be
identified:

0 The IPv6 address allocation schema nust be able to realize a
maxi mal aggregation of all |Pv6 address del egations to customners
into the address aggregate of the service provider. Only this
provi der aggregate will be routed and injected into the globa
routing table (DFZ, "Default-Free Zone"). This strong aggregation
keeps the routing tables of the DFZ small and eases filtering and
access control very rnuch.

o The I Pv6 addressing schema of the SP should contain optinm
flexibility since the infrastructure of the SP will change over
time with new custoners, transport technol ogi es, and busi ness
cases. The requirenent of optimal flexibility is contrary to the
reconmendati on of strong | Pv6 address aggregation and efficient
address usage, but each SP has to deci de which of these
requirenents to prioritize

0 Wiile keeping the multilevel network hierarchy of an ISP in mnd
note that due to addressing efficiency reasons, not all hierarchy
| evel s can and should be mapped into the | Pv6 addressi ng schema of
an | SP. Sonetinmes it is nuch better to inplenent a nore "flat"
addressing for the ISP network than to | ose big chunks of the |IPv6
address aggregate in addressing each | evel of network hierarchy.
(Note: In special cases, it is even recommended for really "snall"
| SPs to design and inplenent a totally flat |Pv6 addressi ng schenma
wi t hout any | evel of hierarchy.)

0 A decoupling of provider network addressing and custoner
addressing is reconmended. (Note: A strong aggregation (e.g., on
POP, Aggregation Router (AG, or Label Edge Router (LER) |evel)
limts the nunbers of custoner routes that are visible within the
| SP network, but also brings down the efficiency of the |IPv6
addressi ng schema. That’'s why each | SP has to deci de how many
internal aggregation levels it wants to deploy.)
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A . 2.1.3. | Pv6 Addressing Schema Recomendations fromthe Network Access
Provi der Perspective of the Service Provider

As already done for the LIR and the ISP roles of the SP it is also
necessary to identify requirements that come fromits Network Access
Provider role. Sone of the basic requirenents are:

o The I Pv6 addressing schenma of the SP, it nust be chosen in a way
that it can handle new requirements that are triggered from
customer side. For instance, this can be the custoner’s grow ng
needs for | Pv6 addresses as well as custoner-driven nodifications
within the access network topology (e.g., when the custoner noves
fromone point of network attachnent (POP) to another). (See
Appendi x A 2.3.4, "Changing the Point of Network Attachnent".)

o For each |IPv6 address assignment to customers, a "buffer zone"
shoul d be reserved that allows the customer to growin its
addr essi ng range wi thout renunbering or assignnent of additiona
prefixes.

0o The I Pv6 addressing schema of the SP nust deal with nmultiple
attachnents of a single custonmer to the SP network infrastructure
(i.e., nmultihomed network access with the sane SP)

These few requirenments are only part of the requirements a service
provider has to investigate and keep in mind during the definition
phase of its addressing architecture. Each SP will nost |ikely add
nmore constraints to this list.

A 2.1.4. A Few Rules of Thunb for Designing an | SP | Pv6 Addressing
Architecture

As a result of the above enuneration of requirenents regarding an | SP
| Pv6 addressing plan, the followi ng design "rules of thunb" have been

derived:

0 No "One size fits all". Each ISP nust develop its own | Pv6
address all ocati on schenma depending on its concrete business
needs. It is not practical to design one addressing plan that

fits for all kinds of I1SPs (small / big, routed / MPLS-based,
access / transit, LIR/ No LIR etc.).

o The levels of |IPv6 address aggregation within the | SP addressing
schenma should strongly correspond to the inpl enented network
structure, and their nunmber should be m ninized because of
efficiency reasons. It is assunmed that the SP's own
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A 2.

infrastructure will be addressed in a fairly flat way, whereas
part of the custoner addressing architecture should contain
several |evels of aggregation.

0 Keep the nunber of IPv6 customer routes inside your network as

smal | as possible. A totally flat custoner |Pv6 addressing
architecture w thout any internediate aggregation level will |ead
to lots of customer routes inside the SP network. A fair trade-
of f between address aggregation levels (and hence the size of the
internal routing table of the SP) and address conservation of the
addressing architecture has to be found.

o0 The ISP I Pv6 addressi ng schema shoul d provide maximal flexibility.
This has to be realized for supporting different sizes of custoner
| Pv6 address aggregates ("big" custoners vs. "snall" custoners) as
well as to allow future growth rates (e.g., of custoner
aggregat es) and possi bl e topol ogi cal or infrastructural changes.

o Alimted nunber of aggregation |evels and sizes of customner
aggregates will ease the nanagenent of the addressi ng schena.
This has to be wei ghed agai nst the previous "rule of thunb"
flexibility.

2. Exenplary IPv6 Address Allocation Plan for a Service Provider
In this exanple, the service provider is assuned to operate an MPLS-
based backbone and to inplenent |IPv6 Provider Edge Routers (6PE)

[ RFCA798] to provide | Pv6 backbone transport between the different
| ocations (POPs) of a fully dual -stacked network access and
aggregati on area.

In addition, it is assumed that the service provider

o0 has received a /20 fromits RIR

0O operates its own LIR

0 has to address its own | Pv6 infrastructure

0 delegates prefixes fromthis aggregate to its custoners

Thi s addressing schema should illustrate how the /20 | Pv6 prefix of
the SP can be used to address the SP's own infrastructure and to

del egate I Pv6 prefixes to its custoners, follow ng the above-
nmentioned requirenments and rules of thunb as far as possible.
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The figure bel ow sunmari zes the device types in an SP network and the
typi cal network design of a MPLS-based service provider. The network
hi erarchy of the SP has to be taken into account for the design of an
| Pv6 addressing schema; it defines the basic shape of the addressing
schema and the various |evels of aggregation

o m o m m e o o e e e e e e e e e e e e e mmee i —eaao - +
| LSRs of the MPLS Backbone of the SP
o o m e o o e e e e o e e e e o e e e e e e e eee o —eaao - +
| | | | |
| | | | |
+--- - - + 4o + [ + [ + [ +
| LER| | LER | | LER-BB | | LER-BB | | LER-BB |
oo +  H----- + Fommmme o + Fommmme o + Fommmme o +
| | | | | | / | | |
| | | | | | / | | |
| | | | [ + - ---- + [ + | |
| | | | |BB-RAR| | BB-RAR| | AG | | |
| | | | S e +  4------ + S e + | |
| | | | | | | | | |
| | | | || || | | | |
| | | | | | | | +----- +  4----- +  4----- +  4----- +
| | | | | | | | RAR| | RAR| | RAR| | RAR|
| | | | | | | | +----- +  H----- +  H----- +  H----- +
| | | | | |1 | | | | | | |
| | | | | [ | | | | | | |
o m o m m e o o e e e e e e e e e e e e e e eee e eeeao o +
| Cust omer net wor ks |
o o o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +
LSR Label Swi tch Router
LER Label Edge Router
LER-BB Broadband Label Edge Router
RAR Renpot e Access Router
BB- RAR Broadband Renote Access Router
AG Aggr egati on Router

Exenpl ary Service Provi der Network

The follow ng should be taken into consideration when nmaking the
basi ¢ design decisions for the exenplary service provider |Pv6
addressing plan regardi ng custoner prefixes.

0 The prefixes assigned to all custoners behind the same LER (or
LER-BB) are aggregated under one LER prefix. This ensures that
t he nunber of I abels that have to be used for 6PEis limted and
hence provides strong MPLS | abel conservation
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o The /20 prefix of the SP is separated into 3 different pools that
are used to allocate | Pv6 prefixes to the custonmers of the SP

1. A pool (e.g., /24) for satisfying the addressing needs of
really "big" custoners (as defined in Appendix A 2.2.1.1) that
need | Pv6 prefixes larger than /48 (e.g., /32). These
customers are assuned to be connected to several POPs of the
access network, so that this custoner prefix will be visible
in each of these POPs.

2. A pool (e.g., /24) for the LERs with direct custoner
connections (e.g., dedicated line access) and wi thout an
addi ti onal aggregation area between the custoner and the LER
(These LERs are nostly connected to a linited nunber of
customers because of the linmited nunber of interfaces/ports.)

3. Alarger pool (e.g., 14*/24) for LERs (or LER-BBs) that serve
a hi gh nunber of custoners that are normally connected via
sonme kind of aggregation network (e.g., DSL custoners behind a
BB- RAR or dial-in custoners behind a RAR)

o The I Pv6 address del egation wthin each pool (the end custoner
del egation or the aggregates that are dedicated to the LER itself)
shoul d be chosen with an additional buffer zone of 100-300% for
future growth. That is, 1 or 2 additional prefix bits should be
reserved according to the expected future growh rate of the
correspondi ng custoner or the correspondi ng network device
aggr egat e.

A .2.2.1. Defining an I Pv6 Address Allocation Plan for Custoners of the
Servi ce Provider

A 2.2.1.1. "Big" Custoners

The SP's "big" customers receive their prefix fromthe /24 1Pv6
address aggregate that has been reserved for their "big" custoners.
A custoner is considered a "big" custonmer if it has a very conpl ex
network infrastructure and/or huge | Pv6 address needs (e.g., because
of very large custoner nunmbers) and/or several uplinks to different
POPs of the SP network.

The assigned | Pv6 address prefixes can have a prefix length in the
range 32-48 and for each assignnent a 100 or 300% future grow ng zone
is marked as "reserved" for this customer. For instance, this neans
that with a delegation of a /34 to a custonmer the correspondi ng /32
prefix (which contains this /34) is reserved for the customer’s
future usage

Van de Vel de, et al. I nf or mat i onal [ Page 25]



RFC 5375 | Pv6 Addressing Considerations Decenber 2008

The prefixes for the "big" custoners can be chosen fromthe
correspondi ng "big customer" pool by either using an equidi stant
al gorithm or using nmechanisns sinmlar to the Sparse Allocation
Al gorithm (SAA) [ RI PE_NovO07].

A2 2. 1. 2. "Common" Custoners

Al'l custoners that are not "big" custoners are considered as "conmon"
customers. They represent the mgjority of custoners, hence they
receive a /48 out of the IPv6 custonmer address pool of the LER where
they are directly connected or aggregat ed.

Again a 100-300% future growing | Pv6 address range is reserved for
each custoner, so that a "commpn" custoner receives a /48 allocation
but has a /47 or /46 reserved.

(Note: If it is obvious that the |ikelihood of needing a /47 or /46
inthe future is very snall for a "common" custoner, then no grow ng
buffer should be reserved for it, and only a /48 will be assigned

wi t hout any grow ng buffer.)

In the network access scenarios where the custoner is directly
connected to the LER, the customer prefix is directly taken out of
the custoner |Pv6 address aggregate (e.g., /38) of the correspondi ng
LER

For other cases (e.g., the customer is attached to a RAR that is
itself aggregated to an AGor to a LER-BB), at least 2 different
approaches are possible.

1) WMapping of Aggregation Network Hierarchy into Custoner |Pv6
Addressi ng Scherma. The aggregation network hierarchy could be
mapped into the design of the custonmer prefix pools of each
network level in order to achieve a nmaximal aggregation at the
LER level as well as at the internediate |evels. (Exanple:
Customer - /48, RAR - /38, AG- /32, LER-BB - /30). At each
network | evel, an adequate growi ng zone shoul d be reserved.
(Note: O course, this approach requires sonme "fine tuning" of
t he addressing schena based on a very good know edge of the
Service Provider network topol ogy including actual growi ng ranges
and rates.)

When the |1 Pv6 custoner address pool of a LER (or another device
of the aggregation network -- AG or RAR) is exhausted, the
related LER (or AG or RAR) prefix is shortened by 1 or 2 bits
(e.g., from/38 to /37 or /36) so that the originally reserved
growi ng zone can be used for further IPv6 address allocations to
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custoners. In the case where this growing zone is exhausted as
well, a new prefix range fromthe correspondi ng pool of the next-
hi gher hierarchy |evel can be requested.

2) "Flat" Custoner |Pv6 Addressing Schema. The other option is to
all ocate all the custoner prefixes directly out of the custoner
| Pv6 address pool of the LER where the custoners are attached and
aggregated and to ignore the internedi ate aggregati on network
infrastructure. O course, this approach | eads to a higher
anount of custonmer routes at the LER and aggregati on network
level, but it takes a great ampunt of conplexity out of the
addressi ng schema. Neverthel ess, the aggregation of the custoner
prefixes to one prefix at the LER level is realized as required
above.

Not e: The handling of changes (e.g., technically triggered changes)
within the | SP access network is discussed briefly in
Appendi x A 2.3.5.

If the actual observed growing rates show that the reserved grow ng
zones are not needed, then they can be freed and used for assignnents
for prefix pools to other devices at the sanme | evel of the network

hi er ar chy.

A 2.2.2. Defining an I Pv6 Address Allocation Plan for the Service
Provi der Network I nfrastructure

For the | Pv6 addressing of the SP's own network infrastructure, a /32
(or /40) fromthe "big" customers address pool can be chosen

This SP infrastructure prefix is used to code the network
infrastructure of the SP by assigning a /48 to every POP/location and
using (for instance) a /56 for coding the corresponding router within
this POP. Each SP internal link behind a router interface could be
coded using a /64 prefix. (Note: Wiile it is suggested to choose a
/48 for addressing the POP/location of the SP network, it is left to
each SP to decide what prefix length to assign to the routers and
links within the POP.)

The 11 Ds of the router interfaces may be generated by using EU -64 or
t hrough pl ain manual configuration, e.g., for coding additiona
network or operational information into the 11D

Again, it is assuned that 100-300% growi ng zones are needed for each

| evel of network hierarchy, and additional prefix bits may be
assigned to POPs and/or routers if needed.
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Loopback interfaces of routers may be chosen fromthe first /64 of
the /56 router prefix (in the exanple above).

(Note: The /32 (or /40) prefix that has been chosen for addressing
the SPs own | Pv6 network infrastructure |eaves enough space to code
additional functionalities like security levels or private and test
infrastructure, although such approaches haven’'t been considered in
nore detail for the above-described SP until now)

Point-to-point links to custoners (e.g., PPP links, dedicated lines,
etc.) may be addressed using /126 prefixes out of the first /64 of
the access routers that could be reserved for this reason

A 2.3. Additional Renarks
A.2.3.1. ULA

There are no conpelling reasons for service providers to use ULAs.
See Section 2.2.

ULAs coul d be used inside the SP network in order to have an
additional "site-local scoped" |IPv6 address for the SP's own
infrastructure, for instance, for network managenent reasons and in
order to have an addressing schema that can’t be reached from outside
t he SP network.

When ULAs are used, it is possible to map the proposed internal |Pv6
addressing of the SPs own network infrastructure (as described in
Appendix A 2.2.2) directly to the ULA addressing schema by
substituting the /48 POP prefix with a /48 ULA site prefix.

A .2.3.2. Milticast

I Pv6 nulticast-related addressing issues are out of the scope of this
docunent .

A . 2.3.3. POP Miltihom ng

POP nul ti homing (or better, LER nultihoning) of custoners with the
same SP can be realized within the proposed | Pv6 addressing schema of
the SP by assigning nmultiple LER- dependent prefixes to this custoner
(i.e., considering each custoner |ocation as a single custoner) or by
choosi ng a custoner prefix out of the pool of "big" custonmers. The
second sol ution has the disadvantage that in every LER where the
customer is attached, this prefix will appear inside the IGP routing
table, thus requiring an explicit MPLS | abel
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Not e: The negative effects (described above) of POP/LER nultihoning
on the addressing architecture in the SP access network are not

resol ved by inplenmenting the Site Miulti homing by | Pv6 Internediation
(SHI M) approach. SHIM6 only targets a mechanismfor dealing with
multiple prefixes in end systens. The SP is expected to have
unaggregated custoner prefixes in its internal routing tables.

A.2.3.4. Changing the Point of Network Attachnent

In the possible case that a custonmer has to change its point of
network attachnment to another POP/LER within the | SP access network,
two di fferent approaches can be applied, assum ng that the custoner
uses PA addresses out of the SP aggregate:

1) The custoner has to renunber its network with an adequate
customer prefix out of the aggregate of the correspondi ng LER/ RAR
of its new network attachnment. To mnimze the adm nistrative
burden for the custoner, the prefix should be of the sane size as
the fornmer. This conserves the | Pv6 address aggregation within
the SP network (and the MPLS | abel space) but adds additiona
burden to the custoner. Hence, this approach will nost |ikely
only be chosen in the case of "small custonmers"” with tenporary
addr essi ng needs and/or prefix delegation with address
aut oconfi guration.

2) The customer does not need to renunber its network and keeps its
address aggregate.

Thi s approach leads to additional nore-specific routing entries
within the 1GP routing table of the LER and will hence consune
additional MPLS labels, but it is totally transparent to the
customer. Because this results in additional adm nistrative
effort and will stress the router resources (| abel space, nenory)
of the ISP, this solution will only be offered to the nost

val uabl e custoners of an ISP (e.g., "big customers” or
"enterprise custoners").

Nevert hel ess, the | SP again has to find a fair trade-off between
customer renunbering and sub-optinmal address aggregation (i.e.
the generation of additional nore-specific routing entries within
the 1GP and the waste of MPLS | abel space).
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A . 2.3.5. Restructuring of SP (Access) Network and Renunbering

A technically triggered restructuring of the SP (access) network (for
i nstance, because of split of equipnment or installation of new

equi prent) should not |lead to a customer network renunbering. This
chal | enge shoul d be handl ed in advance by an intelligent network
design and | Pv6 address pl anni ng.

In the worst case, the customer network renunbering could be avoi ded
t hrough the inplenmentati on of nore-specific customer routes. (Note:
Since this kind of network restructuring will nostly happen wthin
the access network (at the level) below the LER the LER aggregation
level will not be harnmed and the nore-specific routes will not
consunme additional MPLS | abel space.)

A . 2.3.6. Extensions Needed for the Later IPv6 Mgration Phases

The proposed | Pv6 addressi ng schenma for an SP needs sone slight
enhancenents / nodifications for the |ater phases of |Pv6
integration, for instance, when the whole MPLS backbone
infrastructure (LDP, 1GP, etc.) is realized over |IPv6 transport, and
an | Pv6 addressing of the LSRs is needed. Oher changes may be
necessary as well but should not be explained at this point.

Appendi x B. Considerations for Subnet Prefixes Different than /64
B.1. Considerations for Subnet Prefixes Shorter than /64

An allocation of a prefix shorter then 64 bits to a node or interface
is considered bad practice. One exception to this statenent is when
using 6to4 technol ogy where a /16 prefix is utilized for the pseudo-
interface [ RFC3056]. The shortest subnet prefix that could
theoretically be assigned to an interface or node is limted by the
size of the network prefix allocated to the organi zation

A possi bl e reason for choosing the subnet prefix for an interface
shorter than /64 is that it would allow nore nodes to be attached to
that interface conpared to a prescribed length of 64 bits. The
prescribed /64 does include 2 functional bits, the 'g bit and the
inverted 'u (universal/local) bit and these can not be chosen at
will. However, a |arger address space then a /64 is unnecessary for
nost networ ks, considering that 2762 provides plenty of node

addr esses.

The subnet prefix assignnents can be nade by nanual configuration, by
a stateful Host Configuration Protocol [RFC3315], by a statefu

prefix del egati on nmechani sm [ RFC3633], or inplied by statel ess

aut oconfiguration fromprefix Router Advertisenents (RAs).
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B.2. Considerations for Subnet Prefixes Longer than /64

The foll owi ng subsections describe subnet prefix values that should
be avoi ded in depl oynents because nodes who assume that the subnet
prefix is /64 could treat themincorrectly.

B.2.1. /126 Addresses

126-bit subnet prefixes are typically used for point-to-point |inks
simlar to a the | Pv4 address-conservative /30 allocation for point-
to-point links. The usage of this subnet address |ength does not

| ead to any considerations beyond those discussed earlier in this
section, particularly those related to the 'u’ and 'g’ bits (see

B. 2. 4.

B.2.2. /127 Addresses
The usage of the /127 addresses, the equival ent of |IPv4’ s RFC 3021
[ RFC3021], is not valid and should be strongly di scouraged as
documented in RFC 3627 [ RFC3627].

B.2.3. /128 Addresses
The 128-bit address prefix nay be used in those situations where we
know t hat one, and only one, address is sufficient. Exanple usage
woul d be the off-1ink | oopback address of a network device.
When choosing a 128 bit prefix, it is reconended to take the "u and
g’ bits into consideration and to make sure that there is no overlap
with any of the foll owi ng well-known addresses:
0 Subnet Router Anycast Address
0 Reserved Subnet Anycast Address
0 Addresses used by Enbedded- RP
0 | SATAP Addresses

B.2.4. EU-64 'u and 'g Bits
When usi ng subnet prefix I engths other than /64, the interface
identifier cannot be in Mdified EU-64 format as required by
[ RFC4291]. However, nodes not aware that a prefix length other than

/64 is used might still think it’s an EU -64; therefore, it’'s prudent
to take into account the follow ng points when setting the bits.
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Addr ess space conservation is the nmain notivation for using a subnet
prefix length longer than 64 bits; however, this kind of address
conservation is of little benefit conmpared with the additiona

consi derati ons one nust make when creating and naintaining an | Pv6
addr essi ng pl an.

The address assignment can be nmade either by nanual configuration or
by a stateful Host Configuration Protocol [RFC3315].

When assigning a subnet prefix of nore then 70 bits, according to RFC
4291 [RFC4291], 'u and '@ bits (the 71st and 72nd bit,

respectively) need to be taken into consideration and should be set
correctly.

The 71st bit of a IPv6 address is the inverted 'u (universal/local)
bit and is used to determi ne whether the address is universally or
locally administered. |If 1, the I|IEEE, through the designation of a
uni que conpany I D, has administered the address. |f 0, the address
is locally adm nistered. The network adm ni strator has overri dden

t he manufactured address and specified a different address.

The 'g’ (the individual/group) bit is the 72nd bit and is used to

det erm ne whether the address is an individual address (unicast) or a
group address (multicast). |If "0, the address is a unicast address.
If *1, the address is a multicast address.

In current | Pv6 protocol stacks, the relevance of the 'u and '¢’
bits is marginal and typically will not give an error when confi gured
wrongly; however, future inplenmentations may turn out differently if
they process the 'u’ and 'g’ bits in | EEE-li ke behavi or

When using subnet |engths |onger then 64 bits, it is inportant to
avoi d sel ecting addresses that may have a predefined use and coul d
confuse | Pv6 protocol stacks. The alternate usage nay not be a
simpl e unicast address in all cases. The follow ng points should be
consi dered when sel ecting a subnet |ength |onger then 64 bits.

B.2.5. Anycast Addresses

B.2.5.1. Subnet Router Anycast Address

RFC 4291 [ RFC4291] provides a definition for the required Subnet
Rout er Anycast Address as foll ows:

| n bits | 128-n bits
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It is recomended to avoid allocating this | Pv6 address to a device
that expects to have a normal unicast address.

B.2.5.2. Reserved |IPv6 Subnet Anycast Addresses

RFC 2526 [ RFC2526] stated that within each subnet, the highest 128
interface identifier values are reserved for assignnent as subnet
anycast addresses.

The construction of a reserved subnet anycast address depends on the
type of IPv6 addresses used within the subnet, as indicated by the
format prefix in the addresses.

The first type of Subnet Anycast addresses have been defined as
follows for the Mddified EU -64 fornmat:

The anycast address structure inplies that it is inportant to avoid
creating a subnet prefix where the bits 65 to 121 are defined as
"1111110111...111" (57 bits in total) in order to prevent confusion

For other IPv6 address types (that is, with format prefixes other
than those |listed above), the interface identifier is not in 64-bit
ext ended uni que identifier (EU -64) format and may not be 64 bits in
I ength. The reserved subnet anycast addresses for such address types
are constructed as foll ows:

| n bits | 121-n bits | 7 bits

| interface identifier field

It is recomended to avoid allocating this |Pv6 address to a device
that expects to have a normal unicast address.

B.2.6. Addresses Used by Enbedded-RP (RFC 3956)

Enbedded- RP [ RFC3956] reflects the concept of integrating the
Rendezvous Point (RP) | Pv6 address into the I Pv6 nulticast group
address. Due to this enbedding and the fact that the [ength of the
| Pv6 address AND the I Pv6 nulticast address are 128 bits, it is not
possi ble to have the conplete | Pv6 address of the nulticast RP
enbedded as such.
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This results in a restriction of 15 possi bl e RP-addresses per prefix
that can be used with enbedded-RP. The space assigned for the
enbedded-RP is based on the 4 |oworder bits, while the renuni nder of
the Rendezvous Interface ID (RIID) is set to all "0'. The format of
the 1Pv6 nmulticast group address used by enbedded-RP is as follows:

(I Pve-prefix (64 bits))(60 bits all "0")(RIID)
where: (RIID = 4 bits.
This format inplies that when sel ecting subnet prefixes |onger than
64, and when the bits beyond the 64th bit are non-zero, the subnet
cannot use enbedded- RP.
In addition, it is discouraged to assign a matchi ng enbedded-RP | Pv6
address to a device that is not a real Milticast Rendezvous Point,
even though it would not generate major problens.
B.2.7. | SATAP Addresses

| SATAP [ RFC5214] is an experinental automatic tunneling protocol used
to provide | Pv6 connectivity over an | Pv4 canpus or enterprise

environnment. In order to |everage the underlying | Pv4
infrastructure, the | Pv6 addresses are constructed in a specia
format.

An | Pv6 | SATAP address has the | Pv4 address enbedded, based on a
predefined structure policy that identifies themas an | SATAP
address. The format is as foll ows:

[IPv6 Prefix (64 bits)][0000: 5EFE][I| Pv4 address]
When using a subnet prefix length |onger then 64 bits, it is good
engi neering practice to ensure that the portion of the |Pv6e prefix
frombit 65 to the end of the host-1D does not match with the well -
known | SATAP [ 0000: 5EFE] address when assigning an | Pv6 address to a
non- | SATAP interface.

Note that the definition of | SATAP does not support nulticast.
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