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Abst r act

In this docunment, we describe the applicability of the IP Fl ow
Information eXport (IPFIX) protocol for a variety of applications.
We show how applications can use | PFI X, describe the rel evant
Information El ements (l1Es) for those applications, and present
opportunities and linmtations of the protocol. Furthernore, we
describe relations of the IPFI X framework to other architectures and

f r amewor ks.
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2.

I ntroduction

The | PFI X protocol defines how IP Flow information can be exported
fromrouters, neasurenent probes, or other devices. |P Flow

i nformati on provides inportant input data for a variety of
applications. The IPFI X protocol is a general data transport
protocol that is easily extensible to suit the needs of such

applications. In this docunment, we describe how typical applications
can use the |IPFI X protocol and show opportunities and linitations of
the protocol. Furthernore, we describe the relationship of IPFIX to

ot her franmeworks and architectures. Although exanples in this
docunent are shown for IPv4 only, the applicability statenents apply
to IPv4 and 1 Pv6. | PFI X provides appropriate Information El enents
for both IP versions.

1. Term nol ogy

| PFI X-specific term nology used in this docunent is defined in
Section 2 of [RFC5101]. In this docunent, as in [RFC5101], the first
letter of each | PFIX-specific termis capitalized.

Applications of |IPFIX

| PFI X data enabl es several critical applications. The |IPFIX target
applications and the requirenents that originate fromthose
applications are described in [ RFC3917]. Those requirenents were
used as basis for the design of the I PFI X protocol. This section
descri bes how these target applications can use the |PFI X protocol
Consi derations for using I PFI X for other applications than those
described in [RFC3917] can be found in Section 4. 1.

1. Accounting

Usage- based accounting is one of the target applications for |PFIX as
defined in [RFC3917]. |IPFI X records provide fine-grained nmeasurenent
results for highly flexible and detail ed usage reporting. Such data
is used to realize usage-based accounting. Nevertheless, |PFIX does
not provide the reliability required by usage-based billing systens
as defined in [ RFC2975] (see Section 4.2). The accounting scenarios
described in this docunent only provide limted reliability as

expl ained in Section 4.2 and should not be used in environnents where
reliability as demanded by [ RFC2975] is nandatory.

In order to realize usage-based accounting with I PFI X the Flow
definition has to be chosen in accordance to the accounting purpose,
such as trend anal ysis, capacity planning, auditing, or billing and
cost allocation where sonme | oss of data can be tolerated (see Section
4.2).
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Fl ows can be distinguished by various |Es (e.g., packet header
fields) from|[RFC5102]. Due to the flexible I PFIX Flow definition,
arbitrary Fl ow based accounting nodels can be realized w thout
extensions to the | PFI X protocol.

Accounting can, for instance, be based on individual end-to-end
Flows. In this case, it can be realized with a Flow definition
determi ned by the quintuple consisting of source address

(sourcel Pv4Address), destination address (destinationl Pv4Address),
protocol (protocolldentifier), and port numbers (udpSourcePort,
udpDestinationPort). Another exanple is class-dependent accounting
(e.g., in a Diffserv network). 1In this case, Flows could be

di stingui shed just by the D ffserv codepoint (DSCP)

(i pDi ff ServCodePoint) and | P addresses (sourcel Pv4Address,
destinationl Pv4Address). The essential el enents needed for
accounting are the nunber of transferred packets and bytes per Fl ow,
whi ch can be represented by the per-flow counter IEs (e.g.
packet Tot al Count, octet Tot al Count).

For accounting purposes, it would be advantageous to have the ability
to use | PFI X Fl ow Records as accounting input in an Authentication
Aut hori zation, and Accounting (AAA) infrastructure. AAA servers then
could provide the mapping between user and Flow i nformation. Again
for such scenarios the limted reliability currently provided by

| PFI X has to be taken into account.

2.1.1. Exanple

Pl ease note: As noted in [RFC3330], the address block 192.0.2.0/24
may be used for exanple addresses. In the exanple bel ow, we use two
exanpl e networks. In order to be conformant to [ RFC3330], we divide
the given address block into two networks by subnetting with a 25-bit
net mask (192.0.2.0/25) as follows:

Network A: 192.0.2.0 ... 192.0.2.127
Network B: 192.0.2.128 ... 192.0.2.255

Let’'s suppose soneone needs to nonitor the individual Flows in a
Diffserv network in order to conpare traffic amunt trend with the
terns outlined in a Service Level Agreement (SLA). Flows are

di stingui shed by source and destination address. The information to
export in this case is:

- I Pv4 source | P address: sourcel Pv4Address in [RFC5102], with a
I ength of 4 octets

- I Pv4 destination |IP address: destinationl Pv4Address in
[ RFC5102], with a length of 4 octets
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- DSCP: ipD ffServCodePoint in [RFC5102], with a length of 1 octet

- Number of octets of the Flow octetDeltaCount in [RFC5102], with
a length of 4 octets

The Tenplate set will ook as foll ows:

B Lt r s i i i o o T s ks S R S
| Set ID=2 | Length = 24 octets

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Tenpl ate 1D 256 | Field Count = 4

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Of sour cel Pv4Address = 8 | Field Length = 4

B Lt r s i i i o o T s ks S R S
| O] destinationl Pv4dAddress = 12 | Field Length = 4

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| 0| ipDiffServCodePoint = 195 | Field Length = 1

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Of octetDel taCount = 1 | Field Length = 4

B Lt r s i i i o o T s ks S R S

The information to be exported might be as listed in the foll ow ng
exanpl e tabl e:

Src. IP addr. | Dst. IP addr. | DSCP | Cctets Nunber
-------------- T
192.0.2.12 | 192.0.2.144 | 46 | 120868
192.0.2. 24 | 192.0.2.156 | 46 | 310364
192.0.2. 36 | 192.0.2.168 | 46 | 241239

In the exanple we use Diffserv codepoint 46, recomended for the
Expedi ted Forwardi ng Per Hop Behavior (EF PHB) in [ RFC3246].
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The Fl ow Records will then | ook as foll ows:

0 1 2 3
01234567890123456789012345678901
B e i ol i i i e S S S e e e T i T sl st ST O S N I S S S SR

| Set 1D = 256 | Length = 43

e T o e O O i el o e e ol S S S e S e o s ol s i
| 192.0.2.12

B e e e e S e S T S S sl S S S S T i i sl st S
| 192.0.2. 144

B e i ol i i i e S S S e e e T i T sl st ST O S N I S S S SR
| 46 | 120868

e T o e O O i el o e e ol S S S e S e o s ol s i
| | 192.0.2.24

B e e e e S e S T S S sl S S S S T i i sl st S
| | 192.0.2. 156

B e i ol i i i e S S S e e e T i T sl st ST O S N I S S S SR
| | 46 | 310364 |
e T o e O O i el o e e ol S S S e S e o s ol s i
| | 192.0.2.36 |
B e e e e S e S T S S sl S S S S T i i sl st S
| | 192.0.2. 168

B e i ol i i i e S S S e e e T i T sl st ST O S N I S S S SR
| | 46 |

e T o e O O i el o e e ol S S S e S e o s ol s i
| 241239

R e e o b et e S e S S S S S e e s

2.2. Traffic Profiling

Measurement results reported in I PFIX records can provide usefu

input for traffic profiling. |PFIX records captured over a |ong
period of tine can be used to track and anticipate network growth and
usage. Such information is valuable for trend analysis and network
pl anni ng.

The paraneters of interest are determined by the profiling

obj ectives. Exanple paraneters for traffic profiling are Fl ow
duration, Flow volune, burstiness, the distribution of used services
and protocols, the amunt of packets of a specific type, etc.

[ RFC3917] .

The distribution of services and protocols in use can be anal yzed by
configuring appropriate Fl ows Keys for Flow discrimnnation.

Protocol s can be distinguished by the protocolldentifier IE

Port nunmbers (e.g., udpDestinationPort) often provide information
about services in use. Those Flow Keys are defined in [ RFC5102]. If
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portnunbers are not sufficient for service discrimnation, further
parts of the packet may be needed. Header fields can be expressed by
| Es from [ RFC5102] .

Packet payl oad can be reported by using the |E ipPayl oadPacket Secti on
in [ RFC5477].

The Fl ow duration can be calculated fromthe Flow Ti mestanp | Es
defined in [ RFC5102] (e.g., flowendM croseconds -

flowStartM croseconds). The nunmber of packets and nunber of bytes of
a Flow are represented in the per-flow counter IEs (e.g.
packet Tot al Count, octetTotal Count). The burstiness of a Flow can be
calculated fromthe Flow vol ume neasured at different tinme intervals

2.3. Traffic Engineering

Traffic engineering ains at the optim zation of network resource
utilization and traffic performance [ RFC2702]. Typical paraneters
are link utilization, |oad between specific network, nodes, nunber,
size and entry/exit points of active Flows, and routing infornmation
[ RFC3917] .

The size of Flows in packets and bytes can be reported by the IEs
packet Tot al Count and octet Total Count. Utilization of a physical |ink
can be reported by using a coarse-grained Flow definition (e.qg.

based on identifier |IEs such as egressinterface or ingresslnterface)
and per-flow counter IEs (e.g., packetTotal Count, octetTotal Count)
defined in [ RFC5102] .

The | oad between specific network nodes can be reported in the sane
way if one interface of a network node receives only traffic from
exactly one nei ghbor node (as is usually the case). |If the ingress
interface is not sufficient for an unanbi guous identification of the
nei ghbor node, sub-1P header fields IEs (like sourceMacAddress) can
be added as Fl ow Keys

The | E observedFl owTot al Count provi des the nunber of all Flows
exported for the Observation Donmain since the last initialization of
the Metering Process [RFC5102]. If this IEis exported at subsequent
points in tine, one can derive the nunber of active Flows in a
specific time interval fromthe difference of the reported counters.
The configured Flow termnation criteria have to be taken into
account to interpret those nunbers correctly.

Entry and exit points can be derived fromFl ow Records if Metering
Processes are installed at all edges of the network and results are
mapped in accordance to Flow Keys. For this and other analysis

nmet hods that require the mapping of records fromdifferent
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bservation Points, the sanme Fl ow Keys should be used at all
bservation Points. The path that packets take through a network can
be i nvestigated by using hash-based sanpling techni ques as descri bed
in [Du&G00] and [RFC5475]. For this, IEs from|[RFC5477] are needed.

Nei t her [ RFC5102] nor [RFC5477] defines IEs suitable for exporting
routing information.

2.4. Network Security

Attack and intrusion detection are anong the | PFI X target
applications described in [RFC3917]. Due to the enornous anount of
different network attack types, only general requirenents could be
addressed in [ RFC3917].

The nunber of netrics useful for attack detection is as diverse as
attack patterns thensel ves. Attackers adapt rapidly to circument
detection nethods and try to hide attack patterns using slow or
stealth attacks. Furthernore, unusual traffic patterns are not

al ways caused by malicious activities. A sudden traffic increase nay
be caused by legitinmte users who seek access to a recently published
web content. Strange traffic patterns nay al so be caused by

m sconfi gurati on.

| PFI X can export Flow information for arbitrary Flow definitions as
defined in [ RFC5101]. Packet information can be exported with | PFl X
by using the additional Information Elenents described in [ RFC5477].
Wth this, theoretically all information about traffic in the network
at the IP layer and above is accessible. This data either can be
used directly to detect anomalies or can provide the basis for
further post-processing to generate nore conplex attack detection
netrics.

Dependi ng on the attack type, different metrics are useful. A sudden
increase of traffic |load can be a hint that an attack has been

| aunched. The overall traffic at an Qbservation Point can be

nmoni tored using per-flow counter I Es |ike packet Total Count or

oct et Tot al Count as described in Section 2.3. The nunber of active

Fl ows can be nonitored by regular reporting of the

obser vedFl owTot al Count defined in [RFC5102].

A sudden increase of Flows fromdifferent sources to one destination
may be caused by an attack on a specific host or network node using
spoof ed addresses. The nunber of Flows fromor to specific networks
or hosts can be observed by using source and destination addresses as
Fl ow Keys and observing the nunmber of active Flows as expl ai ned
above. Many Flows to the same machine, but on different ports, or
many Flows to the sane port and different nachines may be an

Zseby, et al I nf or mat i onal [ Page 9]



RFC 5472 | PFI X Applicability Mar ch 2009

i ndi cator for vertical or horizontal port scanning activities. The
nunber of Flows to different ports can be reported by using the
portnunmber | nformation El enments (udpSourcePort, udpDestinationPort,
tcpSourcePort, tcpDestinationPort) defined in [RFC5102] as Fl ow Keys.

An unusual ratio of TCP-SYN to TCP-FI N packets can refer to SYN
flooding. The nunber of SYN and FIN packets in a Fl ow can be
reported with the IPFI X Information El enents tcpSynTotal Count and
t cpFi nTot al Count defined in [ RFC5102].

Wrns may | eave signatures in traffic patterns. Detecting such
events requires nore detail ed neasurenents and post-processing than
detecting sinple changes in traffic vol unes.

Adifficult task is the separation of good from bad packets to
prepare and | aunch counteraction. This nmay require a deeper | ook

i nto packet content by using further header field IEs from[ RFC5102]
and/ or packet payloads from | E i pPayl oadPacket Section in [RFC5477].

Furthernore, the amount of resources needed for neasurenent and
reporting increases with the level of granularity required to detect
an attack. Milti-step analysis techniques nay be useful, e.g., to

I aunch an in-depth analysis (e.g., based on packet information) in
case the Flow informati on shows suspi cious patterns. |In order to
supervise traffic to a specific host or network node, it is useful to
apply filtering methods such as those described in [ RFC5475].

Mappi ng the two directions of communication is often useful for
checki ng correct protocol behavior (see Section 4.6). A correlation
of IPFIX data fromnultiple Cbhservation Points (see Section 2.5.1)
al | ows assessing the propagation of an attack and can help to locate
its source.

The integration of previous nmeasurenent results helps to review
traffic changes over tinme for detection of traffic anonalies and
provides the basis for forensic analysis. A standardi zed storage
format for | PFIX data woul d support the offline analysis of data from
di fferent operators.

Neverthel ess, capturing full packet traces at all Observation Points
in the network is not viable due to resource limtations and privacy
concerns. Therefore, netrics should be chosen wisely to allow a
solid detection with mininal resource consunption. Resources can be
saved, for instance, by using coarser-grained Flow definitions,
reporting pre-processed netrics (e.g., with additional Information
El enents), or depl oying sanpling nethods.
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In many cases, only derived nmetrics provide sufficient evidence about
security incidents. For exanple, conparing the nunber of SYN and FIN
packets for a specific time interval can reveal an ongoing SYN
attack, which is not obvious from unprocessed packet and Fl ow dat a.
Further netrics like the cumul ated sum of various counters,

di stributions of packet attributes, or spectrum coefficients have
been used to identify a variety of attacks.

In order to detect attacks early, it is useful to process the data as
soon as possible in order to generate significant metrics for the
detection. Pre-processing of raw packet and Fl ow data already at the
measur enent device can speed up the detection process and reduces the
anount of data that need to be exported. Furthernore, it is possible
to directly report derived netrics by defining appropriate
Informati on El ements. |Inmediate data export in case of a potential
incident is desired. |PFIX supports such source-triggered exporting
of information due to the push nodel approach. Neverthel ess, further
exporting criteria have to be inplenented to export |PFIX records
upon incident detection events and not only upon flowend or fixed-
time intervals.

Intrusion detection would profit fromthe conbination of |IPFIX
functions with AAA functions (see Section 3.5). Such an

i nteroperation enables further neans for attacker detection, advanced
defense strategi es, and secure inter-donain cooperation

2.5, QoS Mnitoring

Quality of service (QS) nonitoring is one target application of the
| PFI X protocol [RFC3917]. QoS nonitoring is the passive observation
of the transnission quality for single Flows or traffic aggregates in
the network. One exanple of its use is the validation of QS
guarantees in service |level agreenments (SLAs). Typical QoS
paraneters are | oss [ RFC2680], one-way [RFC2679] and round-trip del ay
[ RFC2681], and delay variation [RFC3393]. \Whenever applicable, the

| P Performance Metrics (I PPM definitions [ RFC4148] should be used
when reporting QoS netrics.

The cal cul ation of those QoS netrics requires per-packet processing.
Reporting packet information with I PFI X is possible by sinply
considering a single packet as Flow. [RFC5101] also allows the
reporting of nmultiple identical Infornmation Elenments in one Flow
Record. Using this feature for reporting infornmation about nultiple
packets in one record would require additional agreenent on senantics
regarding the order of Information Elenments (e.g., which tinmestanmp
bel ongs to whi ch packet payload in a sequence of Information

El ements). [RFC5477] defines useful additional Information El enents
for exporting per-packet information with |PFIX
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2.5.1. Correlating Events from Miltiple OQoservation Points

Sone QoS netrics require the correlation of data fromnultiple
bservation Points. For this, the clocks of the involved Metering
Processes nust be synchronized. Furthernore, it is necessary to
recogni ze that the same packet was observed at different Chservation
Poi nt s.

This can be done by capturing parts of the packet content (packet
header and/or parts of the payload) that do not change on the way to
the destination. Based on the packet content, it can be recogni zed
when the sanme packet arrived at another (Qbservation Point. To reduce
t he amount of neasurenent data, a uni que packet I D can be cal cul ated
fromthe packet content, e.g., by using a Cyclic Redundancy Check
(CRC) or hash function instead of transferring and conparing the
unprocessed content. Considerations on collision probability and
efficiency of using such packet IDs are described in [ G DW8],

[DuG 00], and [ZszCO01].

| PFI X all ows the reporting of several |IP and transport header fields
(see Sections 5.3 and 5.4 in [RFC5102]). Using only those fields for
packet recognition or ID generation can be sufficient in scenarios
where those header fields vary a | ot anong subsequent packets, where
a certain ambunt of packet ID collisions are tolerable, or where
packet I Ds need to be unique only for a snall tinme interval

For including packet payload information, the Information El enment

i pPayl oadPacket Secti on defined in [RFC5477] can be used. The
Information El ement i pHeader Packet Section can al so be used. However,
header fields that can change on the way from source to destination
have to be excluded fromthe packet |ID generation because they nay
differ at different Observation Points.

For reporting packet |IDs generated by a CRC or hash function, the
I nformation El ement di gest HashVal ue defined in [ RFC5477] can be used.

2.5.2. Exanples
The foll owi ng exanpl es show which Information El enents need to be
reported by IPFI X to generate specific QS netrics. As an
alternative, the netrics can be generated directly at the exporter
and | PFI X can be used to export the netrics (see Section 2.7).
2.5.2.1. RIT Measurenents with Packet Pair Matching (Single-Point)
The passive nmeasurenent of round-trip tine (RTT) can be performed by

usi ng packet pair matching techni ques as described in [Browd0]. For
t he nmeasurenents, request/response packet pairs from protocols such
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as DNS, | CWP, SNWP or TCP (SYN SYN ACK, DATA/ACK) are utilized to
passi vel y observe the RTT [Brow00]. This technique requires the
correlation of data fromboth directions.

Required I nformation El enents per packet (DNS exanple):
- Packet arrival tinme: observationTi mneM croseconds [ RFC5477]
- DNS header: ipPayl oadPacket Section [ RFC5477]

Requi red functi ons:
- Recognition of request/response packet pairs

Remar ks:

- Requires Information Elenents from[RFC5477].

- observationTi mreM croseconds can be substituted by
flowStartM croseconds [ RFC5102] because a single packet can be
represented as a Fl ow

- If time values with a finer granularity are needed,
observati onTi reNanoseconds can be used.

2.5.2.2. One-Way Del ay Measurenments (Milti-Point)

Passi ve one-way del ay nmeasurenents require the collection of data at
two Qbservation Points. As nentioned above, synchronized cl ocks are
needed to avoid time-differences at the involved Cbservation Points.

The recognition of packets at the second Cbservation Point can be
based on parts of the packet content directly. A nore efficient way
is to use a packet |ID (generated from packet content).

Required Information El enments per packet (with packet ID):
- Packet arrival tinme: observationTi mneM croseconds [ RFC5477]
- Packet |D: digestHashVal ue [ RFC5477]

Requi red functions:

- Packet I D generation

- Delay calculation (fromarrival tinmes at the two Cbservation
Poi nt s)

Remar ks:

- Requires Information Elenments from[RFC5477].

- observationTi mreM croseconds can be substituted by
flowStartM croseconds [ RFC5102], because a single packet can be
represented as a Fl ow

- If time values with a finer granularity are needed,
observati onTi meNanoseconds can be used.
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- The anount of content used for |1D generation influences the nunber
of collisions (different packets that nmap to the sane ID) that can
occur. Investigations on this and other considerations on packet
I D generation can be found in [ G DW8], [DuG00], and [ZsZC01].

2.6. Inter-Domai n Exchange of |PFI X Data

| PFI X data can be used to share information with nei ghbor providers.
A few reconmendati ons should be considered if |IPFIX records travel
over the public Internet, conpared to its usage within a single
domain. First of all, security threat levels are higher if data
travel s over the public Internet. Protection against disclosure or
mani pul ation of data is even nore inportant than for intra-donain
usage. Therefore, Transport Layer Security (TLS) or Datagram
Transport Layer Security should be used as described in [ RFC5101].

Furt hernore, data transfer should be congestion-aware in order to
al | ow untroubl ed coexi stence with other data Flows in public or
forei gn networks. That neans transport over Stream Contro
Transm ssion Protocol (SCTP) or TCP is required.

Some | SPs are still reluctant to share information due to concerns
that conpeting I SPs m ght exploit network information from nei ghbor
providers to strengthen their own position in the market.
Nevert hel ess, technical needs have already triggered the exchange of
data in the past (e.g., exchange of routing information by BGP). The
need to provide inter-donmain guarantees is one big incentive to

i ncrease inter-domain cooperation. The necessity to defend networks
agai nst current and future threats (denial -of-service attacks, worm
distributions, etc.) will hopefully increase the willingness to
exchange neasurenent data between providers.

2.7. Export of Derived Metrics

The I PFI X protocol is used to transport Flow and packet information
to provide the input for the calculation of a variety of netrics
(e.g., for QoS validation or attack detection). |[IPFIX can also be
used to transfer these netrics directly, e.g., if the metric
calculation is co-located with the Metering and Exporting Processes.

It doesn’t matter which nmeasurenent and post-processing functions are
applied to generate a specific nmetric. |PFIX can be used to
transport the results from passive and active neasurenents and from
post - processi ng operations. For the reporting of derived netrics,
additional Information Elenments need to be defined.
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For nost QoS netrics |ike |oss, delay, delay variation, etc.,
standard | PPM definitions exist. |n case such nmetrics are reported
with I PFI X, the | PPM standard definition should be used.

2.8. Summary
The follow ng tabl e shows an overview of the Information El ements

required for the target applications described in [ RFC3917]
(M nmandat ory, R-recommended, O optional).

| Application | [RFC5102] | [ RFC5477] | additional IEs |
S B S RS S +
| Accounting | M | - | - |
oo S oo oo +
| Traffic | M | 0] | - |
| Profiling | | | |
B S S B TS S +
| Traffic | M | - | (0]

| Engineering | | | (routing info) |
oo S oo oo +
| Attack | M | R | R |
| Detection | | | (derived netrics)|
B S S B TS S +
| QS | M | M | o |
| Monitoring | | (most metrics)| (derived netrics)|
oo S oo oo +

For accounting, the IEs in [RFC5102] are sufficient. As nentioned
above, |PFI X does not conformto the reliability requirenents
demanded by [ RFC2975] for usage-based billing systens (see Section
4.2). For traffic profiling, additional IEs from[RFC5477] can be
useful to gain nore insight into the traffic. For traffic

engi neering, Flow information from|[RFC5102] is sufficient, but it
woul d profit fromrouting information, which could be exported by

| PFI X. Attack detection usually profits fromfurther insight into
the traffic. This can be achieved with IEs from[RFC5477].

Furt hernmore, the reporting of derived netrics in additional |Es would
be useful. Mst QoS nmetrics require the use of IEs from[RFC5477].
| Es from[RFC5477] are also useful for the mapping of results from
di fferent Qbservation Points as described in Section 2.5.1.
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3.

3. 1.

3. 2.

3. 3.

Zse

Rel ation of IPFIX to O her Franeworks and Protocols
| PFI X and | Pv6

From t he begi nning, |PFI X has been designed for |1Pv4 and | Pv6.
Therefore, | PFIX can be used in | Pv4 and | Pv6 networks w t hout
limtations. The usage of IPFIX in IPv6 networks has two aspects:

- Generation and reporting of IPFIX records about IPv6 traffic
- Exporting IPFI X records over |Pv6

The generation and reporting of IPFIX records about IPv6 traffic is
possi ble. Appropriate Infornmation Elenents for the reporting of |Pv6
traffic are defined in [RFC5102]. Exporting |IPFIX records over |Pv6
is not explicitly addressed in [RFC5101]. Since |IPFI X runs over a
transport protocol (SCTP, PR-SCTP, UDP, or TCP) and all potentia

| PFI X transport protocols can run in IPv6 networks, one just needs to
provi de the chosen transport protocol in the IPv6 network to run

| PFI X over 1 Pv6.

| PFI X and PSAMP

PSAMP defi nes packet sel ection nethods, their configuration at
routers and probes, and the reporting of packet information

PSAMP uses | PFI X as a basis for exporting packet information
[ RFC5476]. [RFC5477] describes further Information El enents for
exporting packet information and reporting configuration information

The main difference between | PFI X and PSAMP is that |PFlI X addresses
the export of Flow Records, whereas PSAMP addresses the export of
packet records. Furthernore, PSAMP explicitly addresses renote
configuration. It defines a MB for the configuration of packet

sel ection processes. Renote configuration is not (yet) addressed in
| PFI X, but one could consider extending the PSAMP MB to al so all ow
configuration of |IPFIX processes.

| PFI X and RMON

Renmote Monitoring (RMON) [RFC3577] is a widely used nonitoring system
that gathers traffic data from RMON Agents in network devices. One
maj or difference between RMON and I PFI X is that RMON uses SNWP for
data export, whereas |PFI X defines its own push-oriented protocol
RVON defines MBs that contain the information to be exported. In

| PFI X, the data to be exported is defined as Information El enents.
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The nost relevant M Bs for conparison with IPFIX are the Application
Per f ormance Measurement M B (APM M B) [RFC3729] and the Transport
Performance Metrics MB (TPM M B) [RFC4150]. The APM M B has a
compl ex system for tracking user application performance, with
reporting about transactions and SLA threshold notification-trigger
configuration, and persistence across DHCP | ease expirations. |t
requires a full RMON2-M B protocol DirTabl e i npl enentati on

The APM M B reports the performance of transactions. A transaction
is a service-oriented term and describes the data exchange fromthe
transaction start (when a user requests a service) until its

conpl etion. The performance paraneters include response tines,

t hroughput, stream ng responsi veness, and availability of services.

The RMON transaction concept differs fromthe |IPFI X Fl ow concept. A
Flowis a very generic termthat allows one to group |IP packets in
accordance with common properties. 1In contrast to this, the term
transaction is service-oriented and contains all data exchange
required for service conpletion

In order to report such data with I PFI X, one would probably need a
specific combination of multiple Flows and the ability to map those
to the transaction. Due to the service-oriented focus of APM the
required nmetrics also differ. For instance, the RMON APM requires a
metric for the responsiveness of services. Such netrics are not
addressed in | PFI X

Furt hermore, the APMMB all ows the configuration of the transaction
type to be nonitored, which is currently not addressed in | PFIX

The APM M B coul d be considered as an extension of the | PFI X Metering
Process where the application performance of a conbi nation of
multiple Flows is neasured. |f appropriate, IEs would be defined in
the I PFI X information nodel and the | PFI X Device woul d support the
APM M B data collection, the solutions could be conplenentary. That
means one could use IPFIX to export APM M B transaction information

The TPM M B breaks out the APM M B transactions into sub-application
| evel transactions. For instance, a web request is broken down into
DNS, TCP, and HTTP sub-transactions. Such sub-transactions can be
considered as bidirectional Flows. Wth an appropriate Fl ow
definition and the ability to nap both directions of a Flow (see
Section 4.6), one could nmeasure and report Flow characteristics of
such sub-application level transaction with |PFI X

The TPM M B requires APMM B and RMON2- M B.
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3.4. |IPFIX and | PPM

The |1 PFI X protocol can be used to carry | PPM network performance
metrics or information that can be used to calculate those netrics
(see Sections 2.5 and 2.7 for details and references).

3.5. IPFI X and AAA

AAA defines a protocol and architecture for authentication

aut hori zation, and accounting for service usage [ RFC2903]. The

DI AVETER protocol [RFC3588] is used for AAA communication, which is
needed for network access services (Mbile IP, NASREQ and ROAMOPS).
The AAA architecture [ RFC2903] provides a franmework for extendi ng AAA
support to other services. DI AMETER defines the exchange of nessages
bet ween AAA entities, e.g., between AAA clients at access devices and
AAA servers, and anong AAA servers. DI AVETER is used for the

transfer of accounting records. |In order to form accounting records
for usage-based accounting neasurenent, data fromthe network is
required. |PFIX defines a protocol to export such data fromrouters

nmeasur enent probes, and other devices. Therefore, it |ooks prom sing
to connect those two architectures.

For all scenarios described here, one has to keep in mnd that |PFIX
does not conformto the reliability requirenents for usage-based
billing described in [ RFC2975] (see Section 4.2). Using |IPFIX
without reliability extensions together with AAA would result in
accounting scenarios that do not conformto usage-based billing

requi renents described in [ RFC2975].

As shown in Section 2.1, accounting applications can directly

i ncorporate an | PFI X Collecting Process to receive IPFI X records with
i nformation about the transmitted volume. Nevertheless, if a AAA
infrastructure is in place, the cooperation between |PFI X and AAA
provi des many val uabl e synergistic benefits. |PFIX records can
provide the input for AAA accounting functions and provide the basis
for the generation of DI AMETER accounting records. However, as
stated in Section 4.2, the use of |PFIX as described in [ RFC5101] is
currently linmted to situations where the purpose of the accounting
does not require reliability.

Furt her potential features include the mapping of a user IDto Flow

i nformati on (by using authentication information) or using the secure
aut hori zed exchange of DI AMETER accounting records w th nei ghbor
domains. The last feature is especially useful in roam ng scenarios
where the user connects to a foreign network and the home provider
generates the invoice.
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Coupling an I PFI X Collecting Process with AAA functions al so has high
potential for intrusion and attack detection. AAA controls network
access and mai ntai ns data about users and nodes. AAA functions can
help to identify the source of malicious traffic. Authorization
functions are able to deny access to suspicious users or nodes.
Therefore, coupling those functions with an | PFI X Col | ecting Process
can provide an efficient defense against network attacks.

Sharing | PFI X records (either directly or encapsul ated in D AMETER)
wi t h nei ghbor providers allows an efficient inter-domain attack
detection. For this, it would be useful to allow renote
configuration of neasurenent and record generation in order to
provide information in the required granularity and accuracy. Since
renote configuration is currently not addressed in IPFI X, this would
requi re additional work. The AAA infrastructure itself may be used
to configure nmeasurenment functions in the network as proposed in

[ RFC3334] .

Furt hernmore, the transport of |PFIX records with DI AMETER woul d
require the translation of |PFIX Information El enments into DI AVMETER
attribute value pairs (AVPs) defined in [ RFC3588]. Since the

DI AVETER AVPs do not conprise all IPFIX Information El enents, it is
necessary to define new AVPs to transport them over DI AMETER

Two possibilities exist to connect |PFIX and AAA:

- Connecting via a AAA Cient
- Connecting via an Application Specific Mdule (ASM

Both are explained in the followi ng sections. The approaches only

require a few additional functions. They do not require any changes
to I PFI X or DI AVETER
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3.5.1. Connecting via a AAA dient

One possibility of connecting I PFI X and AAA is to run a AAA client on
the I PFI X Collector. This client can generate DI AMETER accounti ng
messages and send themto a AAA server. The mapping of the Fl ow
information to a user I D can be done in the AAA server by using data
fromthe authentication process. DI AMETER accounting nessages can be
sent to the accounting application or to other AAA servers (e.g., in
roam ng scenari 0s).

L + DI AMETER L +
| AAA-S |------------- > AAA-S
Fomm e + Fomm e +
N
| DI AVETER
I
I
F R +- -+
| | AMA-C| |
+ Heeee---- +
I
| Collector |
B TS +
N
| 1PFIX
I
e +
| Exporter |
S +

Figure 1: IPFI X Collector connects to AAA server via AAA client
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3.5.2. Connecting via an Application Specific Mdule (ASM

Anot her possibility is to directly connect the IPFIX Collector with
the AAA server via an application specific module (ASM. Application
speci fi ¢ nodul es have been proposed by the | RTF AAA architecture
research group (AAARCH) in [RFC2903]. They act as an interface

bet ween AAA server and service equipnent. In this case, the | PFI X
Col l ector is part of the ASM The ASM acts as an interface between
the | PFI X protocol and the input interface of the AAA server. The
ASM transl ates the received | PFI X data into an appropriate format for
the AAA server. The AAA server then can add information about the
user I D and generate a DI AMETER accounting record. This accounting
record can be sent to an accounting application or to other AAA

servers.
SRR + DI AVETER SRR +
| AAA-S |------------- > AAA-S |
Fomm e e o + Fomm e e o +
N
|
o e oo +
| ASM |
o m e e oo - - +
| | Collector | |
oo +
N
| 1PFIX
|
S +
| Exporter |
R +

Figure 2: | PFI X connects to AAA server via ASM
3.6. |PFIX and RTFM

The Realtinme Traffic Fl ow Measurenent (RTFM working group defined an
architecture for Flow neasurenment [RFC2722]. This section conpares
the RTFM framework with the | PFI X franeworKk.

3.6.1. Architecture

The RTFM architecture [RFC2722] is very simlar to the IPFIX
architecture. It defines neter, neter reader, and a manager as
bui | di ng bl ocks of the neasurenent architecture. The manager
configures the nmeter, and the neter reader collects data fromthe
meter. In RTFM the building blocks conmunicate via SNWVP.
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The I PFI X architecture [RFC5470] defines Metering, Exporting, and

Col l ecting Processes. |PFIX speaks about processes instead of
devices to clarify that multiple of those processes nmay be co-located
on the sanme nachi ne.

These definitions do not contradict each other. One could see the
Metering Process as part of the nmeter, and the Collecting Process as
part of the neter reader.

One difference is that I PFI X currently does not define a managi ng
process because renote configuration was (at least initially) out of
scope for the working group

3.6. 2. Fl ow Definition

RTFM and | PFI X both consider Flows as a group of packets that share a
common set of properties. A Flowis conpletely specified by that set
of values, together with a termnation criterion (like inactivity
tinmeout).

A difference is that RTFM defines Flows as bidirectional. An RTFM
nmet er mat ches packets fromB to A and Ato B as separate parts of a
single Flow, and it maintains two sets of packet and byte counters,
one for each direction

| PFI X does not explicitly state whether Flows are uni- or
bidirectional. Nevertheless, Information Elenments for describing
Fl ow properties were defined for only one direction in [ RFC5102].
There are several solutions for reporting bidirectional Flow

i nformati on (see Section 4.6).

3.6.3. Configuration and Managenent

In RTFM renote configuration is the only way to configure a neter
This is done by using SNVMP and a specific Meter M B [ RFC2720]. The
| PFI X group currently does not address | PFI X renpte configuration.

| PFI X Metering Processes export the |ayout of data within their

Tenpl ates, fromtime to time. |PFIX Collecting Processes use that
Tenpl ate information to determ ne how they should interpret the |IPFIX
Fl ow data they receive

3.6.4. Data Collection
One nmjor difference between | PFI X and RTFMis the data collection

nmodel . RTFMretrieves data in pull node, whereas |PFl X uses a push
node nodel to send data to Coll ecting Processes
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An RTFM neter reader pulls data froma neter by using SNWP. SNWP
security on the meter deternines whether a reader is allowed to pul
data fromit. An |IPFIX Exporting Process is configured to export
records to a specified list of IPFIX Collecting Processes. The
condition of when to send | PFl X records (e.g., Flow termination) has
to be configured in the Exporting or Metering Process.

3.6.5. Data Mdel Details

RTFM defines all its attributes in the RTFM Meter M B [ RFC2720] .
| PFI X I nformati on El enents are defined in [ RFC5102].

RTFM uses conti nuousl y-increnenting 64-bit counters for the storage
of the number of packets of a Flow. The counters are never reset and
just wrap back to zero if the maxi mumval ue is exceeded. Flows can
be read at any tinme. The difference between counter readings gives
the counts for activity in the interval between readi ngs.

| PFI X al | ows absolute (total Counter) and relative counters
(deltaCounter) [RFC5102]. The total Counter is never reset and just
wraps to zero if values are too large, exactly as the counters used
in RTFM The deltaCounter is reset to zero when the associ ated Fl ow
Record is exported

3.6.6. Transport Protoco

RTFM has a Standards-Track Meter M B [ RFC2720], which is used both to
configure a neter and to store nmetering results. The MB provides a
way to read lists of attributes with a single Cbject ldentifier
(called a 'package’), which reduces the SNMP overhead for Flow data
collection. SNWP, of course, nornally uses UDP as its transport
protocol. Since RTFMrequires a reliable Flow data transport system
an RTFM nmeter reader nust tinme out and resend unanswered SNWVP
requests. Apart frombeing clunsy, this can limt the maxi num data
transfer rate fromneter to neter reader

I PFI X is designed to work over a variety of different transport
protocols. SCTP [ RFC4960] and PR-SCTP [ RFC3758] are mandatory. UDP
and TCP are optional. 1In addition, the |IPFI X protocol encodes data
much nore efficiently than SNMP does, hence |IPFI X has | ower data
transport overheads than RTFM

3.6.7. Summary
| PFI X exports Flow information in a push nodel by using SCTP, TCP, or

UDP. It currently does not address renote configuration. RTFM data
collection is using the pull nodel and runs over SNWP. RTFM
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addresses renote configuration, which also runs over SNMP. Both
frameworks allow a very flexible Flow definition, although RTFMis
based on a bidirectional Flow definition

4. Linmtations
The goal of this section is to showthe limtations of IPFIX and to
gi ve advice where not to use | PFI X or in which cases additiona
consi derations are required.

4.1. Using IPFIX for Oher Applications than Listed in RFC 3917

| PFI X provides a generic export nmechanism Due to its Tenpl at e-based

structure, it is a quite flexible protocol. Network operators and
users may want to use it for other applications than those descri bed
in [ RFC3917].

Apart from sending raw Flow infornmation, it can be used to send per-
packet data, aggregated or post-processed data. For this, new

Tenpl ates and I nfornmation El enents can be defined if needed. Due to
its push node operation, IPFIX is also suited to send network
initiated events like alarns and other notifications. It can be used
for exchanging information anong network nodes to autononously

i mprove network operation

Neverthel ess, the I PFI X design is based on the requirenents that
originate only fromthe target applications stated in [ RFC3917].
Using | PFI X for other purposes requires a careful checking of IPFIX
capabilities against application requirenents. Only with this, one
can decide whether IPFIX is a suitable protocol to neet the needs of
a specific application.

4.2. Using IPFIX for Billing (Reliability Limtations)

The reliability requirenents defined in [RFC3917] are not sufficient

to guarantee the level of reliability that is needed for usage-based

billing systens as described in [RFC2975]. In particular, |PFIX does
not support the follow ng features required by [ RFC2975]:

- Record loss: IPFIX allows the usage of different transport
protocols for the transfer of data records. Resilience against the
| oss of IPFIX data records can be only provided if TCP or SCIP is
used for the transfer of data records.

- Network or device failures: IPFI X does allow the usage of multiple
Col l ectors for one Exporter, but it neither specifies nor demands
the use of nultiple Collectors for the provisioning of fault
t ol erance.
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- Detection and elimnation of duplicate records: This is currently
not supported by | PFI X

- Application | ayer acknow edgenments: |PFI X does not support the
control of measurement and Exporting Processes by higher-Ileve
applications. Application |ayer acknow edgenents are necessary,
e.g., toinformthe Exporter in case the application is not able to
process the data exported with I PFIX. Such acknow edgenments are
not supported in | PFIX

Further features like archival accounting and pre-authorization are
out of scope of the I PFIX specification but need to be realized in
billing systemarchitectures as described in [ RFC2975].

4.3. Using a Different Transport Protocol than SCTP

SCTP is the preferred protocol for IPFIX, i.e., a conformng

i mpl enent ati on nust work over SCTP. Although IPFIX can al so work
over TCP or UDP, both protocols have drawbacks [RFC5101]. Users
shoul d nake sure they have good reasons before using protocols other
than SCTP in a specific environnment.

4. 4, Push vs. Pull Mbde

| PFI X works in push node. That neans | PFI X records are automatically
exported without the need to wait for a request. The responsibility
for initiating a data export lies with the Exporting Process.

Criteria for exporting data need to be configured at the Exporting
Process. Therefore, push nbde has nore benefits if the trigger for
data export is related to events at the Exporting Process (e.g., Flow
term nation, nenory shortage due to |large amount of Flows, etc.). |If
the protocol used pull node, the Exporting Process would need to wait
for a request to send the data. Wth push node, it can send data

i medi ately, e.g., before nmenory shortage would require a discarding
of data.

Wth push node, one can prevent the overloading of resources at the
Exporting Process by sinply exporting the informati on as soon as
certain thresholds are about to be exceeded. Therefore, exporting
criteria are often related to traffic characteristics (e.g., Flow
tinmeout) or resource limtations (e.g., size of Flow cache).

However, traffic characteristics are usually quite dynanic and often
i mpossible to predict. |If they are used to trigger Flow export, the
exporting rate and the resource consunption for Flow export becones
vari abl e and unpredi ctabl e.
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4.5.

4. 6.

Zse

Pul | node has advantages if the trigger for data export is related to
events at the Collecting Process (e.g., a specific application
requests inmedi ate input).

In a pull node, a request could sinply be forwarded to the Exporting
Process. In a push node, the exporting configuration nust be changed
to trigger the export of the requested data. Furthernore, with pul
node, one can prevent the overloading of the Collecting Process by
the arrival of nore records than it can process.

VWhether this is a rel evant drawback depends on the flexibility of the
| PFI X configuration and how | PFI X configuration rules are
i mpl enent ed.

Tenpl ate |1 D Nunber

The 1 PFI X specification limts the different Tenplate |ID nunbers that
can be assigned to the newly generated Tenplate records in an
bservation Domain. |In particular, Tenplate IDs up to 255 are
reserved for Tenplate or option sets (or other sets to be created)
and Tenplate IDs from 256 to 65535 are assigned to data sets. In the
case of many exports requiring many di fferent Tenpl ates, the set of
Tenpl ate 1 Ds coul d be exhaust ed.

Exporting Bidirectional Flow Infornation

Al t hough | PFI X does not explicitly state that Flows are
unidirectional, Information El enments that describe Fl ow
characteristics are defined only for one direction in [ RFC5102].

[ RFC5101] allows the reporting of nultiple identical Information
El ements in one Flow Record. Wth this, Information El enents for
forward and reverse directions can be reported in one Fl ow Record.

However, this is not sufficient. Using this feature for reporting
bidirectional Flow information would require an agreenent on the
semantics of Information Elenents (e.g., first counter is the counter
for the forward direction, the second counter for the reverse
direction).

Anot her option is to use two adjacent Flow Records to report both
directions of a bidirectional Flow separately. This approach
requires additional neans for mapping those records and is quite
inefficient due to the redundant reporting of Flow Keys.
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4.

7.

Renot e Confi guration

Renote configuration was initially out of scope of the |IPFI X working
group in order to concentrate on the protocol specification
Therefore, there is currently no standardi zed way to configure |IPFIX
processes renotely. Nevertheless, due to the broad need for this
feature, it is quite likely that solutions for this will be

st andar di zed soon.

Security Considerations

Thi s docunent describes the usage of IPFIX in various scenarios.
Security requirenments for | PFI X target applications and security
considerations for |IPFI X are addressed in [ RFC3917] and [ RFC5101].
Those requirenents have to be net for the usage of |PFIX for al
scenari os described in this document. To our current know edge, the
usage scenarios proposed in Section 2 do not induce further security
hazards.

The threat level to IPIFX itself nmay depend on the usage scenario of
| PFI X. The usage of IPFIX for accounting or attack detection may
increase the incentive to attack IPFIX itself. Nevertheless,
security considerations have to be taken into account in al

descri bed scenari os.

As described in the security considerations in [ RFC5101], security

i nci dents can becone a threat to | PFl X processes thensel ves, even if
IPIFX is not the target of the attack. |If an attack generates a

| arge anobunt of Flows (e.g., by sending packets with spoofed
addresses or simulating Flow term nation), Exporting and Collecting
Processes may get overl oaded by the i nmense anount of records that
are exported. A flexible deploynment of packet or Flow sanpling

nmet hods can be useful to prevent the exhaustion of resources.

Section 3 of this docunent describes how I PFl X can be used in
conbination with other technol ogies. New security hazards can arise
when two individually secure technologies or architectures are

conbi ned. For the conbination of AAA with IPFIX, an application
specific nodule (ASM or an |IPFI X Collector can function as a transit
point for the nmessages. One has to ensure that at this point the
applied security nechanisns (e.g., encryption of messages) are

mai nt ai ned.
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