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Abst r act

Thi s docunent describes a nechanismto achi eve device isolation
through the application of special Layer 2 forwarding constraints.
Such a nmechani sm all ows end devices to share the sane | P subnet while
bei ng Layer 2 isolated, which in turn allows network designers to
enpl oy | arger subnets and so reduce the address nanagenent overhead.

Some of the nunerous depl oynent scenarios of the aforenentioned
nmechani sm (whi ch range from data center designs to Ethernet-to-the-
hone- basement networks) are nentioned in the following text to
exenplify the nechani snis possible usages; however, this docunent is
not intended to cover all such depl oynent scenarios nor delve into
their details.

Status of This Meno

This docunment is not an Internet Standards Track specification; it is
published for infornational purposes.

This is a contribution to the RFC Series, independently of any other
RFC stream The RFC Editor has chosen to publish this docunment at
its discretion and makes no statenment about its value for

i npl enent ati on or depl oynent. Docunents approved for publication by
the RFC Editor are not a candidate for any |l evel of I|nternet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc5517
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1. Introduction

In an Ethernet switch, a VLAN is a broadcast domain in which hosts
can establish direct conmunication with one another at Layer 2. |If
untrusted devices are introduced into a VLAN, security issues may
ari se because trusted and untrusted devices end up sharing the same
br oadcast domai n.

The traditional solution to this kind of problemis to assign a
separate VLAN to each user concerned about Layer 2 security issues.
However, the | EEE 802.1Q standard [802.1Q specifies that the VLAN ID
field in an Ethernet frane is 12 bits wide. That allows for a

t heoretical maxi num of 4094 VLANs in an Ethernet network (VLAN
nunbers 0 and 4095 are reserved). |f the network adm nistrator

assi gns one VLAN per user, then that equates to a maxi nrum of 4094
users that can be supported. The private VLANs technol ogy descri bed
in this meno addresses this scalability problemby offering nore
granul ar and nore flexible Layer 2 segregation, as explained in the
foll owi ng sections.
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1.1. Security Concerns with Sharing a VLAN

Conpani es who have Internet presence can either host their servers in
their own prem ses or, alternatively, they can |locate their servers
at the Internet Service Provider’s premi ses. A typical ISP would
have a server farmthat offers web-hosting functionality for a nunber
of custoners. Co-locating the servers in a server farmoffers ease
of managenent but, at the sane tine, may raise security concerns

Let us assune that the ISP puts all the servers in one big VLAN
Servers residing in the same VLAN can listen to Layer 2 broadcasts
fromother servers. Once a server learns the Media Access Contro
(MAC) address associated to the | P address of another conputer in the
same VLAN, it can establish direct Layer 2 comunication with that
devi ce without having to go through a Layer 3 gateway/firewall. If,
for exanple, an attacker gets access to one of the servers, he or she
can use that conprom sed host to launch an attack on other servers in
the server farm To protect thenselves fromnalicious attacks, ISP
customers want their machines to be isolated fromother machines in
the sanme server farm

The security concerns becone even nore apparent in nmetropolitan area
networks. Metropolitan Service Providers may want to provide Layer 2
Et hernet access to honmes, rental comunities, businesses, etc. In
this scenario, the subscriber next door could very well be a
mal i ci ous network user.

It is therefore very inportant to offer Layer 2 traffic isolation
anong custonmers. Customer A would not want his Layer 2 frames being
broadcast to custoner B, who happens to be in the sanme VLAN. Al so,
custoner A would not want custonmer B to bypass a router or a firewall
and establish direct Layer 2 conmmunication with himher.

1.2. The Traditional Solution and Its Rel ated Probl ens

The traditional solution would be to assign a separate VLAN to each
custoner. That way, each user would be assured of Layer 2 isolation
from devi ces bel onging to other users.

However, with the VLAN per-customer nodel, if an ISP wanted to offer
web- hosting services to, say, 4000 customers, it would consune 4000
VLANs. Theoretically, the naxi mum nunber of VLANs that an 802.1Q
conpl i ant networking device can support is 4094. |In reality, nany
devi ces support a nmuch smaller nunber of active VLANs. Even if all
devi ces supported all 4094 VLANs, there would still be a scalability
probl em when t he 4095th customer signed up
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A second problemw th assigning a separate VLAN per custoner is
managenent of | P addresses. Since each VLAN requires a separate
subnet, there can be potential wastage of |P addresses in each
subnet. This issue has been described by RFC 3069 [ RFC3069] and wil |l
not be discussed in detail in this docunent.

2. Private VLANs Architecture

The private VLANs architecture is similar to but nore el aborate than
t he aggregated VLAN nodel proposed in RFC 3069. The concepts of
"super VLAN and ’'sub VLAN wused in that RFC are functionally simlar
to the concepts of '"primary VLAN and 'secondary VLAN wused in this
docunent .

On the other hand, the private VLANs technology differs fromthe
mechani sm descri bed i n [ RFC4562] because instead of using a MAG
addr ess-based 'forced forwarding’ schene it uses a VLAN based one.

A regular VLAN is a single broadcast domain. The private VLANs
technol ogy partitions a |arger VLAN broadcast domain into snaller
sub-domains. So far, two kinds of special sub-domains specific to
the private VLANs technol ogy have been defined: an ’'isolated sub-
domain and a 'comunity’ sub-domain. Each sub-domain is defined by
assigning a proper designation to a group of switch ports.

Wthin a private VLAN donain, three separate port designations exist.
Each port designation has its own unique set of rules, which regulate
a connected endpoint’s ability to conmuni cate with other connected
endpoints within the same private VLAN domain. The three port

desi gnations are prom scuous, isolated, and conmunity.

An endpoi nt connected to a proni scuous port has the ability to
conmuni cate wi th any endpoint within the private VLAN. Miltiple
prom scuous ports may be defined within a single private VLAN domai n.
In nost networks, Layer 3 default gateways or network managenent
stations are commonly connected to prom scuous ports.

I solated ports are typically used for those endpoints that only
require access to a limted nunmber of outgoing interfaces on a
privat e- VLAN- enabl ed device. An endpoint connected to an isol ated
port will only possess the ability to communicate with those

endpoi nts connected to proni scuous ports. Endpoints connected to

adj acent isolated ports cannot conmunicate with one another. For
exanple, within a web-hosting environnment, isolated ports can be used
to connect hosts that require access only to default gateways.

A community port is a port that is part of a private VLAN comunity,
which is a grouping of ports connected to devices belonging to the
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same entity (for exanple, a group of hosts of the sanme | SP custoner
or a pool of servers in a data center). Wthin a comunity,

endpoi nts can communi cate with one another and can al so conmuni cate
wi th any configured prom scuous port. Endpoints bel onging to one
community cannot instead communi cate with endpoints belonging to a
different conmunity or with endpoints connected to isolated ports.

The aforenentioned three port designations directly correspond to
three different VLAN types (primary, isolated, and conmunity) wth
wel | -defined, port-related characteristics, which are described in
detail in Section 2.1 bel ow.

Figure 1 belowillustrates the private VLAN nodel froma switch port
classification perspective.

R |
|
|
|
| pl |
| |
:::::l t1 |
| switch |
| |
| |
[i1 i2 cl c2
| | | |
| | | |
| | | |
A B C D
A, B - I|solated devices
C, D - Community devices

R - Router (or other L4-L7 device)

il, i2 - Isolated switch ports

cl, c2 - Comunity switch ports

pl - Prom scuous swtch port

tl - Inter-switch link port (a VLAN-aware port)

Figure 1. Private VLAN classification of switch ports

Wth reference to Figure 1, each of the port types is described
bel ow
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| sol ated ports: An isolated port, e.g., il or i2, cannot talk to any
other port in the private VLAN donain except for promi scuous ports
(e.g., pl). |If a custoner device needs to have access only to a

gateway router, then it should be attached to an isolated port.

Community ports: A comunity port, e.g., cl or c2, is part of a group
of ports. The ports within a comunity can have Layer 2
communi cations with one another and can also talk to any
promi scuous port. If an |SP custonmer has, say, 2 devices that
he/ she wants to be isolated from other custoners’ devices but to
be able to communi cate anong t hensel ves, then comunity ports
shoul d be used.

Proni scuous ports: As the name suggests, a promiscuous port (pl) can
talk to all other types of ports. A proniscuous port can talk to
i solated ports as well as conmmunity ports and vice versa. Layer 3
gat eways, DHCP servers, and other ’'trusted devices that need to
conmuni cate with the custoner endpoints are typically connected
via promni scuous ports.

Pl ease note that isolated, conmunity, and proni scuous ports can

ei ther be access ports or hybrid/trunk ports (according to the
term nol ogy presented in Annex D of the | EEE 802.1Q specification, up
to its 2004 revision).

The tabl e bel ow sumari zes the conmuni cation privil eges between the
different private VLAN port types.

| | isolat-| prom s-| conmmu-| conmmu-| interswtch
| | ted | cuous | nityl | nity2 | link port
| isolated | deny | permit | deny | deny | permt |

| interswitch | | | | | |
| link port | deny(*)| permit | permit| permt| permt

Table 1

(*) Please note that this asymetric behavior is for traffic
traversing inter-switch link ports over an isolated VLAN only.
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Traffic froman inter-switch link port to an isolated port wll
be denied if it is in the isolated VLAN. Traffic froman inter-
switch Iink port to an isolated port will be permitted if it is
in the primary VLAN (see below for the different VLAN
characteristics).

N.B.: An inter-switch link port is sinply a regular port that
connects two switches (and that happens to carry two or nore
VLANSs) .

2.1. VLAN Pairings and Their Port-Related Characteristics

In practice, the Layer 2 conmunication constraints described in the
tabl e above can be enforced by creating sub-donmains within the sane
VLAN domai n. However, a sub-domain within a VLAN donai n cannot be

easily inplenented with only one VLAN ID. Instead, a nechani sm of

pairing VLAN IDs can be used to achieve this notion. Specifically,
sub- domai ns can be represented by pairs of VLAN nunbers:

<Vp,Vs> Vpis the primary VLANID  ------

Vs is the secondary VLAN ID | Vp
where Vs can be: / \
- Vi (an isolated VLAN / \
- Vc (a community VLAN) / \
| Vi | Ve |
<Vp, Vi > <Vp, Vc>

Figure 2. A private VLAN donmain can be
i mpl emented with one or nore VLAN I D pairs.

A private VLAN domain is built with at |east one pair of VLAN I|Ds:

one (and only one) primary VLAN ID (Vp) plus one or nore secondary
VLAN I Ds (Vs). Secondary VLANs can be of two types: isolated VLANs
(Vi) or conmunity VLANs (Vc).

A primary VLAN is the unique and comon VLAN identifier of the whole
private VLAN donmain and of all its VLAN ID pairs.

An isolated VLAN is a secondary VLAN whose distinctive characteristic
is that all hosts connected to its ports are isolated at Layer 2.
Therefore, its primary quality is that it allows a design based on
private VLANs to use a total of only two VLAN identifiers (i.e., a
single private VLAN pairing) to provide port isolation and serve any
nunber of end users (vs. a traditional design in which one separate
plain VLAN I D woul d be assigned to each port).
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A community VLAN is a secondary VLAN that is associated to a group of
ports that connect to a certain "comunity" of end devices with
nmut ual trust relationships

VWhile only one isolated VLANis allowed in a private VLAN domai n,
there can be multiple distinct community VLANSs.

Pl ease note that this VLAN pairing scheme sinply requires that all
traffic transported within primary and secondary VLANs be tagged
according to the | EEE 802.1Q standard (see for exanple [802.1Q,
Section B.1.3), with at nost a single standard VLAN tag. No specia
doubl e-tagging is necessary due to the 1:1 correspondence between a
secondary VLAN and its associated prinmary VLAN

(Al'so note that this docunent makes use of the "traditional" VLAN
term nol ogy, whereas the | EEE 802. 1lag standard [802. 1ag] anends key
sections of | EEE 802.1Q 2005 to nmeke the distinction between "VLANs"
and "VLAN I Ds" so that every "VLAN' can be assigned one or nore VLAN
IDs, similarly to the pairing schene described in this docunent.)

The ports in a private VLAN domain derive their special
characteristics (as described in Section 2) fromthe VLAN pairing(s)
they are configured with. In particular, a prom scuous port is a
port that can conmunicate with all other private VLAN port types via
the primary VLAN and any associ ated secondary VLANs, whereas i sol ated
or comunity ports can comuni cate over their respective secondary
VLANs only.

For exanple, with reference to Figure 1, a router R connected to the
promni scuous port can have Layer 2 conmunication with a device A
connected to an isolated port and also with a device C connected to a
community port. Devices C and D can also have Layer 2 conmmunication
bet ween t hensel ves since they are part of the same comunity VLAN
However, devices A and B cannot conmuni cate at Layer 2 due to the
speci al port segregation property of the isolated VLAN. Al so,
devices A and C cannot conmnuni cate at Layer 2 since they belong to

di fferent secondary VLANSs.

The inmpact of these enforced forwarding restrictions is two-fold.
Firstly, service providers can assign multiple custoners to the same
i sol ated VLAN, thereby conserving VLAN IDs. Secondly, end users can
be assured that their Layer 2 traffic cannot be sniffed by other end
users sharing the sane isolated VLAN or connected to a different
secondary VLAN.
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3.

Extendi ng Private VLANs across Swi tches

Some switch vendors have attenpted to provide a port isolation
feature within a VLAN by inplenmenting special logic at the port

| evel . However, when inplenented at the port |level, the isolation
behavior is restricted to a single switch.

Wien a VLAN spans nultiple switches, there is no standard mechani sm
to propagate port-level isolation information to other swtches and,
consequently, the isolation behavior fails in other swtches.

In this docunent, the proposal is to inplenent the port isolation
information inplicitly at the VLAN level. A particular VLAN ID can
be configured to be the isolated VLAN. Al switches in the network
woul d give special "isolated VLAN' treatnent to franes tagged with
this particular VLAN ID. Thereby, the isolated VLAN behavi or can be
mai nt ai ned consi stently across all switches in a Layer 2 network.

In general, isolated, conmunity, and prinmary VLANs can all span
multiple switches, just like regular VLANs. Inter-switch link ports
need not be aware of the special VLAN type and will carry franes
tagged with these VLANs just |like they do any other franes.

One of the objectives of the private VLANs architecture is to ensure
that traffic froman isolated port in one switch does not reach

anot her isolated or community port in a different switch even after
traversing an inter-switch Iink. By inplicitly enbeddi ng the
isolation information at the VLAN | evel and by transporting it al ong
with the packet, it is possible to maintain a consistent behavior

t hroughout the network. Therefore, the mechani sm di scussed in
Section 2, which will restrict Layer 2 commrunicati on between two
isolated ports in the same switch, will also restrict Layer 2
communi cati on between two isolated ports in two different swtches.

A More Flexible I P Addressi ng Schene

The conmon practice of deploying multiple VLANs in a network for
security reasons and of allocating a subnet to each VLAN has led to a
certain nunber of inefficiencies in network designs, such as the
suboptimal utilization of the | P addressing space (as exenplified in
the introduction of RFC 3069 [ RFC3069]). Mbdreover, each subnet
requires addresses to be set aside for internetworking purposes (a
subnetwork address, a directed broadcast address, default gateway
address(es), etc.). So a high nunber of used VLANs traditionally
translates into a significant nunber of special addresses to be
consuned
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On the other hand, in a private VLAN donmin, all nmenbers can share a
common address space that is part of a single subnet associated to
the primary VLAN. An end device can be assigned an | P address
statically or by using a DHCP server connected to a prom scuous port.
Since | P addresses are no longer allocated on a smaller subnet basis
but are assigned froma |larger address pool shared by all nenbers in
the private VLAN donain, address allocation becones rmuch nore
efficient: fewer addresses are consumed for internetworking purposes,
whil e nmost of the address space is allotted to end devices, |eaving
anple flexibility in the way avail abl e addresses are (re-)assigned.

5. Routing Considerations

The entire private VLANs architecture confines secondary VLANs w thin
the 2nd layer of the OSI nodel. Wth reference to Figure 2, the
secondary VLANs are internal to a private VLAN domain. Layer 3
entities are not directly aware of their existence: to themit
appears as if all the end devices are part of the primry VLAN

Wth reference to Figure 1, the isolation behavior between devices A
and Bis at the Layer 2 level only. Devices A and B can stil

communi cate at the Layer 3 level via the router R Since A and B are
part of the same subnet, the router assunes that they should be able
to talk directly to each other. That however is prevented by the

i sol ated VLAN s specific behavior. So, in order to enable A and B to
comrmuni cate via the router, a proxy-ARP-like functionality needs to
be supported on the router interface.

Wth regard to the specific version of the IP protocol in use, al
routing considerations apply to both IPv4 and | Pv6 for the case of
unicast traffic. On the other hand, due to their conplexity,

consi derati ons about mnulticast bridging and routing within a private
VLAN dommi n transcend the scope of this introductory docunent, and
are therefore omtted.

6. Security Considerations

In a heterogeneous Layer 2 network that is built with switches from
mul ti pl e vendors, the private VLAN feature should be supported and
configured on all the switches. If a switch Sin that network does
not support this feature, then there may be undesired forwardi ng of
packets, including permanent flooding of Layer 2 unicast franes.

That is because switch S is not aware of the association between
primary and secondary VLANs and consequently cannot apply the
segregation rules and constraints characteristic of the private VLANs
architecture (an exanpl e of one such constraint is explained in
[802.1Q, Section B.1.3). This inpact is limted to traffic within
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8.

8.

the private VLAN donain and will not affect the regular Layer 2
forwardi ng behavi or on ot her VLANs.

If the private VLAN feature is properly deployed, it can be used at
Layer 2 to segregate individual users or groups of users from each
other: this segregation allows a network designer to nore effectively
constrain Layer 2 forwarding so as to, for instance, block or contain
unwant ed i nter-device communication |ike port scans or Address

Resol uti on Protocol (ARP) poisoning attacks.
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