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Abst ract

Thi s docunent specifies how the [evel 3 nultihom ng Shinb protoco
(Shi nb) detects failures between two conmuni cating nodes. It also
specifies an exploration protocol for switching to another pair of
i nterfaces and/ or addresses between the same nodes if a failure
occurs and an operational pair can be found.
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1

I ntroduction

The Shinb protocol [RFC5533] extends |Pv6 to support nultihoming. It
is an | P-layer nechani smthat hides nultihomng fromapplications. A
part of the Shinb solution involves detecting when a currently used
pair of addresses (or interfaces) between two comunication nodes has
fail ed and picking another pair when this occurs. W call the forner
"failure detection", and the latter, "locator pair exploration".

Thi s docunent specifies the mechani snms and protocol nessages to
achi eve both failure detection and |ocator pair exploration. This
part of the Shinb protocol is called the REAchability Protoco

( REAP)

Failure detection is nade as |ightweight as possible. Payload data
traffic in both directions is observed, and in the case where there
is no traffic because the communication is idle, failure detection is
al so idle and doesn’t generate any packets. \When payload traffic is
flowing in both directions, there is no need to send failure
detection packets, either. Only when there is traffic in one
direction does the failure detection nmechani sm generate keepalives in
the other direction. As a result, whenever there is outgoing traffic
and no incomng return traffic or keepalives, there nust be failure,
at which point the locator pair exploration is perforned to find a
wor ki ng address pair for each direction.

Thi s docunent is structured as follows: Section 3 defines a set of
useful ternms, Section 4 gives an overview of REAP, and Section 5
provides a detailed definition. Section 6 specifies behavior, and
Section 7 discusses protocol constants. Section 8 discusses the
security considerations of REAP

In this specification, we consider an address to be synonynmous with a
|l ocator. Oher parts of the Shinmb protocol ensure that the different
| ocators used by a node actually belong together. That is, REAP is
not responsible for ensuring that said node ends up with a legitimte
| ocat or.

REAP has been designed to be used with Shinb and is therefore
tailored to an environnent where it typically runs on hosts, uses

wi dely varying types of paths, and is unaware of application context.
As a result, REAP attenpts to be as self-configuring and unobtrusive
as possible. In particular, it avoids sending any packets except
where absolutely required and enpl oys exponential back-off to avoid
congestion. The downside is that it cannot offer the sane
granularity of detecting problens as nechanisns that have nore
application context and ability to negotiate or configure paraneters.
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Future versions of this specification nmay consider extensions with
such capabilities, for instance, through inheriting some nmechani sns
fromthe Bidirectional Forwarding Detection (BFD) protocol [BFD.

2. Requirenments Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [RFC2119].

3. Definitions

This section defines terns useful for discussing failure detection
and | ocator pair exploration.

3.1. Avail abl e Addresses

Shi m6 nodes need to be aware of what addresses they thensel ves have.
If a node loses the address it is currently using for conmunications,
anot her address nmust replace it. And if a node | oses an address that
the node’ s peer knows about, the peer nmust be infornmed. Simlarly,
when a node acquires a new address it may generally wi sh the peer to
know about it.

Definition. Available address - an address is said to be avail able
if all the following conditions are fulfilled:

0 The address has been assigned to an interface of the node.

o The valid lifetinme of the prefix (Section 4.6.2 of RFC 4861
[ RFC4861]) associated with the address has not expired.

0 The address is not tentative in the sense of RFC 4862 [ RFC4862].
In other words, the address assignnent is conplete so that
conmuni cati ons can be started.

Note that this explicitly allows an address to be optimistic in
the sense of Optimistic Duplicate Address Detection (DAD)

[ RFC4429] even though inplenentations may prefer using other
addresses as long as there is an alternative.

0 The address is a global unicast or unique |ocal address [RFC4193].
That is, it is not an IPv6 site-local or link-I1ocal address.

Wth |link-local addresses, the nodes would be unable to determ ne
on which link the given address is usable.
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o0 The address and interface are acceptable for use according to a
| ocal policy.

Avai |l abl e addresses are di scovered and nonitored through mechani sns
out side the scope of Shinmb. Shinb inplenentations MIUST be able to
enpl oy information provided by |1 Pv6 Nei ghbor Discovery [ RFC4861],
Addr ess Autoconfiguration [ RFC4862], and DHCP [ RFC3315] (when DHCP is
i mpl enented). This information includes the availability of a new
address and status changes of existing addresses (such as when an
address becones invalid).

3.2. Locally Operational Addresses

Two different granularity levels are needed for failure detection
The coarser granularity is for individual addresses.

Definition. Locally operational address - an available address is
said to be locally operational when its use is known to be possible
locally. 1In other words, when the interface is up, a default router
(if needed) suitable for this address is known to be reachable, and
no ot her local information points to the address being unusable.

Local | y operational addresses are di scovered and nonitored through
mechani sns out side the Shinb protocol. Shinb inplenentations MUST be
abl e to enploy information provided from Nei ghbor Unreachability
Detecti on [ RFC4861]. | nplenmentations MAY al so enpl oy additional

i nk-1ayer-specific nmechani sns.

Note 1: A part of the problemin ensuring that an address is
operational is nmaking sure that after a change in link-1layer
connectivity, we are still connected to the sane | P subnet.
Mechani sns such as [DNA-SIM can be used to ensure this

Note 2: In theory, it would also be possible for nodes to learn
about routing failures for a particular selected source prefix, if
only suitable protocols for this purpose existed. Sonme proposals
in this space have been nade (see, for instance [ADD SEL] and

[ MULTI 6]), but none have been standardi zed to date.

3.3. (Operational Address Pairs

The existence of locally operational addresses are not, however, a
guar antee that conmuni cations can be established with the peer. A
failure in the routing infrastructure can prevent packets from
reaching their destination. For this reason, we need the definition
of a second level of granularity, which is used for pairs of

addr esses.
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Definition. Bidirectionally operational address pair - a pair of

| ocally operational addresses are said to be an operational address
pai r when bidirectional connectivity can be shown between the
addresses. That is, a packet sent with one of the addresses in the
Source field and the other in the Destination field reaches the
destination, and vice versa.

Unfortunately, there are scenarios where bidirectionally operationa
address pairs do not exist. For instance, ingress filtering or
network failures may result in one address pair being operational in
one direction while another one is operational fromthe other
direction. The following definition captures this general situation

Definition. Unidirectionally operational address pair - a pair of

| ocally operational addresses are said to be a unidirectionally
operational address pair when packets sent with the first address as
the source and the second address as the destination reach the
destinati on.

Shi 6 i npl ement ati ons MUST support the discovery of operationa
address pairs through the use of explicit reachability tests and
Forced Bidirectional Commrunication (FBD), described later in this
specification. Future extensions of Shinb may specify additiona
mechani sns.  Sone ideas of such mechanisns are |listed bel ow but are
not fully specified in this docunent:

o Positive feedback from upper-1layer protocols. For instance, TCP
can indicate to the IP layer that it is making progress. This is
simlar to how I Pv6 Nei ghbor Unreachability Detection can, in sone
cases, be avoi ded when upper |ayers provide i nformati on about
bidirectional connectivity [ RFC4861].

In the case of unidirectional connectivity, the upper-Iayer

prot ocol responses come back using another address pair, but show
that the messages sent using the first address pair have been
recei ved.

0 Negative feedback from upper-layer protocols. It is conceivable
t hat upper-1layer protocols give an indication of a problemto the
mul ti homi ng | ayer. For instance, TCP could indicate that there's
ei ther congestion or |lack of connectivity in the path because it
is not getting ACKs.

o |CW error nessages. Gven the ease of spoofing | CVW nessages,
one should be careful not to trust these blindly, however. One
approach would be to use ICWP error nmessages only as a hint to
performan explicit reachability test or to nove an address pair
to a lower place in the list of address pairs to be probed, but
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not to use these nessages as a reason to disrupt ongoing

communi cations w thout other indications of problens. The
situation may be different when certain verifications of the | CW
nmessages are being perforned, as explained by Gont in [ GONT].
These verifications can ensure that (practically) only on-path
attackers can spoof the nessages.

3.4. Primary Address Pair

The primary address pair consists of the addresses that upper-1|ayer

protocols use in their interaction with the Shint |layer. Use of the
primary address pair nmeans that the comrunication is conpatible with
regul ar non- Shi nb comruni cation and that no context tag needs to be

present.

3.5. Current Address Pair

Shi m6 needs to avoi d sendi ng packets that belong to the sane
transport connection concurrently over multiple paths. This is
because congestion control in commonly used transport protocols is
based upon a notion of a single path. Wile routing can introduce
pat h changes as well and transport protocols have nmeans to deal with
this, frequent changes will cause problens. Effective congestion
control over nultiple paths is considered a research topic at the
tinme of publication of this docunent. Shinb does not attenpt to
enpl oy nul tiple paths sinmultaneously.

Note: The Stream Control Transm ssion Protocol (SCTP) and future
mul tipath transport protocols are likely to require interaction
with Shinb, at |least to ensure that they do not enpl oy Shinbg
unexpect edl y.

For these reasons, it is necessary to choose a particular pair of
addresses as the current address pair that will be used unti
probl enms occur, at |least for the sanme session

It is theoretically possible to support nultiple current address
pairs for different transport sessions or Shinb contexts.
However, this is not supported in this version of the Shinb

pr ot ocol
A current address pair need not be operational at all times. |If
there is no traffic to send, we nay not know if the current address
pair is operational. Nevertheless, it nakes sense to assume that the

address pair that worked previously continues to be operational for
new comuni cations as well.
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4., Protocol Overview

This section discusses the design of the reachability detection and
full reachability exploration nmechani snms, and gives an overvi ew of
t he REAP pr ot ocol

Exploring the full set of comunication options between two nodes
that both have two or nore addresses is an expensive operation as the
nurmber of conbinations to be explored increases very quickly with the
nunber of addresses. For instance, with two addresses on both sides,
there are four possible address pairs. Since we can’t assune that
reachability in one direction automatically neans reachability for
the conplenent pair in the other direction, the total nunber of two-
way conbinations is eight. (Conmbinations = nA* nB * 2.)

An inportant observation in multihoning is that failures are
relatively infrequent, so an operational pair that worked a few
seconds ago is very likely to still be operational. Thus, it nakes
sense to have a |ightweight protocol that confirns existing
reachability, and to only invoke heavi er exploration nmechani smwhen
there is a suspected failure.

4. 1. Fai |l ure Detection

Failure detection consists of three parts: tracking |oca

information, tracking renote peer status, and finally verifying
reachability. Tracking local information consists of using, for

i nstance, reachability information about the local router as an

i nput. Nodes SHOULD enpl oy techniques listed in Sections 3.1 and 3.2
to track the local situation. It is also necessary to track renote
address information fromthe peer. For instance, if the peer’s
address in the current address pair is no |longer |ocally operational
a mechanismto relay that information is needed. The Update Request
message in the Shinb protocol is used for this purpose [ RFC5533].
Finally, when the local and renote information indicates that

communi cati on shoul d be possible and there are upper-|ayer packets to
be sent, reachability verification is necessary to ensure that the
peers actually have an operational address pair.

A technique called Forced Bidirectional Detection (FBD) is enployed
for the reachability verification. Reachability for the currently
used address pair in a Shinb context is deternm ned by nmaking sure

t hat whenever there is payload traffic in one direction, there is
also traffic in the other direction. This can be data traffic as
well, or it may be transport-Ilayer acknow edgnments or a REAP
reachability keepalive if there is no other traffic. This way, it is
no | onger possible to have traffic in only one direction; so whenever
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there is payload traffic going out, but there are no return packets,
there nust be a failure, and the full exploration nechanismis
started.

A nore detail ed description of the current pair-reachability
eval uati on mechani sm

1

To prevent the other side fromconcluding that there is a
reachability failure, it’'s necessary for a node inplenenting the
failure-detection mechanismto generate periodi c keepalives when
there is no other traffic.

FBD wor ks by generating REAP keepalives if the node is receiving
packets fromits peer but not sending any of its own. The

keepal ives are sent at certain intervals so that the other side
knows there is a reachability problemwhen it doesn't receive any
i ncom ng packets for the duration of a Send Tineout period. The
node communi cates its Send Tineout value to the peer as a
Keepal i ve Tinmeout Option (Section 5.3) in the 12, 12bis, R2, or
UPDATE nmessages. The peer then maps this value to its Keepalive
Ti meout val ue.

The interval after which keepalives are sent is naned the
Keepal ive Interval. The RECOVMENDED approach for the Keepalive
Interval is to send keepalives at one-half to one-third of the
Keepal i ve Tinmeout interval, so that nultiple keepalives are
generated and have tinme to reach the peer before it tinmes out.

Whenever outgoi ng payl oad packets are generated, a tiner is
started to reflect the requirenent that the peer should generate
return traffic from payl oad packets. The tineout value is set to
the val ue of Send Ti meout.

For the purposes of this specification, "payload packet" refers
to any packet that is part of a Shinb context, including both
upper -1l ayer protocol packets and Shinb protocol nessages, except
those defined in this specification. For the latter nessages,
Section 6 specifies what happens to the tinmers when a nessage is
transmtted or received.

Whenever incom ng payl oad packets are received, the tinmer
associated with the return traffic fromthe peer is stopped, and
another timer is started to reflect the requirenent for this node
to generate return traffic. This tinmeout value is set to the

val ue of Keepalive Tinmeout.
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These two tinmers are nutually exclusive. |In other words, either
the node is expecting to see traffic fromthe peer based on the
traffic that the node sent earlier or the node is expecting to
respond to the peer based on the traffic that the peer sent
earlier (otherwise, the node is in an idle state).

4. The reception of a REAP Keepal i ve nessage | eads to stopping the
timer associated with the return traffic fromthe peer

5. Keepalive Interval seconds after the | ast payl oad packet has been
received for a context, if no other packet has been sent within
this context since the payload packet has been received, a REAP
Keepal i ve nessage is generated for the context in question and
transmitted to the peer. A node may send the keepalive sooner
t han Keepalive Interval seconds if inplenentation considerations
warrant this, but should take care to avoid sendi ng keepalives at
an excessive rate. REAP Keepalive nessages SHOULD continue to be
sent at the Keepalive Interval until either a payl oad packet in
the Shinb context has been received fromthe peer or the
Keepal i ve Tineout expires. Keepalives are not sent at all if one
or nore payl oad packets were sent within the Keepalive |Interval

6. Send Tinmeout seconds after the transm ssion of a payl oad packet
with no return traffic on this context, a full reachability
exploration is started.

Section 7 provides sonme suggested defaults for these timeout val ues.
The actual val ue SHOULD be randoni zed in order to prevent
synchroni zati on. Experience fromthe deploynment of the Shinb
protocol is needed in order to deternine what val ues are nost
sui t abl e.

4.2. Full Reachability Exploration

As explained in previous sections, the currently used address pair
may becone invalid, either through one of the addresses beconing
unavai |l abl e or nonoperational or through the pair itself being
decl ared nonoperational. An exploration process attenpts to find
anot her operational pair so that conmmuni cations can resune.

What makes this process hard is the requirenment to support
unidirectionally operational address pairs. It is insufficient to
probe address pairs by a sinple request-response protocol. |nstead,
the party that first detects the problemstarts a process where it
tries each of the different address pairs in turn by sending a
message to its peer. These nessages carry information about the
state of connectivity between the peers, such as whether the sender
has seen any traffic fromthe peer recently. Wen the peer receives
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a nmessage that indicates a problem it assists the process by
starting its own parallel exploration to the other direction, again
sendi ng informati on about the recently received payload traffic or
si gnal i ng nmessages.

Specifically, when A decides that it needs to explore for an
alternative address pair to B, it will initiate a set of Probe
messages, in sequence, until it gets a Probe nessage fromB

i ndicating that (a) B has received one of A's nessages and,
obviously, (b) that B s Probe nessage gets back to A B uses the
same algorithm but starts the process fromthe reception of the
first Probe nessage fromA

Upon changing to a new address pair, the network path traversed nost
i kely has changed, so the upper-layer protocol (ULP), SHOULD be
informed. This can be a signal for the ULP to adapt, due to the
change in path, so that for exanmple, if the ULPis TCP, it could
initiate a slow start procedure. However, it's likely that the
circunstances that led to the selection of a new path already caused
enough packet loss to trigger slow start.

REAP i s designed to support failure recovery even in the case of
having only unidirectionally operational address pairs. However, due
to security concerns discussed in Section 8, the exploration process
can typically be run only for a session that has al ready been
established. Specifically, while REAP would in theory be capabl e of
exploration even during connection establishment, its use within the
Shi m6 protocol does not allowthis.

4.3. Exploration Oder

The exploration process assumes an ability to choose address pairs
for testing. An overview of the choosing process used by REAP is as
fol | ows:

0 As an input to start the process, the node has know edge of its
own addresses and has been told via Shinb protocol nessages what
t he addresses of the peer are. A list of possible pairs of
addresses can be constructed by conbining the two pi eces of
i nformati on.

0 By enploying standard | Pv6 address selection rules, the list is
pruned by renoving conbinations that are inappropriate, such as
attenpting to use a link-1ocal address when contacting a peer that
uses a gl obal uni cast address.

o Simlarly, standard | Pv6 address selection rules provide a basic
priority order for the pairs.
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0 Local preferences nmay be applied for sonme additional tuning of the
order in the list. The mechanisnms for |ocal preference settings
are not specified but can involve, for instance, configuration
that sets the preference for using one interface over another.

0 As aresult, the node has a prioritized |list of address pairs to
try. However, the list nay still be long, as there may be a
conbi natori al expl osi on when there are nany addresses on both
sides. REAP enploys these pairs sequentially, however, and uses a
back-of f procedure to avoid a "signaling stornf. This ensures
that the exploration process is relatively conservative or "safe"
The tradeoff is that finding a working path may take tine if there
are nany addresses on both sides.

In nore detail, the process is as follows. Nodes first consult the
RFC 3484 default address selection rules [RFC3484] to determn ne what
conmbi nati ons of addresses are allowed froma |ocal point of view as
this reduces the search space. RFC 3484 also provides a priority
ordering anong di fferent address pairs, possibly naking the search
faster. (Additional nechanisns may be defined in the future for
arriving at an initial ordering of address pairs before testing
starts [PAIR].) Nodes may al so use local information, such as known
quality of service parameters or interface types, to determ ne what
addresses are preferred over others, and try pairs containing such
addresses first. The Shinb protocol also carries preference
information in its nessages.

Qut of the set of possible candi date address pairs, nodes SHOULD
attenpt to test through all of themuntil an operational pair is
found, and retry the process as necessary. However, all nodes MJST
performthis process sequentially and with exponential back-off.
This sequential process is necessary in order to avoid a "signaling
storni when an outage occurs (particularly for a conplete site).
However, it also limts the nunber of addresses that can, in
practice, be used for multihom ng, considering that transport- and
application-layer protocols will fail if the switch to a new address
pair takes too |ong.

Section 7 suggests default values for the tinmers associated with the
expl oration process. The value Initial Probe Tineout (0.5 seconds)
specifies the interval between initial attenpts to send probes; the
Nunmber of Initial Probes (4) specifies how many initial probes can be
sent before the exponential back-off procedure needs to be enpl oyed.
This process increases the tine between every probe if there is no
response. Typically, each increase doubles the tine, but this

speci ficati on does not mandate a particul ar increase.
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Note: The rationale for sending four packets at a fixed rate

bef ore the exponential back-off is enployed is to avoid having to
send these packets excessively fast. Wthout this, having 0.5
seconds between the third and fourth probe neans that the tinme
between the first and second probe would have to be 0. 125 seconds,
which gives very little tine for a reply to the first packet to
arrive. Also, this neans that the first four packets are sent
within 0.875 seconds rather than 2 seconds, increasing the
potential for congestion if a |arge nunber of Shinb contexts need
to send probes at the sane tinme after a failure.

Finally, Max Probe Tineout (60 seconds) specifies a limt beyond

whi ch the probe interval may not grow. |If the exploration process
reaches this interval, it will continue sending at this rate until a
sui tabl e response is triggered or the Shinmb context is garbage
col l ected, because upper-layer protocols using the Shinb context in
gquestion are no longer attenpting to send packets. Reaching the Max
Probe Tineout nmay al so serve as a hint to the garbage collection
process that the context is no | onger usable.

5. Protocol Definition
5.1. Keepalive Message
The format of the Keepalive nessage is as foll ows:

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Next Header | Hdr Ext Len |O0|] Type =66 | Reservedl |O
T e e i i e e E it i s s SN SR
| Checksum | R |
R et e i ol T o o SR SRR |

| Recei ver Context Tag

B T e o i S I i i S S N iy St S I S S
| Reserved2

B i T St e s i it i SR SR S SR S S

| |
+

| |
+-

+
Opti ons +

B i T o S o i S S i s S S S S S S
Next Header, Hdr Ext Len, 0, 0, Checksum

These are as specified in Section 5.3 of the Shinb protoco
description [ RFC5533].
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Type
This field identifies the Keepalive nessage and MJST be set to 66
(Keepal i ve).

Reservedl
This is a 7-bit field reserved for future use. It is set to zero
on transmt and MJUST be ignored on receipt.

R
This is a 1-bit field reserved for future use. It is set to zero
on transmt and MJST be ignored on receipt.

Recei ver Context Tag
This is a 47-bit field for the context tag that the receiver has
al l ocated for the context.

Reser ved?2
This is a 32-bit field reserved for future use. It is set to zero
on transmt and MJUST be ignored on receipt.

Opti ons

This field MAY contain one or nore Shinmb options. However, there
are currently no defined options that are useful in a Keepalive
message. The Options field is provided only for future
extensibility reasons.

A valid nmessage confornms to the format above, has a Receiver Context
Tag that matches the context known by the receiver, is a valid Shinb
control nessage as defined in Section 12.3 of the Shinb protoco
description [ RFC5533], and has a Shinb context that is in state
ESTABLI SHED. The receiver processes a valid nessage by inspecting
its options and executing any actions specified for such options.

The processing rules for this nmessage are given in nore detail in
Section 6.

5.2. Probe Message

Thi s nessage performs REAP exploration. |Its format is as follows:
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0 1 2 3
01234567890123456789012345678901
T e S T S T s

Next Header | Hdr Ext Len |0 Type = 67 | Reserved | O]
B i i i S S R ih s s I S S o O S S
Checksum | R

T S i M DR S
Recei ver Context Tag
B S e i S T S S S s e o
Precvd| Psent | Sta| Reserved2
B T i il sk s o S S S Y S i S S S i S S
First probe sent

Sour ce address

e i S e S o i e S S S S O R e e ol S e e
Fi rst probe sent

Desti nati on address

B S S T I S T S T S L T e
First Probe Nonce

B T i il sk s o S S S Y S i S S S i S S
First Probe Data

S S T S
Nt h probe sent

Sour ce address

i T e e e e i et ot S S S S S R RN TR RN S e ol S S S e sl S
Nt h probe sent

Desti nati on address

B T i il sk s o S S S Y S i S S S i S S
Nt h Probe Nonce

-+ "+ "+ "+~ +—+—+—""+—+—+—+—+—+—+—+— +— +— +— +— +— +— +

-+ "+ "+ "+ "+ "+ +———""+—"+—+—+—+—+—+— +— +— +— +— +
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T T S T i s L i S S S S S S S e T s

Nt h Probe Data

T I T S S T i S T

-+ "+ "+ ——"+——"+——"+ "+ +——"+—+—+—+—+— +— +— +— +— +— +—

First probe received

Sour ce address

T S S S s e S S T S S S e S S i

First probe received

Destinati on address

T s S S e

First Probe Nonce

I S S T o S S M T S e o

First Probe Data

T S S S s e S S T S S S e S S i

Nt h probe received

Sour ce address

T s S S e

Nt h probe received

Desti nati on address

Nt h Probe Nonce

Nt h Probe Data

- +-—"+ "+ +—"+——+——"+—+—+—+— +— +— +— +— +— +— +—

T T S T s

T S S 2 i S S T T i S S S

R o T S T T i T S e T it S S S S

11

Options

11

T I T S S Tk it S S S S S St Lk i T SR A s
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Next Header, Hdr Ext Len, 0, 0, Checksum
These are as specified in Section 5.3 of the Shinb protoco
description [ RFC5533].

Type
This field identifies the Probe nessage and MJST be set to 67
(Probe).

Reserved
This is a 7-bit field reserved for future use. It is set to zero

on transmt and MJST be ignored on receipt.

R

This is a 1-bit field reserved for future use. It is set to zero
on transmit and MJST be ignored on receipt.

Recei ver Context Tag
This is a 47-bit field for the context tag that the receiver has
al |l ocated for the context.

Psent
This is a 4-bit field that indicates the nunber of sent probes
included in this Probe nessage. The first set of Probe fields
pertains to the current nessage and MUST be present, so the
m ni rum value for this field is 1. Additional sent Probe fields
are copies of the same fields sent in (recent) earlier probes and
may be included or onmtted as per any |logic enployed by the
i mpl enent ati on.

Precvd
This is a 4-bit field that indicates the nunber of received probes
included in this Probe nessage. Received Probe fields are copies
of the sanme fields in earlier received probes that arrived since
the last transition to state Exploring. Wen a sender is in state
I nboundCk it MUST include copies of the fields of at |east one of
t he i nbound probes. A sender MAY include additional sets of these
received Probe fields in any state as per any |ogic enpl oyed by
t he i npl enent ati on.

The fields Probe Source, Probe Destination, Probe Nonce, and Probe
Data may be repeated, depending on the value of Psent and
Pr ecei ved.

Sta (State)

This 2-bit State field is used to informthe peer about the state
of the sender. It has three |egal val ues:
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0 (Operational) inplies that the sender both (a) believes it has
no probl em conmuni cating and (b) believes that the recipient also
has no probl em communi cati ng.

1 (Exploring) inplies that the sender has a probl em conmruni cati ng
with the recipient, e.g., it has not seen any traffic fromthe
reci pient even when it expected sone.

2 (I nboundCk) inplies that the sender believes it has no probl em
communi cating, i.e., it at |east sees packets fromthe recipient
but that the recipient either has a problemor has not yet
confirnmed to the sender that the problem has been resol ved.

Reserved2
MJUST be set to zero upon transnission and MJST be ignored upon
reception.

Pr obe Source

This 128-bit field contains the source | Pv6 address used to send
t he probe.

Pr obe Desti nati on
This 128-bit field contains the destination | Pv6 address used to
send the probe.

Probe Nonce
This is a 32-bit field that is initialized by the sender with a
value that allows it to determ ne with which sent probes a
recei ved probe correlates. It is highly RECOWENDED t hat the
Nonce field be at | east noderately hard to guess so that even on-
path attackers can’'t deduce the next nonce value that will be
used. This value SHOULD be generated using a random nunber
generator that is known to have good randomess properties as
outlined in RFC 4086 [ RFC4086] .

Probe Data
This is a 32-bit field with no fixed neaning. The Probe Data
field is copied back with no changes. Future flags may define a
use for this field.

Opti ons

For future extensions.
5.3. Keepalive Tineout Option Fornat
Either side of a Shinmb context can notify the peer of the val ue that

it would prefer the peer to use as its Keepalive Tineout value. |If
the node is using a non-default Send Tinmeout value, it MJST
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communi cate this value as a Keepalive Tineout value to the peer in

the bel ow option. This option MAY be sent in the 12, |12bis, R2, or
UPDATE nmessages. The option SHOULD only need to be sent once in a

gi ven Shinb association. |f a node receives this option, it SHOULD
update its Keepalive Tineout value for the peer

0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Type = 10 | Of Length =4
B T e o i S I i i S S N iy St S I S S
+ Reserved | Keepal i ve Ti neout

T T S T i S I L i S St S S S S T o s

Fi el ds:

Type
This field identifies the option and MUST be set to 10 (Keepalive
Ti meout ) .

Length
This field MIST be set as specified in Section 5.1 of the Shinb
protocol description [RFC5533] -- that is, set to 4.

Reserved
A 16-bit field reserved for future use. It is set to zero upon

transmit and MJST be ignored upon receipt.

Keepal i ve Ti meout
The val ue in seconds corresponding to the suggested Keepalive
Ti mreout val ue for the peer

6. Behavi or

The required behavi or of REAP nodes is specified belowin the form of
a state machine. The externally observabl e behavi or of an

i mpl enentati on MUST conformto this state nmachine, but there is no
requi renent that the inplenentation actually enploy a state nmachine.
Interm xed with the follow ng description, we also provide a state
machi ne description in tabular form However, that formis only

i nf or mati onal

On a given context with a given peer, the node can be in one of three
states: Qperational, Exploring, or InboundOK. In the Operationa
state, the underlying address pairs are assuned to be operational

In the Exploring state, this node hasn't seen any traffic fromthe
peer for nmore than a Send Tiner period. Finally, in the |InboundOK
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state, this node sees traffic fromthe peer, but the peer may not yet
see any traffic fromthis node, so the exploration process needs to
conti nue.

The node al so maintains the Send Tinmer (Send Ti neout seconds) and
Keepal i ve Tinmer (Keepalive Tinmeout seconds). The Send Tiner reflects
the requirenent that when this node sends a payl oad packet, there
shoul d be sone return traffic (either payl oad packets or Keepalive
nmessages) within Send Timeout seconds. The Keepalive Timer reflects
the requirenent that when this node receives a payl oad packet, there
should a simlar response towards the peer. The Keepalive Tiner is
only used within the Qperational state, and the Send Tinmer within the
Qperational and | nboundOK states. No tinmer is running in the
Exploring state. As explained in Section 4.1, the two timers are
nmutual |y exclusive. That is, either the Keepalive Tinmer or the Send
Timer is running, or neither of themis running.

Not e that Appendix A gives sone exanples of typical protocol runs in
order to illustrate the behavior

6.1. Inconmi ng Payl oad Packet

Upon the reception of a payl oad packet in the Operational state, the
node starts the Keepalive Tiner if it was not yet running, and stops
the Send Tiner if it was running.

If the node is in the Exploring state, it transitions to the

I nboundCK state, sends a Probe nessage, and starts the Send Ti ner.

It fills the Psent and correspondi ng Probe Source Address, Probe
Destination Address, Probe Nonce, and Probe Data fields with

i nformati on about recent Probe nessages that have not yet been
reported as seen by the peer. It also fills the Precvd and
correspondi ng Probe Source Address, Probe Destination Address, Probe
Nonce, and Probe Data fields with information about recent Probe
messages it has seen fromthe peer. Wen sending a Probe nessage,
the State field MIST be set to a value that nmatches the conceptua
state of the sender after sending the Probe. 1In this case, the node
therefore sets the State field to 2 (InboundCk). The IP source and
destination addresses for sending the Probe nessage are sel ected as
di scussed in Section 4.3.

In the I nboundOK state, the node stops the Send Tinmer if it was
runni ng, but does not do anything el se.

The reception of Shinmb control nessages other than the Keepalive and

Probe nmessages are treated the sane as the reception of payl oad
packets.
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Wil e the Keepalive Tiner is running, the node SHOULD send Keepalive
messages to the peer with an interval of Keepalive Interval seconds.

Conceptual |y, a separate tinmer is used to distinguish between the

i nterval between Keepalive nessages and the overall Keepalive Timeout

interval. However, this separate tiner is not nodelled in the
tabul ar or graphical state nachines. Wen sent, the Keepalive
message i s constructed as described in Section 5.1. It is sent using

the current address pair.

In the bel ow tables, "START", "RESTART", and "STOP" refer to
starting, restarting, and stopping the Keepalive Tiner or the Send

Tinmer, respectively. "GOTO' refers to transitioning to another
state. "SEND' refers to sending a nessage, and "-" refers to taking
no action.

Oper at i onal Expl ori ng I nboundCk

STOP Send SEND Probe | nboundCk STOP Send

START Keepal i ve START Send

GOTO | nboundCk
6.2. CQutgoi ng Payl oad Packet

Upon sendi ng a payl oad packet in the Operational state, the node
stops the Keepalive Tiner if it was running and starts the Send Ti nmer
if it was not running. |In the Exploring state there is no effect,
and in the I nboundXX state the node sinply starts the Send Tiner if
it was not yet running. (The sending of Shinb control messages is
again treated the sane.)

Oper ati onal Expl ori ng | nboundCk

START Send - START Send
STOP Keepalive

6.3. Keepalive Tineout

Upon a tinmeout on the Keepalive Tiner, the node sends one | ast
Keepal i ve nessage. This can only happen in the Operational state.

The Keepalive nessage is constructed as described in Section 5.1. It
is sent using the current address pair.

Oper ati onal Expl ori ng | nboundCk

SEND Keepal ive - -

Arkko & Van Beij num St andards Track [ Page 21]



RFC 5534 Fai l ure Detection/ Exploration Protocol June 2009

6.4. Send Ti neout

Upon a timeout on the Send Tiner, the node enters the Exploring state
and sends a Probe nmessage. The Probe nessage is constructed as
explained in Section 6.1, except that the State field is set to 1
(Expl oring).

Oper ati onal Expl ori ng | nboundCk
SEND Probe Expl oring - SEND Probe Expl oring
GOTO Expl ori ng GOTO Expl ori ng

6.5. Retransm ssion

Wiile in the Exploring state, the node keeps retransmitting its Probe
messages to different (or the sane) addresses as defined in

Section 4.3. A simlar process is enployed in the InboundCk state,
except that upon such retransmi ssion, the Send Tinmer is started if it
was not running al ready.

The Probe nmessages are constructed as explained in Section 6.1,
except that the State field is set to 1 (Exploring) or 2 (InboundX),
dependi ng on which state the sender is in.

Oper ati onal Expl ori ng | nboundCk
- SEND Probe Exploring SEND Probe | nboundCk
START Send

6.6. Reception of the Keepalive Message

Upon the reception of a Keepalive nessage in the Operational state,
the node stops the Send Timer if it was running. |If the node is in
the Exploring state, it transitions to the InboundOX state, sends a
Probe message, and starts the Send Timer. The Probe nmessage is
constructed as explained in Section 6. 1.

In the | nboundOX state, the Send Timer is stopped if it was running.

Oper at i onal Expl ori ng I nboundCk
STOP Send SEND Probe | nboundCk STOP Send
START Send

GOTO | nboundCk
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6.7.

6. 8.

Reception of the Probe Message State=Exploring

Upon receiving a Probe nessage with State set to Exploring, the node
enters the I nboundOX state, sends a Probe nessage as described in
Section 6.1, stops the Keepalive Tiner if it was running, and
restarts the Send Tiner.

Oper ati onal Expl ori ng | nboundCk

SEND Pr obe | nboundCk SEND Pr obe | nboundCk SEND Pr obe | nboundCk
STOP Keepalive START Send RESTART Send

RESTART Send GOTO | nboundCk

GOTO | nboundCk
Recepti on of the Probe Message State=Il nboundCk

Upon the reception of a Probe nessage with State set to | nboundCk,
the node sends a Probe nessage, restarts the Send Tinmer, stops the
Keepalive Tinmer if it was running, and transitions to the Operationa
state. A new current address pair is chosen for the connection
based on the reports of received probes in the nmessage that we just
received. |f no received probes have been reported, the current
address pair i s unchanged.

The Probe nessage is constructed as explained in Section 6.1, except
that the State field is set to zero (Operational).

Oper at i onal Expl ori ng I nboundCk

SEND Probe Operational SEND Probe Qperational SEND Probe Operationa
RESTART Send RESTART Send RESTART Send

STOP Keepalive GOTO Oper ati onal GOTO Qperationa

6.9. Reception of the Probe Message State=Cperationa

Upon the reception of a Probe nessage with State set to Operational
the node stops the Send Tinmer if it was running, starts the Keepalive
Timer if it was not yet running, and transitions to the Operationa
state. The Probe nmessage is constructed as explained in Section 6.1,
except that the State field is set to zero (Operational).

Note: This terminates the exploration process when both parties
are happy and know that their peer is happy as well.
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Qper ati onal Expl ori ng | nboundCk

STOP Send STOP Send STOP Send

START Keepal i ve START Keepal i ve START Keepal i ve
GOTO Oper ati onal GOTO Oper ati onal

The reachability detection and exploration process has no effect on
payl oad conmuni cations until a new operational address pair has
actually been confirmed. Prior to that, the payl oad packets continue
to be sent to the previously used addresses.

6.10. Graphical Representation of the State Machine

In the PDF version of this specification, an informational draw ng
illustrates the state machine. Were the text and the draw ng
differ, the text takes precedence.

7. Protocol Constants and Variabl es
The followi ng protocol constants are defined:

Initial Probe Tineout 0.5 seconds
Number of Initial Probes 4 probes

And these variabl es have the follow ng default val ues:

Send Ti meout 15 seconds
Keepal i ve Ti meout X seconds, where X is the peer’s
Send Ti meout as conmunicated in
t he Keepalive Tineout Option
15 seconds if the peer didn't send
a Keepalive Tineout option
Keepal i ve | nterval Y seconds, where Y is one-third to
one- hal f of the Keepalive Tinmeout
val ue (see Section 4.1)

Al ternate values of the Send Tinmeout nmay be sel ected by a node and
communi cated to the peer in the Keepalive Tinmeout Option. A very
smal | value of the Send Tinmeout may affect the ability to exchange
keepal i ves over a path that has a long roundtrip delay. Simlarly,
it may cause Shinmb to react to tenporary failures nore often than
necessary. As a result, it is RECOWENDED that an alternate Send

Ti mreout val ue not be under 10 seconds. Choosing a higher val ue than
t he one recommended above is also possible, but there is a

rel ati onship between Send Ti neout and the ability of REAP to di scover
and correct errors in the conmunication path. |n any case, in order
for Shinmb to be useful, it should detect and repair comunication
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probl ens | ong before upper |layers give up. For this reason, it is
RECOMVENDED t hat Send Ti neout be at nost 100 seconds (default TCP R2
ti meout [ RFC1122]).

Note: It is not expected that the Send Ti neout or other val ues
will be estimated based on experienced roundtrip tines. Signaling
exchanges are perforned based on exponential back-off. The
keepal i ve processes send packets only in the relatively rare
condition that all traffic is unidirectional

8. Security Considerations

Attackers may spoof various indications fromlower |ayers and from
the network in an effort to confuse the peers about which addresses
are or are not operational. For exanple, attackers may spoof | CWP
error nessages in an effort to cause the parties to nove their
traffic el sewhere or even to disconnect. Attackers may al so spoof
information related to network attachnments, Router Discovery, and
address assignnents in an effort to nmake the parties believe they
have Internet connectivity when in reality they do not.

This may cause use of non-preferred addresses or even denial of
servi ce.

This protocol does not provide any protection of its own for

i ndi cations fromother parts of the protocol stack. Unprotected

i ndi cati ons SHOULD NOT be taken as a proof of connectivity problens.
However, REAP has weak resistance against incorrect information even
fromunprotected indications in the sense that it perforns its own
tests prior to picking a new address pair. Denial-of-service

vul nerabilities remain, however, as do vul nerabilities against on-
pat h attackers

Some aspects of these vulnerabilities can be mitigated through the
use of techniques specific to the other parts of the stack, such as
properly dealing with ICMP errors [GONT], link-layer security, or the
use of SEND [ RFC3971] to protect |IPv6 Router and Nei ghbor Discovery.

O her parts of the Shinb protocol ensure that the set of addresses we
are switching between actually belong together. REAP itself provides
no such assurances. Sinmilarly, REAP provides sone protection against
third-party flooding attacks [ AURAO2]; when REAP is run, its Probe
Nonces can be used as a return routability check that the clained
address is indeed willing to receive traffic. However, this needs to
be conpl emented with another mechanismto ensure that the clained
address is also the correct node. Shinb does this by performn ng

bi nding of all operations to context tags.
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The keepalive nechanismin this specification is vulnerable to
spoofing. On-path attackers that can see a Shinb context tag can
send spoof ed Keepal i ve nmessages once per Send Tineout interval in
order to prevent two Shinmb nodes from sendi ng Keepalives thensel ves.
This vulnerability is only relevant to nodes involved in a one-way
comuni cation. The result of the attack is that the nodes enter the
expl oration phase needl essly, but they should be able to confirm
connectivity unless, of course, the attacker is able to prevent the
expl oration phase fromconpleting. Of-path attackers may not be
able to generate spoofed results, given that the context tags are 47-
bit random nunbers

To protect agai nst spoofed Keepalive nessages, a node inplenenting
both Shinb and | Psec MAY ignore inconmi ng REAP keepalives if it has
good reason to assune that the other side will be sending | Psec-
protected return traffic. |In other words, if a node is sending TCP
payl oad data, it can reasonably expect to receive TCP ACKs in return
If no I Psec-protected ACKs cone back but unprotected keepalives do,
this could be the result of an attacker trying to hide broken
connectivity.

The exploration phase is vulnerable to attackers that are on the
path. Of-path attackers would find it hard to guess either the
context tag or the correct probe identifiers. Gven that |Psec
operates above the Shinb layer, it is not possible to protect the
expl oration phase agai nst on-path attackers with IPsec. This is
simlar to the issues with protecting other Shinmé control exchanges.
There are mechanisnms in place to prevent the redirection of

communi cations to wong addresses, but on-path attackers can cause
deni al - of -servi ce, nove communications to | ess-preferred address
pairs, and so on.

Finally, the exploration itself can cause a nunber of packets to be
sent. As aresult, it may be used as a tool for packet anplification
in flooding attacks. It is required that the protocol enploying REAP
has built-in mechanisns to prevent this. For instance, Shinb
contexts are created only after a relatively |arge nunber of packets
have been exchanged, a cost that reduces the attractiveness of using
Shinb and REAP for anplification attacks. However, such protections
are typically not present at connection-establishnment tine. When
expl oration woul d be needed for connection establishnment to succeed,
its usage would result in an anplification vulnerability. As a
result, Shint does not support the use of REAP in the connection-
establ i shment stage.
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9. Operational Considerations

When there are no failures, the failure-detection nechani sm (and
Shinmé in general) are |ightweight: keepalives are not sent when a
Shinmé context is idle or when there is traffic in both directions.
So in normal TCP or TCP-like operations, there would only be one or
two keepalives when a session transitions fromactive to idle.

Only when there are failures is there significant failure-detection
traffic, especially in the case where a |ink goes down that is shared
by many active sessions and by nultiple nodes. When this happens,
one keepalive is sent and then a series of probes. This happens per
active (traffic-generating) context, all of which will time out
within 15 seconds after the failure. This nakes the peak traffic
that Shinb generates after a failure around one packet per second per
context. Presumably, the sessions that run over those contexts were
sending at least that nuch traffic and nost likely nore, but if the
backup path is significantly | ower bandwi dth than the failed path,
this could | ead to tenporary congestion

However, note that in the case of multihoning using BGP, if the
failover is fast enough that TCP doesn’'t go into slow start, the
full payload data traffic that flows over the failed path is

swi tched over to the backup path, and if this backup path is of a
| ower capacity, there will be even nore congestion

Al t hough the failure detection probing does not perform congestion
control as such, the exponential back-off makes sure that the nunber
of packets sent quickly goes down and eventual ly reaches one per
context per nminute, which should be sufficiently conservative even on
t he | owest bandw dth |inks.

Section 7 specifies a nunber of protocol paraneters. Possible tuning
of these paraneters and others that are not mandated in this
specification may affect these properties. It is expected that
further revisions of this specification provide additiona

informati on after sufficient depl oyment experience has been obtai ned
fromdifferent environments.

| mpl enent ati ons may provide nmeans to nonitor their performance and
send al arns about problenms. Their standardization is, however, the
subj ect of future specifications. In general, Shinb is nost
applicable for small sites and nodes, and it is expected that

nmoni toring requirenents on such deploynents are relatively nodest.
In any case, where the node is associated with a managenent system
it is RECOWENDED t hat detected failures and failover events are
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reported via asynchronous notifications to the nmanagenent system
Simlarly, where |ogging mechani snms are avail abl e on the node, these
events should be recorded in event | ogs.

Shi 6 uses the sane header for both signaling and the encapsul ation
of payl oad packets after a rehonming event. This way, fate is shared
between the two types of packets, so the situation where reachability
probes or keepalives can be transmtted successfully but payl oad
packets cannot, is largely avoided: either all Shinbt packets make it
t hrough, so Shin6 functions as intended, or none do, and no Shinb
state is negotiated. Even in the situation where some packets mnake
it through and others do not, Shinb will generally either work as

i ntended or provide a service that is no worse than in the absence of
Shi m6, apart fromthe possible generation of a snmall anount of
signaling traffic.

Somet i mes payl oad packets (and possibly payl oad packets encapsul at ed
in the Shinb header) do not nake it through, but signaling and
keepal ives do. This situation can occur when there is a path MU

di scovery black hole on one of the paths. |If only |arge packets are
sent at some point, then reachability exploration will be turned on
and REAP will likely select another path, which may or may not be

af fected by the PMIUD bl ack hol e.
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Appendi x A,  Exanpl e Protocol Runs

Thi s appendi x has exanpl es of REAP protocol runs in typica

scenarios. W start with the sinplest scenario of two nodes, A and
B, that have a Shinb connection with each other but are not currently
sendi ng any payl oad data. As neither side sends anything, they also
do not expect anything back, so there are no nessages at all

EXAMPLE 1: No Conmuni cati ons

Peer A Peer B

e
I I
I I
I I
I I
I I
I I
I I
I I

Qur second exanpl e involves an active connection with bidirectiona
payl oad packet flows. Here, the reception of payload data fromthe
peer is taken as an indication of reachability, so again there are no
extra packets:

EXAMPLE 2: Bidirectional Comruni cations

Peer A Peer B
| |
| payl oad packet
| o >|
| |
| payl oad packet
| Serernne et |
| payl oad packet

The third exanple is the first one that involves an actual REAP
message. Here, the nodes conmunicate in just one direction, so REAP
messages are needed to indicate to the peer that sends payl oad
packets that its packets are getting through:
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EXAMPLE 3: Unidirectional Communications

Peer A Peer B
I payl oad packet
R EEEEEEEEEE >
| |
| payl oad packet
| >|
| |
| payl oad packet
R EEEEEEEEEE >
| |
| Keepal i ve Nonce=p
| Sormrrnnn e |
| payl oad packet

The next exanple involves a failure scenario. Here, A has address A
and B has addresses Bl and B2. The currently used address pairs are
(A, Bl) and (B1, A). Al connections via Bl becone broken, which

| eads to an exploration process:
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EXAMPLE 4:

Peer A
|
State:
Qperati ona

A realizes

that it needs

to start the

expl orati on.

It picks B2 as the

Arkko & Van Beij num

Fai l ure Scenario

payl oad packet

(B1, A) Probe Nonce=p,

st at e=expl ori ng

(B2, A) Probe Nonce=q,

st at e=expl ori ng

St andards Track

St ate:
Qperation

June 2009

a

At time T1
pat h A<->Bl

becones
br oken.

Send Ti ne

out

seconds after

T1, B hap
see the p
first and
conpl ai nt
it is not
recei ving
anyt hi ng.
State:

Expl ori ng

But it’'s
retransm
uses anot

pens to
robl em
sends a
t hat

| ost,
ssi on
her pair
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nost |ikely candi date,
as it appeared in the
Pr obe.

State: | nboundCk

|

|

|

|
| (A, B2) Probe Nonce=r, |
| st at e=i nboundok, |
| recei ved probe q | This one gets

| through.

| | State:
| | Operational
| (B2, A) Probe Nonce=s, |
| st at e=oper ati onal , | B now knows
| received probe r | that A has no
I e | problemreceiving
| its packets.
te: QOperational
|
|

Payl oad packets

|
|

(A B2) payl oad packet |
|
| flow again.
|

The next exanple shows when the failure for the current |ocator pair
is in the other direction only. A has addresses Al and A2, and B has
addresses Bl and B2. The current communication is between Al and Bl,
but A's packets no |longer reach B using this pair.
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EXAMPLE 5: One-\Way Failure

St ate:
Qperati ona

(A1, Bl1) payl oad packet

=
(A1, Bl1) payl oad packet

........................................ /
(B1, Al) payl oad packet

Qo e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm ==
(A1, B1) payl oad packet

________________________________________ /
(B1, Al) payl oad packet

Qo e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm ==
(A1, B1) payl oad packet

________________________________________ /
(B1, Al) Probe Nonce=p

st at e=expl ori ng
=

A responds.
State: | nboundCk

Arkko & Van Beij num

(A1, Bl1) Probe Nonce=q,
st at e=i nboundok,
recei ved probe p

(B2, A2) Probe Nonce=r,
st at e=expl ori ng

St andards Track

Peer

B

St at e:

June 2009

Qperati ona

At tinme T1
path Al->Bl
becones
br oken.

Send Ti neout
seconds after

T1, B notices

t he probl em and
sends a

conpl ai nt t hat

it is not
receiving
anyt hi ng.

State: Exploring

A's response
is |ost.

Next ,

try a different
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A R T T | locator pair.

st at e=i nboundok,

|
| (A2, B2) Probe Nonce=s,
|
| recei ved probes p, r

This one gets
t hr ough.
State: Operationa

B now knows

that A has no
probl em recei vi ng
its packets and
that A’ s probe
gets to B. It
sends a
confirmation to A

|

|

|

| (B2, A2) Probe Nonce=t,

| st at e=oper at i onal
| recei ved probe s
|
|
t
|
|

N

e: Operationa

Payl oad packets

|
|

(A2, B2) payl oad packet |
|
| flow again.
|
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