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Virtual Enterprise Traversal (VET)
Abst r act

Enterprise networks connect routers over various link types, and nmay
al so connect to provider networks and/or the global |nternet.
Enterpri se network nodes require a nmeans to autonatically provision

| P addresses/prefixes and support internetworking operation in a w de
variety of use cases including Small Ofice, Hone Office (SOHO

net wor ks, Mbile Ad hoc Networks (MANETS), multi-organizationa
corporate networks and the interdonmain core of the gl obal |nternet
itself. This document specifies a Virtual Enterprise Traversal (VET)
abstraction for autoconfiguration and operati on of nodes in
enterpri se networks.
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1. Introduction

Enterprise networks [ RFC4852] connect routers over various link types
(see [ RFC4861], Section 2.2). The term"enterprise network” in this
context extends to a wide variety of use cases and depl oynment
scenarios. For exanple, an "enterprise" can be as snmall as a SOHO
network, as conplex as a nulti-organizational corporation, or as
large as the global Internet itself. Mbile Ad hoc Networks (MANETS)
[ RFC2501] can al so be considered as a chall engi ng exanpl e of an
enterprise network, in that their topol ogies may change dynamically
over time and that they may enploy little/no active nmanagenent by a
centralized network adm nistrative authority. These specialized
characteristics for MANETs require careful consideration, but the
same principles apply equally to other enterprise network scenari os.

This docunment specifies a Virtual Enterprise Traversal (VET)
abstraction for autoconfiguration and internetworking operation,
where addresses of different scopes may be assigned on various types
of interfaces with diverse properties. Both |Pv4 [RFC0791] and | Pv6
[ RFC2460] are discussed within this context. The use of standard
DHCP [ RFC2131] [ RFC3315] and nei ghbor di scovery [ RFC0826] [ RFC1256]

[ RFC4861] nechani snms is assuned unl ess ot herw se specified.
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Enterpri se-Edge I nterfaces
Figure 1: Enterprise Router (ER) Architecture

Figure 1 above depicts the architectural nodel for an Enterprise
Router (ER). As shown in the figure, an ER may have a variety of
interface types including enterprise-edge, enterprise-interior

provi der-edge, internal-virtual, as well as VET interfaces used for
| P-in-1P encapsulation. The different types of interfaces are
defined, and the autoconfiguration nechanisns used for each type are
specified. This architecture applies equally for MANET routers, in
which enterprise-interior interfaces correspond to the wrel ess

mul tihop radio interfaces typically associated with MANETs. CQut of
scope for this docunent is the autoconfiguration of provider

i nterfaces, which nust be coordinated in a manner specific to the
service provider’s network.

Enterprise networks nmust have a neans for supporting both Provider-
I ndependent (PlI) and Provider-Aggregated (PA) |IP prefixes. This is
especially true for enterprise scenarios that involve nobility and
mul ti homing. Also in scope are ingress filtering for multihoned
sites, adaptation based on authenticated | Qv feedback from on-path
routers, effective tunnel path MU mitigations, and routing scaling
suppression as required in many enterprise network scenari os.
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Recogni zi ng that one size does not fit all, the VET specification
provi des adapt abl e nmechani sns that address these issues, and nore, in
a wide variety of enterprise network use cases

VET represents a functional superset of 6over4 [RFC2529] and Intra-
Site Automatic Tunnel Addressing Protocol (ISATAP) [RFC5214], and it
further supports additional encapsul ations such as |Psec [RFC4301],
Subnet wor k Encapsul ati on and Adaptati on Layer (SEAL) [ RFC5320], etc.
Toget her, these technol ogi es serve as functional building bl ocks for
a new I nternetworking architecture known as Routing and Addressing in
Net works with G obal Enterprise Recursion [ RFC5720] [ RANGERS] .

The VET principles can be either directly or indirectly traced to the
del i berations of the ROAD group in January 1992, and also to stil
earlier works including Nl MROD [ RFC1753], the Catenet nodel for

i nternetworking [ CATENET] [|EN48] [RFC2775], etc. [RFCL1955] captures
the high-level architectural aspects of the ROAD group deliberations
in a "New Schene for Internet Routing and Addressing (ENCAPS) for

| PNG'.

VET is related to the present-day activities of the | ETF AUTOCONF,
DHC, | Pv6, MANET, and v6OPS working groups, as well as the | RTF RRG
wor ki ng group.

2. Term nol ogy

The mechani sms within this document build upon the fundanental
principles of IP-in-IP encapsulation. The ternms "inner" and "outer'
are used to, respectively, refer to the innernost |IP {address,
protocol, header, packet, etc.} *before* encapsul ation, and the
outernost | P {address, protocol, header, packet, etc.} *after*
encapsul ation. VET also allows for inclusion of "md-Iayer"
encapsul ati ons between the inner and outer layers, including |IPsec

[ RFC4301], the Subnetwork Encapsul ati on and Adaptation Layer (SEAL)
[ RFC5320], etc.

The ternminology in the normative references apply; the follow ng
terns are defined within the scope of this docunent:

subnet wor k
the sane as defined in [ RFC3819].

enterprise
the sane as defined in [RFC4852]. An enterprise is also
understood to refer to a cooperative networked collective with a
commonal ity of business, social, political, etc. interests.
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Mninmally, the only commonality of interest in sone enterprise
network scenarios may be the cooperative provisioning of
connectivity itself.

site
a |l ogi cal and/or physical grouping of interfaces that connect a
topol ogi cal area less than or equal to an enterprise in scope. A
site within an enterprise can, in some sense, be considered as an
enterprise unto itself.

Mobi | e Ad hoc Networ k (MANET)
a connected topol ogy of nobile or fixed routers that maintain a
routing structure anong thensel ves over dynanic |links, where a
wi de variety of MANETs share comon properties with enterprise
networks. The characteristics of MANETs are defined in [ RFC2501],
Section 3.

enterprise/site/ MANET
t hroughout the remai nder of this docunent, the term"enterprise"
is used to collectively refer to any of enterprise/site/ MANET,
i.e., the VET mechani sms and operational principles can be applied
to enterprises, sites, and MANETs of any size or shape.

Enterprise Router (ER)
As depicted in Figure 1, an Enterprise Router (ER) is a fixed or
nmobi |l e router that conprises a router function, a host function,
one or nore enterprise-interior interfaces, and zero or nore
internal virtual, enterprise-edge, provider-edge, and VET
interfaces. At a minimum an ER forwards outer |P packets over
one or nore sets of enterprise-interior interfaces, where each set
connects to a distinct enterprise.

Enterpri se Border Router (EBR)
an ER that connects edge networks to the enterprise and/or
connects nultiple enterprises together. An EBRis a tunne
endpoint router, and it configures a separate VET interface over
each set of enterprise-interior interfaces that connect the EBR to
each distinct enterprise. |In particular, an EBR may configure
mul ti ple VET interfaces -- one for each distinct enterprise. A
EBRs are al so ERs.

Enterpri se Border Gateway (EBG
an EBR that connects VET interfaces configured over child
enterprises to a provider network -- either directly via a
provi der-edge interface or indirectly via another VET interface
configured over a parent enterprise. EBRs nay act as EBGs on sone
VET interfaces and as ordinary EBRs on other VET interfaces. Al
EBGs are al so EBRs.
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enterprise-interior interface
an ER s attachnent to a link within an enterprise. Packets sent
over enterprise-interior interfaces may be forwarded over multiple
additional enterprise-interior interfaces within the enterprise
before they are forwarded via an enterprise-edge interface,
provi der-edge interface, or a VET interface configured over a
different enterprise. Enterprise-interior interfaces connect
laterally within the | P network hierarchy.

enterprise-edge interface
an EBR s attachment to a link (e.g., an Ethernet, a wreless
personal area network, etc.) on an arbitrarily conpl ex edge
network that the EBR connects to an enterprise and/ or provider
network. Enterprise-edge interfaces connect to |ower |evels
within the | P network hierarchy.

provi der-edge interface
an EBR s attachnment to the Internet or to a provider network
outside of the enterprise via which the Internet can be reached.
Provi der-edge interfaces connect to higher levels within the IP
net wor k hi erarchy.

internal -virtual interface
an interface that is internal to an EBR and does not in itself
directly attach to a tangi ble physical link, e.g., an Ethernet
cable. Exanples include a | oopback interface, a virtual LAN
interface, or sone formof tunnel interface.

Virtual Enterprise Traversal (VET)
an abstraction that uses IP-in-1P encapsulation to create an
overlay that spans an enterprise in a single (inner) IP hop

VET interface

an EBR s tunnel virtual interface used for Virtual Enterprise
Traversal. The EBR configures a VET interface over a set of
underlying interfaces belonging to the sane enterprise. Wen
there are multiple distinct enterprises (each with their own
distinct set of underlying interfaces), the EBR configures a
separate VET interface over each set of underlying interfaces,
i.e., the EBR configures nultiple VET interfaces.

The VET interface encapsul ates each inner |IP packet in any nid-

| ayer headers plus an outer | P header, then it forwards it on an
underlying interface such that the Tinme to Live (TTL) / Hop Linit
in the inner header is not decrenented as the packet traverses the
enterprise. The VET interface therefore presents an automatic
tunneling abstraction that represents the enterprise as a single

| P hop.
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VET interfaces in non-nulticast environnents are Non-Broadcast,
Multiple Access (NBMA); VET interfaces in nulticast environments
are nulticast capable.

VET host
any node (host or router) that configures a VET interface for host
operation only. Note that a single node may configure sone of its
VET interfaces as host interfaces and others as router interfaces.

VET node
any node that configures and uses a VET interface.

Provi der -1 ndependent (Pl) prefix
an | Pv6 or I1Pv4 prefix (e.g., 2001:DB8::/48, 192.0.2/24, etc.)
that is either self-generated by an ER or delegated to an
enterprise by a registry.

Provi der Aggregated (PA) prefix
an |Pv6 or IPv4 prefix that is delegated to an enterprise by a
provi der networKk.

Routi ng Locator (RLOC)
a non-link-local IPv4 or |IPv6 address taken froma PI/PA prefix
that can appear in enterprise-interior and/or interdonain routing
tables. d obal-scope RLOC prefixes are del egated to specific
enterprises and are routable within both the enterprise-interior
and interdomain routing regions. Enterprise-local-scope RLOC
prefixes (e.g., |IPv6 Unique Local Addresses [ RFC4193], |Pv4
privacy addresses [RFC1918], etc.) are self-generated by
i ndi vidual enterprises and routable only within the enterprise-
interior routing region.

ERs use RLOCs for operating the enterprise-interior routing
protocol and for next-hop deternmination in forwardi ng packets
addressed to other RLOCs. End systems use RLOCs as addresses for
conmmuni cati ons between endpoints within the sane enterprise. VET
interfaces treat RLOCs as *outer* |P addresses during IP-in-1P
encapsul ati on.

Endpoint Interface iDentifier (EID)
an | Pv4 or I Pv6 address taken froma PI/PA prefix that is routable
within an enterprise-edge or VET overlay network scope, and may
al so appear in enterprise-interior and/or interdonain mappi ng
tables. EID prefixes are typically separate and distinct from any
RLOC prefix space.
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Edge network routers use ElIDs for operating the enterprise-edge or
VET overlay network routing protocol and for next-hop
determination in forwardi ng packets addressed to other ElIDs. End
systens use ElDs as addresses for communications between endpoints
either within the sane enterprise or within different enterprises.
VET interfaces treat EIDs as *inner* |P addresses during IP-in-IP
encapsul ati on.

The followi ng additional acronyns are used throughout the docunent:

CGA - Cryptographically Generated Address

DHCP(v4, v6) - Dynam c Host Configuration Protoco

FI B - Forwarding Infornmation Base

| SATAP - Intra-Site Autonmatic Tunnel Addressing Protoco
NBVA - Non-Broadcast, Miltiple Access

ND - Nei ghbor Di scovery

PI O - Prefix Information Option

PRL - Potential Router List

PRLNANVE - ldentifying nane for the PRL (default is "isatap")
Rl O - Route Information Option

RS/ RA - I Pv6 ND Router Solicitation/Advertisenent

SEAL - Subnetwork Encapsul ati on and Adaptation Layer
SLAAC - I Pv6 StatelLess Address AutoConfiguation

3. Enterprise Characteristics

Enterprises consist of links that are connected by Enterprise Routers
(ERs) as depicted in Figure 1. ERs typically participate in a
routing protocol over enterprise-interior interfaces to discover
routes that may include nultiple Layer 2 or Layer 3 forwarding hops.
Enterprise Border Routers (EBRs) are ERs that connect edge networks
to the enterprise and/or join multiple enterprises together
Enterpri se Border Gateways (EBGs) are EBRs that either directly or
indirectly connect enterprises to provider networks.

An enterprise nay be as sinple as a small collection of ERs and their
attached edge networks; an enterprise nay al so contain other
enterprises and/or be a subnetwork of a larger enterprise. An
enterprise may further enconpass a set of branch offices and/or
nomadi ¢ hosts connected to a hone office over one or several service
providers, e.g., through Virtual Private Network (VPN) tunnels.

Enterprises that conprise link types with sufficiently simlar
properties (e.g., Layer 2 (L2) address formats, maxinmumtransni ssion
units (MIUs), etc.) can configure a sub-1P layer routing service such
that | P sees the enterprise as an ordinary shared |link the sane as
for a (bridged) campus LAN. In that case, a single IP hop is
sufficient to traverse the enterprise without IP |ayer encapsul ation
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Enterprises that conprise link types with diverse properties and/or
configure nultiple |IP subnets nust also provide a routing service
that operates as an | P layer nechanism |In that case, nultiple IP
hops may be necessary to traverse the enterprise such that care nust
be taken to avoid nmulti-link subnet issues [RFC4903].

Conceptual ly, an ER enbodies both a host function and router
function. The host function supports Endpoint Interface iDentifier
(EI D) -based and/or Routing LOCator (RLOC)-based communications
according to the weak end-system nodel [RFC1122]. The router
function engages in the enterprise-interior routing protocol
connects any of the ER s edge networks to the enterprise, and may
al so connect the enterprise to provider networks (see Figure 1).

In addition to other interface types, VET nodes configure VET
interfaces that view all other VET nodes in an enterprise as single-
hop nei ghbors attached to a virtual link. VET nodes configure a
separate VET interface for each distinct enterprise to which they
connect, and discover other EBRs on each VET interface that can be
used for forwardi ng packets to off-enterprise destinations.

For each distinct enterprise, an enterprise trust basis mnmust be

est abl i shed and consistently applied. For exanple, in enterprises in
whi ch EBRs establish symetric security associations, nmechani snms such
as | Psec [ RFC4301] can be used to assure authentication and
confidentiality. |In other enterprise network scenarios, asymetric
securing mechani sms such as SEcure Nei ghbor Di scovery (SEND)

[ RFC3971] may be necessary to authenticate exchanges based on trust
anchors.

Finally, in enterprises with a centralized nmanagenent structure
(e.g., a corporate canpus network), the enterprise nanme service and a
synchroni zed set of EBGs can provide infrastructure support for

virtual enterprise traversal. |In that case, the EBGs can provide a
"default mapper"™ [APT] service used for short-term packet forwarding
unti|l EBR nei ghbor rel ationships can be established. In enterprises

with a distributed nanagenent structure (e.g., MANETs), peer-to-peer
coordi nati on between the EBRs thensel ves may be required.
Recogni zi ng that various use cases will entail a continuum between a
fully distributed and fully centralized approach, the foll ow ng
sections present the nmechanisms of Virtual Enterprise Traversal as
they apply to a wide variety of scenari os.

4. Autoconfiguration

ERs, EBRs, EBGs, and VET hosts configure thensel ves for operation as
specified in the foll owi ng subsections.
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4.1. Enterprise Router (ER) Autoconfiguration

ERs configure enterprise-interior interfaces and engage in any
routing protocols over those interfaces.

When an ER joins an enterprise, it first configures a unique |IPv6
Iink-1ocal address on each enterprise-interior interface and
configures an I Pv4 link-1ocal address on each enterprise-interior
interface that requires an | Pv4 link-local capability. [1Pv6 |ink-
| ocal address generation nechanisns that provide sufficient

uni queness include Cryptographically Generated Addresses (CGAs)

[ RFC3972], |1 Pv6 Privacy Addresses [ RFC4941], Stateless Address

Aut oConfiguration (SLAAC) using EU -64 interface identifiers

[ RFC4291] [ RFC4862], etc. The nechani sns specified in [ RFC3927]
provide an | Pv4 link-1ocal address generation capability.

Next, the ER configures an RLOC on each of its enterprise-interior
interfaces and engages in any routing protocols on those interfaces.
The ER can configure an RLOC via explicit nmanagenent, DHCP

aut oconfi guration, pseudo-random self-generation froma suitably

| arge address pool, or through an alternate autoconfiguration
mechani sm

Alternatively (or in addition), the ER can request RLOC prefix

del egations via an automated prefix del egati on exchange over an
enterprise-interior interface and can assign the prefix(es) on
enterprise-edge interfaces. |In that case, the ER can use an RLCC
assigned to an enterprise-edge interface for enterprise-interior
routing protocol operation and next-hop determ nati on purposes. Note
that in sone cases, the sane enterprise-edge interfaces nay assign
both RLOC and an EID addresses if there is a neans for source address
selection. In other cases (e.g., for separation of security

domai ns), RLOCs and El Ds nust be assigned on separate sets of

enterpri se-edge interfaces.

Sel f-generation of RLOCs for |Pv6 can be froma large | Pv6 | ocal -use
address range, e.g., |Pv6 Unique Local Addresses [RFC4193]. Self-
generation of RLOCs for |Pv4 can be froma large |IPv4 private address
range (e.g., [RFC1918]). Wen self-generation is used alone, the ER
must continuously nonitor the RLOCs for uni queness, e.g., by

nmoni toring the routing protocol

DHCP generation of RLOCs may require support fromrelays within the
enterprise. For DHCPv6, relays that do not already know the RLOC of
a server within the enterprise forward requests to the

"Al'l _DHCP_Servers’ site-scoped | Pv6 nulticast group [ RFC3315]. For
DHCPv4, relays that do not already know the RLOC of a server within
the enterprise forward requests to the site-scoped |IPv4 nulticast
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group address 'All _DHCPv4 Servers', which should be set to
239.255.2.1 unless an alternate nmulticast group for the site is
known. DHCPv4 servers that delegate RLOCs should therefore join the
"Al'l _DHCPv4_Servers’ multicast group and service any DHCPv4 nessages
recei ved for that group

A conbi ned approach using both DHCP and sel f-generation is al so
possi bl e when the ER configures both a DHCP client and relay that are
connected, e.g., via a pair of back-to-back connected Ethernet
interfaces, a tun/tap interface, a |oopback interface, inter-process
communi cation, etc. The ER first self-generates a tenporary RLOC
used only for the purpose of procuring an actual RLOC taken froma
di sjoi nt addressing range. The ER then engages in the routing
protocol and perforns a DHCP client/relay exchange using the
tenporary RLOC as the address of the relay. Wen the DHCP server

del egates an actual RLOC address/prefix, the ER abandons the
tenporary RLOC and re-engages in the routing protocol using an RLOC
taken from the del egati on.

In sone enterprise use cases (e.g., MANETs), assignment of RLOCs on
enterprise-interior interfaces as singleton addresses (i.e., as
addresses with /32 prefix lengths for IPv4, and as addresses with
/128 prefix lengths for 1Pv6) nmay be necessary to avoid multi-link
subnet i ssues.

4.2. Enterprise Border Router (EBR) Autoconfiguration
EBRs are ERs that configure VET interfaces over distinct sets of
underlying interfaces belonging to the sane enterprise; an EBR can
connect to nmultiple enterprises, in which case it would configure
multiple VET interfaces. 1In addition to the ER autoconfiguration
procedures specified in Section 4.1, EBRs performthe follow ng
aut oconfi guration operations.

4.2.1. VET Interface Autoconfiguration
VET interface autoconfiguration entails:
1) interface initialization
2) EBG di scovery and enterprise identification, and
3) EID configuration

These functions are specified in the followi ng sections.
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4.2.1.1. Interface Initialization

EBRs configure a VET interface over a set of underlying interfaces
bel onging to the sanme enterprise, where the VET interface presents a
virtual -l1ink abstraction in which all EBRs in the enterprise appear
as singl e-hop nei ghbors through the use of IP-in-1P encapsul ation.
After the EBR configures a VET interface, it initializes the
interface and assigns an I Pv6 |ink-local address and an |Pv4 |ink-

| ocal address if necessary.

When | Pv6 and |1 Pv4 are used as the inner/outer protocols
(respectively), the EBR autoconfigures an | SATAP |ink-1ocal address
([ RFC5214], Section 6.2) on the VET interface to support packet
forwardi ng and operation of the | Pv6 nei ghbor di scovery protocol
The | SATAP |ink-1ocal address enbeds an | Pv4 RLOC, and need not be
checked for uniqueness since the IPv4 RLOC itself is nmnanaged for
uni queness (see Section 4.1).

Li nk-1ocal address configuration for other inner/outer |IP protoco
conbinations is through administrative configuration or through an
unspecified alternate nmethod. Link-Iocal address configuration for
other inner/outer |IP protocol conbinations nay not be necessary if an
El D can be configured through other neans (see Section 4.2.1.3).

After the EBR initializes a VET interface, it can communicate with
ot her VET nodes as single-hop neighbors on the VET interface fromthe
vi ewpoi nt of the inner |IP protocol

4.2.1.2. Enterprise Border Gateway Di scovery and Enterprise
Identification

The EBR next discovers a list of EBGs for each of its VET interfaces.
The list can be discovered through information conveyed in the
routing protocol, through the Potential Router List (PRL) discovery
mechani sms outlined in Section 8.3.2 of [RFC5214], through DHCP
options, etc. In nulticast-capable enterprises, EBRs can also listen
for advertisenents on the 'rasadv’ [RASADV] mnulticast group address.

In particular, whether or not routing information is available, the
EBR can di scover the list of EBGs by resolving an identifying nanme
for the PRL (' PRLNAMVE ) forned as ’hostname. domai nnane’, where
"hostnane’ is an enterprise-specific nane string and ' domai nnane’ is
an enterprise-specific DNS suffix. The EBR di scovers ' PRLNAME

t hrough manual configuration, a DHCP option, 'rasadv’ protoco

advertisenents, link-layer information (e.g., an |EEE 802.11 Service
Set Identifier (SSID)), or through sone other neans specific to the
enterprise. |In the absence of other information, the EBR sets the
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"host nane’ conponent of 'PRLNAME to "isatap" and sets the
" domai nname’ conponent only if an enterprise-specific DNS suffix
"exanpl e.cont’ is known (e.g., as "isatap.exanple.conl).

The gl obal Internet interdomain routing core represents a specific
exanpl e of an enterprise network scenario, albeit on an enornous
scale. The 'PRLNAME' assigned to the global Internet interdonain
routing core is "isatap.net".

After discovering 'PRLNAME , the EBR can discover the list of EBGs by
resolving 'PRLNAME' to a list of RLOC addresses through a name
service |l ookup. For centrally nmanaged enterprises, the EBR resol ves
"PRLNAME' using an enterprise-local nane service (e.g., the
enterprise-local DNS). For enterprises with a distributed managenent
structure, the EBR resol ves ' PRLNAME using Link-Local Milticast Name
Resol ution (LLMNR) [ RFCA795] over the VET interface. |In that case,
all EBGs in the PRL respond to the LLM\R query, and the EBR accepts
the union of all responses.

Each distinct enterprise nust have a unique identity that EBRs can
use to uniquely discern their enterprise affiliations. ’'PRLNAME as
well as the RLOCs of EBGs and the I P prefixes they aggregate serve as
an identifier for the enterprise.

4.2.1.3. EID Configuration

After EBG di scovery, the EBR configures EIDs on its VET interfaces.
When | Pv6 and |1 Pv4 are used as the inner/outer protocols
(respectively), the EBR autoconfigures ElDs as specified in Section
5.4.1. In particular, the EBR acts as a host on its VET interfaces
for router and prefix discovery purposes but acts as a router on its
VET interfaces for routing protocol operation and packet forwarding
pur poses.

EID configuration for other inner/outer |IP protocol conbinations is
t hrough admini strative configuration or through an unspecified
alternate nethod; in sone cases, such EID configuration can be
performed i ndependently of EBG di scovery.

4.2.2. Provider-Aggregated (PA) EID Prefix Autoconfiguration
EBRs can acquire Provider-Aggregated (PA) EID prefixes through
aut oconfigurati on exchanges with EBGs over VET interfaces, where each
EBG nmay be configured as either a DHCP relay or DHCP server

For 1 Pv4 EIDs, the EBR acquires prefixes via an autonmated |Pv4 prefix
del egati on exchange, explicit nmanagenent, etc.
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For | Pv6 EIDs, the EBR acquires prefixes via DHCPv6 Prefix Del egation
exchanges. |In particular, the EBR (acting as a requesting router)
can use DHCPv6 prefix del egation [ RFC3633] over the VET interface to
obtain IPv6 EID prefixes fromthe server (acting as a del egating
router).

The EBR obtains prefixes using either a 2-nessage or 4-nessage DHCPv6
exchange [ RFC3315]. For example, to performthe 2-nessage exchange,
the EBR s DHCPv6 client forwards a Solicit nessage with an | A_PD
option to its DHCPv6 relay, i.e., the EBR acts as a conbined client/
relay (see Section 4.1). The relay then forwards the nessage over
the VET interface to an EBG which either services the request or
relays it further. The forwarded Solicit nmessage will elicit a reply
fromthe server containing PA IPv6 prefix del egations.

The EBR can propose a specific prefix to the DHCPv6 server per
Section 7 of [RFC3633], e.g., if a prefix delegation hint is
avai l able. The server will check the proposed prefix for consistency
and uni queness, then return it in the reply to the EBRif it was able
to performthe del egation

After the EBR receives PA prefix delegations, it can provision the
prefixes on enterprise-edge interfaces as well as on other VET
interfaces for which it is configured as an EBG It can al so
provision the prefixes on enterprise-interior interfaces as |ong as
ot her nodes on those interfaces unanbi guously associate the prefixes
with the EBR

4.2.3. Provider-Independent (Pl) EID Prefix Autoconfiguration

I ndependent of any PA prefixes, EBRs can acquire and use Provider-

I ndependent (PlI) EID prefixes that are self-configured (e.g., using

[ RFC4193], etc.) and/or delegated by a registration authority (e.g.
usi ng [ CENTRL- ULA], etc.). Wen an EBR acquires a Pl prefix, it nust
al so obtain credentials that it can use to prove prefix ownership
when it registers the prefixes with EBGs within an enterprise (see
Sections 5.4 and 5.5).

After the EBR receives Pl prefix delegations, it can provision the
prefixes on enterprise-edge interfaces as well as on other VET
interfaces for which it is configured as an EBG It can al so
provision the prefixes on enterprise-interior interfaces as |ong as
ot her nodes on those interfaces can unanbi guously associate the
prefixes with the EBR

The m ninum sized |Pv6 Pl prefix that an EBR nay acquire is a /56.

The m ninumsized |Pv4 Pl prefix that an EBR nmay acquire is a /24.

Tenplin I nf or mat i onal [ Page 16]



RFC 5558 VET February 2010

4.3. Enterprise Border Gateway (EBG Autoconfiguration

EBGs are EBRs that connect child enterprises to provider networks via
provi der-edge interfaces and/or via VET interfaces configured over
parent enterprises. EBGs autoconfigure their provider-edge
interfaces in a manner that is specific to the provider connections,
and they autoconfigure their VET interfaces that were configured over
parent enterprises, using the EBR autoconfiguration procedures
specified in Section 4. 2.

For each of its VET interfaces configured over a child enterprise

the EBGinitializes the interface and configures an EID the sane as
for an ordinary EBR (see Section 4.2.1). It nust then arrange to add
one or nore of its RLOCs associated with the child enterprise to the
PRL, and it nust maintain these resource records in accordance with

[ RFC5214], Section 9. In particular, for each VET interface
configured over a child enterprise, the EBG adds the RLOCs to nane-
service resource records for ' PRLNAME

EBGs respond to LLMNR queries for 'PRLNAME on VET interfaces
configured over child enterprises with a distributed managenent
structure.

EBGs configure a DHCP rel ay/server on VET interfaces configured over
child enterprises that require DHCP services.

To avoid | oopi ng, EBGs rmust not configure a default route on a VET
interface configured over a child interface.

4.4, VET Host Autoconfiguration

Nodes that cannot be attached via an EBR s enterprise-edge interface
(e.g., nomadic |aptops that connect to a hone office via a Virtua
Private Network (VPN)) can instead be configured for operation as a
simpl e host connected to the VET interface. Such VET hosts perform
the sane VET interface autoconfiguration procedures as specified for
EBRs in Section 4.2.1, but they configure their VET interfaces as
host interfaces (and not router interfaces). VET hosts can then send
packets to the EI D addresses of other hosts on the VET interface, or
to off-enterprise EID destinations via a next-hop EBR

Note that a node nmay be configured as a host on sone VET interfaces
and as an EBR/ EBG on other VET interfaces.
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5. Internetworking Operation

Fol I owi ng the autoconfiguration procedures specified in Section 4,
ERs, EBRs, EBGs, and VET hosts engage in normal internetworking
operations as discussed in the follow ng sections.

5.1. Routing Protocol Participation

Fol | owi ng aut oconfiguration, ERs engage in any RLOC-based |IP routing
protocols and forward | P packets with RLOC addresses. EBRs can
additionally engage in any ElID-based IP routing protocols and forward
| P packets with EID addresses. Note that the ElD-based IP routing
domai ns are separate and distinct fromany RLOC-based |IP routing
donai ns.

5. 2. RLOC- Based Conmuni cati ons

When permitted by policy and supported by routing, end systens can
avoid VET interface encapsul ation through conmuni cations that
directly invoke the outer |IP protocol using RLOC addresses instead of
El D addresses. End systens can use source address selection rules to
determ ne whether to use EID or RLOCC addresses based on, e.g., nane-
service records

5.3. EI D Based Conmmuni cati ons

In many enterprise scenarios, the use of ElD based conmuni cations
(i.e., instead of RLOC-based conmuni cations) may be necessary and/or
beneficial to support address scaling, NAT avoi dance, security domain
separation, site nultihom ng, traffic engineering, etc.

The renai nder of this section discusses internetworking operation for
El D- based comuni cations using the VET interface abstraction

5.4. 1Pv6 Router Discovery and Prefix Registration

The follow ng sections discuss router and prefix discovery
consi derations for the case of IPv6 as the inner |P protocol

5.4.1. |1Pv6e Router and Prefix Discovery

EBGs follow the router and prefix di scovery procedures specified in

[ RFC5214], Section 8.2. They send solicited RAs over VET interfaces
for which they are configured as gateways with default router
lifetimes, with PIGs that contain PA prefixes for SLAAC, and with any
other required options/paraneters. The RAs can also include PIGs
with the "L’ bit set to 0 and with a prefix such as *2001: DB8::/48
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as a hint of an aggregated prefix fromwhich the EBGis willing to
del egate | onger PA prefixes. Wen PIGs that contain PA prefixes for
SLAAC are included, the "M flag in the RA should also be set to O.

VET nodes follow the router and prefix discovery procedures specified
in [ RFC5214], Section 8.3. They discover EBGs within the enterprise
as specified in Section 4.2.1.2, then perform RS/ RA exchanges with
the EBGs to establish and maintain default routes. In particular

the VET node sends unicast RS nessages to EBGs over its VET
interface(s) to receive RAs. Depending on the enterprise network
trust basis, VET nodes may be required to use SEND to secure the

RS/ RA exchanges.

When the VET node receives an RA, it authenticates the nessage, then
configures a default route based on the Router Lifetine. |If the RA
contains Prefix Information Options (PIGs) with the "A" and 'L’ bits
set to 1, the VET node al so autoconfigures |Pv6 addresses fromthe
advertised prefixes using SLAAC and assigns themto the VET
interface. Thereafter, the VET node accepts packets that are
forwarded by EBGs for which it has current default routing
information (i.e., ingress filtering is based on the default router
trust relationship rather than a prefix-specific ingress filter
entry).

In enterprises in which DHCPv6 is preferred, DHCPv6 exchanges between
EBRs and EBGs may be sufficient to convey default router and prefix
information. |In that case, RS/ RA exchanges nmay not be necessary.

5.4.2. 1Pv6 PA Prefix Registration

After an EBR discovers default routes, it can use DHCP prefix

del egation to obtain PA prefixes via an EBG as specified in Section
4.2.2. The DHCP server ensures that the del egations are uni que and
that the EBG s router function will forward |IP packets over the VET
interface to the correct EBR In particular, the EBG nust register
and track the PA prefixes that are del egated to each EBR

The PA prefix registrations remain active in the EBGs as |ong as the
EBR continues to i ssue DHCP renewal s over the VET interface before
lease lifetines expire. The lease lifetine also keeps the del egation
state active even if communicati ons between the EBR and DHCP server
are disrupted for a period of tine (e.g., due to an enterprise
network partition) before being reestablished (e.g., due to an
enterprise network nerge).
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5.4.3. |Pve Pl Prefix Registration

After an EBR discovers default routes, it nust register its P
prefixes by sending RAs to a set of one or nore EBGs with Route
Information Options (R Os) [RFC4191] that contain the EBR s P
prefixes. Each RA nust include the RLOC of an EBG as the outer IP
destination address and a link-1ocal address assigned to the VET
interface as the inner |IP destination address. For enterprises that
use SEND, the RAs al so include a CGA |ink-local inner source address
SEND credentials, plus any certificates needed to prove ownership of
the PI prefixes. The EBR additionally tracks the set of EBGs to
which it sends RAs so that it can send subsequent RAs to the sanme
set.

Wien the EBG receives the RA, it first authenticates the nessage; if
the authentication fails, the EBG discards the RA. O herw se, the
EBG installs the PI prefixes with their respective lifetinmes inits
Forwardi ng I nfornmati on Base (FIB) and configures themfor both
ingress filtering [ RFC3704] and forwardi ng purposes. In particular
the EBG configures the FIB entries as ingress filter rules to accept
packets received on the VET interface that have a source address
taken fromthe Pl prefixes. It also configures the FIB entries to
forward packets received on other interfaces with a destination
address taken fromthe Pl prefixes to the EBR that registered the
prefixes on the VET interface.

The EBG then publishes the Pl prefixes in a distributed database
(e.g., in a private instance of a routing protocol in which only EBGs
participate, via an autonated nane-service update nmechani sm

[ RFC3007], etc.). For enterprises that are nanaged under a
centralized adm nistrative authority, the EBG al so publishes the P
prefixes in the enterprise-local name-service (e.g., the enterprise-

| ocal DNS [ RFC1035]).

In particular, the EBG publishes each /56 prefix taken fromthe P
prefixes as a separate Fully Qualified Domain Nane (FQDN) that

consi sts of a sequence of 14 nibbles in reverse order (i.e., the same
as in [ RFC3596], Section 2.5) followed by the string 'ip6 followed
by the string ' PRLNAVE . For exanple, when ' PRLNAME s

"i sat ap. exanpl e. cont, the EBG publishes the prefix ’'2001: DB8::/56

as:

"0.0.0.0.0.0.8.b.d.0.1.0.0. 2.i p6.isatap. exanpl e. coni .
The EBG i ncludes the outer RLOC source address of the RA (e.g., in a
DNS A resource record) in each prefix publication. For enterprises

that use SEND, the EBG al so i ncludes the inner |IPv6 CGA source
address (e.g., in a DNS AAAA record) in each prefix publication. |If
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the prefix was already installed in the distributed database, the EBG
i nstead adds the outer RLOC source address (e.g., in an additiona

DNS A record) to the preexisting publication to support Pl prefixes
that are nmultihoned. For enterprises that use SEND, this latter
provision requires all EBRs of a nultihonmed site that advertise the
same Pl prefixes in RAs to use the same CGA and the sanme SEND
credenti al s.

After the EBG authenticates the RA and publishes the Pl prefixes, it
next acts as a Nei ghbor Discovery proxy (NDProxy) [RFC4389] on the
VET interfaces configured over any of its parent enterprises, and it
relays a proxied RA to the EBGs on those interfaces. (For
enterprises that use SEND, the EBG additionally acts as a SEcure

Nei ghbor Di scovery Proxy (SENDProxy) [SEND-PROXY].) EBGs in parent
enterprises that receive the proxied RAs in turn act as

NDPr oxys/ SENDPr oxys to relay the RAs to EBGs on their parent
enterprises, etc. The RA proxying and Pl prefix publication recurses
in this fashion and ends when an EBR attached to an interdomain
routing core is reached.

After the initial Pl prefix registration, the EBR that owns the
prefix(es) nmust periodically send additional RAs to its set of EBGs
to refresh prefix lifetines. Each such EBG tracks the set of EBGs in
parent enterprises to which it relays the proxied RAs, and shoul d
rel ay subsequent RAs to the sanme set.

This procedure has a direct analogy in the Teredo nethod of
mai ntai ning state in network m ddl eboxes through the periodic
transm ssi on of "bubbl es" [ RFC4380].

5.4.4. | Pv6 Next-Hop EBR Di scovery

VET nodes di scover destination-specific next-hop EBRs within the
enterprise by querying the name service for the /56 | Pv6 Pl prefix
taken from a packet’s destination address, by forwardi ng packets via
a default route to an EBG or by sone other inner-IP-to-outer-I1P
address mappi ng nmechanism For exanple, for the |IPv6 destination
address ' 2001: DB8: 1:2:: 1" and ' PRLNAME' "i satap. exanpl e.coni the VET
node can | ookup the domai n nane:

’0.0.1.0.0.0.8.b.d.0.1.0.0. 2.1 p6.i sat ap. exanpl e. coni .
I f the nane-service | ookup succeeds, it will return RLOC addresses
(e.g., in DNS A records) that correspond to next-hop EBRs to which

the VET node can forward packets. (lIn enterprises that use SEND, it
will also return an | Pv6 CGA address, e.g., in a DNS AAAA record.)
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Nane- servi ce | ookups in enterprises with a centralized nanagenent
structure use an infrastructure-based service, e.g., an enterprise-

I ocal DNS. Name-service |ookups in enterprises with a distributed
managenent structure and/or that |ack an infrastructure-based nane-
service instead use LLM\R over the VET interface. Wen LLM\R is
used, the EBR that perforns the | ookup sends an LLM\R query (with the
/56 prefix taken fromthe | P destination address encoded in dotted-
ni bbl e format as shown above) and accepts the union of all replies it
receives fromother EBRs on the VET interface. Wen an EBR receives
an LLMNR query, it responds to the query IFF it aggregates an IP
prefix that covers the prefix in the query.

Alternatively, in enterprises with a stable and hi ghly-avail abl e set
of EBGs, the VET node can sinply forward an initial packet via a
default route to an EBG The EBG will forward the packet to a next-
hop EBR on the VET interface and return an | CMPv6 Redirect [ RFC4861]
(using SEND, if necessary). |If the packet’s source address is on-
link on the VET interface, the EBG returns an ordinary "router-to-
host" redirect with the source address of the packet as its
destination. |If the packet’'s source address is not on-link, the EBG
instead returns a "router-to-router"” redirect with the link-Ioca

| SATAP address of the previous-hop EBR as its destination. Wen |Pv4
is used as the outer IP protocol, the EBG al so includes in the
redirect one or nore | Pv6 Link-Layer Address Options (LLAGCs) that
contain the 1Pv4 RLOCs of potential next-hop EBRs arranged in order
from!|owest to highest priority (i.e., the first LLAO contains the
lowest priority RLOCC and the final LLAO option contains the highest
priority). These LLACs are formatted using a nodified version of the
formspecified in Section 5 of [RFC2529], as shown in Figure 2 (the
LLAO fornmat for 1 Pv6 as the outer IP protocol is out of scope).

Fomeoo Fomeoo Fomeoo Fomeoo Fomeoo Fomeoo Fomeoo Fomeoo +
| Type |Length | TTL | | Pv4 Address
Fomm - Fomm - Fomm - Fomm - Fomm - Fomm - Fomm - Fomm - +

Fi gure 2: VET Link-Layer Address Option Fornat

For each such I Pv6/1Pv4 LLAO, the Type is set to 2 (for Target Link-
Layer Address Option), Length is set to 1, and I Pv4 Address is set to
the 1Pv4 RLOC of the next-hop EBR TTL is set to the time in seconds
that the recipient my cache the RLOC, where the val ue 65535
represents infinity and the value 0 suspends forwardi ng through this
RLOC.

When a VET host receives an ordinary "router-to-host" redirect, it
processes the redirect exactly as specified in [ RFC4861], Section 8.
When an EBR receives a "router-to-router” redirect, it discovers the
RLOC addresses of potential next-hop EBRs by exanmining the LLAGs
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included in the redirect. The EBR then installs a FIB entry that
contains the /56 prefix of the destination address encoded in the
redirect and the list of RLOCs of potential next-hop EBRs. The EBR
then enables the FIB entry for forwardi ng to next-hop EBRs but DOES
NOT enable it for ingress filtering acceptance of packets from next-
hop EBRs (i.e., the forwarding determ nation is unidirectional).

In enterprises in which spoofing is possible, after discovering
potential next-hop EBRs (either through name-service | ookup or | CW
redirect) the EBR nust send authenticating credentials before
forwardi ng packets via the next-hops. To do so, the EBR nust send
RAs over the VET interface (using SEND, if necessary) to one or nore
of the potential next-hop EBRs with an RLOC as the outer IP
destination address. The RAs nust include a Route Information Option
(RIO [RFC4191] that contains the /56 PI prefix of the origina
packet’s source address. After sending the RAs, the EBR can either
enable the new FIB entry for forwarding i mediately or delay until it
receives an explicit acknow edgenent that a next-hop EBR received the
RA (e.g., using the SEAL explicit acknowl edgenment nechani sm-- see
Section 5.7).

When a next-hop EBR receives the RA,L it authenticates the nessage
then it perforns a nane-service | ookup on the prefix in the RIOIf
further authenticating evidence is required. |f the nane service
returns resource records that are consistent with the inner and outer
| P addresses of the RA, the next-hop EBR then installs the prefix in
the RROin its FIB and enables the FIB entry for ingress filtering
but DOES NOT enable it for forwardi ng purposes. After an EBR sends
initial RAs following a redirect, it should send periodic RAs to
refresh the next-hop EBR s ingress filter prefix lifetinmes as long as
traffic is fl ow ng.

EBRs retain the FIB entries created as a result of an | CWP redirect
until all RLOC TTLs expire, or until no hints of forward progress

t hrough any of the associated RLOCs are received. 1In this way, RLOC
liveness detection exactly parallels IPv6 Neighbor Unreachability
Detection ([ RFC4861], Section 3).

5.5. 1Pv4 Router Discovery and Prefix Registration

When I Pv4 is used as the inner IP protocol, router discovery and
prefix registration exactly parallel the nechanisns specified for
IPv6 in Section 5.4. To support this, nodifications to the | CMPv4
Rout er Advertisenent [RFCL256] function to include SEND constructs
and nodifications to the | CMPv4 Redirect [RFC0792] function to
support router-to-router redirects will be specified in a future
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docunent. Additionally, publications for |Pv4d prefixes will be in
dotted-nibble format in the 'ip4.isatap.exanple.com domain. For
exanple, the I Pv4 prefix 192.0.2/24 woul d be represented as:

72.0.0.0.0.c.ip4.isatap. exanpl e. con
5.6. VET Encapsul ation

VET nodes forward packets by consulting the FIB to deternmine a
specific EBR/ EBG as the next-hop router on a VET interface. When
mul ti pl e next-hop routers are avail able, VET nodes can use default
router preferences, routing protocol information, traffic engineering
configurations, etc. to select the best exit router. Wen there is
no FIB information other than "default" avail able, VET nodes can

di scover the next-hop EBR/ EBG t hrough the nechani sns specified in
Section 5.4 and Section 5.5.

VET interfaces encapsul ate inner | P packets in any md-|ayer headers
foll owed by an outer |IP header according to the specific
encapsul ati on type (e.g., [RFC4301], [RFC5214], [RFC5320], etc.);
they next submit the encapsul ated packet to the outer |IP forwarding
engi ne for transm ssion on an underlying interface.

For forwarding to next-hop addresses over VET interfaces that use

| Pv6-in-1Pv4 encapsul ation, VET nodes deternine the outer destination
address (i.e., the IPv4 RLOC of the next-hop EBR) through static
extraction of the | Pv4 address enbedded in the next-hop | SATAP
address. For other IP-in-1P encapsul ati ons, determ nation of the
outer destination address is through adm nistrative configuration or
through an unspecified alternate nethod. Wen there are multiple
candi dat e destinati on RLOCs avail abl e, the VET node should only

sel ect an RLOC for which there is current forwarding information in
the outer | P protocol FIB

5.7. SEAL Encapsul ation

VET nodes shoul d use SEAL encapsul ati on [ RFC5320] over VET interfaces
to accommpdate path MIU diversity, to defeat source address spoofing,
and to nonitor next-hop EBR reachability. SEAL encapsul ation

mai ntai ns a unidirectional and nonotonically incrementing per-packet
identification value known as the "SEAL ID . Wen a VET node that
uses SEAL encapsul ati on sends a SEND- protected Router Advertisenent
(RA) or Router Solicitation (RS) nessage to another VET node, both
nodes cache the new SEAL I D as per-tunnel state used for naintaining
a wi ndow of unacknow edged SEAL_| Ds.
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In terms of security, when a VET node receives an | CMP nessage, it
can confirmthat the packet-in-error within the | CMP nessage
corresponds to one of its recently sent packets by exam ning the
SEAL_ID along with source and destination addresses, etc.
Additionally, a next-hop EBR can track the SEAL_ID in packets
received fromEBRs for which there is an ingress filter entry and
di scard packets that have SEAL I D val ues outside of the current

wi ndow.

In terms of next-hop reachability, an EBR can set the SEAL

"Acknowl edgenent Requested” bit in nessages to receive confirmation
that a next-hop EBR is reachable. Setting the "Acknow edgenent
Requested"” bit is also used as the nethod for nmaintaining the w ndow
of outstandi ng SEAL_I Ds.

5.8. Cenerating Errors

When an EBR receives an | Pv6 packet over a VET interface and there is
no matching ingress filter entry, it drops the packet and returns an
| CMPv6 [ RFC4443] "Destination Unreachabl e; Source address failed

i ngress/egress policy" nessage to the previous-hop EBR subject to
rate limting.

When an EBR receives an | Pv6 packet over a VET interface, and there
is no longest-prefix-match FIB entry for the destination, it returns
an | CMPv6 "Destination Unreachable; No route to destination" nessage
to the previous hop EBR subject to rate limting.

When an EBR receives an | Pv6 packet over a VET interface and the

| ongest-prefix-nmatch FIB entry for the destination is via a next-hop
configured over the sane VET interface the packet arrived on, the EBR
forwards the packet, then (if the FIB prefix is longer than ::/0)
sends a router-to-router |CVWPv6 Redirect nessage (using SEND, i f
necessary) to the previous-hop EBR as specified in Section 5.4.4.

Ceneration of other |ICWMP nessages [RFC0792] [RFC4443] is the sane as
for any IP interface.

5.9. Processing Errors

When an EBR receives an | CMPv6 "Destination Unreachabl e; Source
address failed ingress/egress policy" nessage froma next-hop EBR,
and there is a longest-prefix-nmatch FIB entry for the origina
packet’s destination that is nore specific than ::/0, the EBR

di scards the nmessage and marks the FIB entry for the destination as
"forwardi ng suspended" for the RLOC taken fromthe source address of
the 1 COvWPv6 nessage. The EBR shoul d then all ow subsequent packets to
flow through different RLOCs associated with the FIB entry until it
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forwards a new RA to the suspended RLOC. |If the EBR receives
excessive | CMPv6 ingress/egress policy errors through nultiple RLOCs
associated with the sane FIB entry, it should delete the FIB entry
and al | ow subsequent packets to flow through an EBG if supported in
the specific enterprise scenario.

When a VET node receives an | CWPv6 "Destination Unreachable; No route
to destination" message froma next-hop EBR it forwards the | CMPv6
nmessage to the source of the original packet as normal. |If the EBR
has | ongest-prefix-match FIB entry for the original packet’s
destination that is nore specific than ::/0, the EBR al so deletes the
FIB entry.

When an EBR receives an authentic |CMPv6 Redirect, it processes the
packet as specified in Section 5.4.4.

When an EBG recei ves new mapping i nformation for a specific
destination prefix, it can propagate the update to other EBRs/EBGs by
sending an | CMPv6 redirect nessage to the "All Routers’ |ink-loca
nmul ti cast address with an LLAOwith the TTL for the unreachable LLAO
set to zero, and with a NULL packet in error

Additionally, a VET node may receive |CVWP "Destination Unreachabl e;
net / host unreachabl e" nessages froman ER indicating that the path
to a VET neighbor may be failing. The VET node should first check
e.g., the SEAL_ID, |Psec sequence nunber, source address of the
original packet if available, etc. to obtain reasonabl e assurance
that the I CWP nessage is authentic, then should mark the |ongest-
prefix-match FIB entry for the destination as "forwarding suspended”
for the RLOC destination address of the | CMP packet-in-error. |If the
VET node recei ves excessive | CMP unreachabl e errors through multiple
RLOCs associated with the sane FIB entry, it should delete the FIB
entry and al |l ow subsequent packets to flow through a different route.

5.10. Mobility and Multi hom ng Consi derations

EBRs that travel between distinct enterprise networks nust either
abandon their PA prefixes that are relative to the "ol d" enterprise
and obtain new ones relative to the "new' enterprise or sonehow
coordinate with a "hone" enterprise to retain ownership of the

prefixes. In the first instance, the EBR would be required to
coordi nate a network renunbering event using the new PA prefixes
[ RFC4192]. In the second instance, an ancillary nobility nmanagenent

mechani sm nust be used.
EBRs can retain their Pl prefixes as they travel between distinct

enterprise networks as long as they register the prefixes with new
EBGs and (preferably) withdraw the prefixes fromold EBGs prior to
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departure. Prefix registration with new EBGs is coordi nated exactly
as specified in Section 5.4.3; prefix withdrawal fromold EBGs is
simply through re-announcing the Pl prefixes with zero lifetines.

Since EBRs can nove about independently of one another, stale FIB
entry state may be left in VET nodes when a nei ghboring EBR departs.
Additionally, EBRs can |ose state for various reasons, e.g., power
failure, machine reboot, etc. For this reason, EBRs are advised to
set relatively short Pl prefix lifetimes in RIO options, and to send
additional RAs to refresh lifetinmes before they expire. (EBRs should
pl ace conservative limts on the RAs they send to reduce congestion
however.)

EBRs may register their Pl prefixes with nultiple EBGs for

mul ti hom ng purposes. EBRs should only forward packets via EBGs with
which it has registered its Pl prefixes, since other EBGs may drop
the packets and return | CMPv6 "Destination Unreachabl e; Source
address failed ingress/egress policy" nessages.

EBRs can al so act as delegating routers to sub-del egate portions of
their Pl prefixes to requesting routers on their enterprise-edge
interfaces and on VET interfaces for which they are configured as
EBGs. In this sense, the sub-del egations of an EBR s Pl prefixes
becone the PA prefixes for downstreant dependent nodes. Downstream
dependent nodes that travel with a nobile provider EBR can continue
to use addresses configured from PA prefixes; downstream dependent
nodes that nove away fromtheir provider EBR rnust perform address/
prefix renunbering when they associate with a new provider.

The EBGs of a nultihoned enterprise should participate in a private
inner | P routing protocol instance between thensel ves (possibly over
an alternate topology) to acconmopdate enterprise partitions/nmerges as
well as intra-enterprise nobility events. These peer EBGs shoul d
accept packets from one another without respect to the destination
(i.e., ingress filtering is based on the peering rel ationship rather
than a prefix-specific ingress filter entry).

5.11. Multicast

In nmul ticast-capable deploynments, ERs provide an enterprise-w de

mul ticasting service (e.g., Sinplified Miulticast Forwarding (SM)

[ MANET- SMF], Protocol |ndependent Multicast (PIM routing, D stance
Vector Multicast Routing Protocol (DVMRP) routing, etc.) over their
enterprise-interior interfaces such that outer IP nulticast nessages
of site-scope or greater scope will be propagated across the
enterprise. For such deploynents, VET nodes can al so provide an
inner I P multicast/broadcast capability over their VET interfaces

t hrough mapping of the inner IP nulticast address space to the outer
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I P nulticast address space. In that case, operation of |ink-scoped
(or greater scoped) inner IP nulticasting services (e.g., a link-
scoped nei ghbor discovery protocol) over the VET interface is
avai l abl e, but |ink-scoped services should be used sparingly to
mnimze enterprise-w de flooding.

VET nodes encapsul ate inner I P nmulticast nessages sent over the VET
interface in any md-layer headers (e.g., |Psec, SEAL, etc.) plus an
outer I P header with a site-scoped outer IP nmulticast address as the
destination. For the case of IPv6 and | Pv4 as the inner/outer
protocol s (respectively), [RFC2529] provides mappings fromthe | Pv6
nmul ti cast address space to a site-scoped I Pv4 nulticast address space
(for other IP-in-1P encapsul ati ons, nappings are established through
adm ni strative configuration or through an unspecified alternate
static mapping).

Mul ticast mapping for inner IP nulticast groups over outer |IP
mul ti cast groups can be accommopdated, e.g., through VET interface
snoopi ng of inner nulticast group nenbership and routing protoco
control messages. To support inner-to-outer |P multicast napping,
the VET interface acts as a virtual outer |IP nulticast host connected
to its underlying interfaces. When the VET interface detects that an
inner I P multicast group joins or |eaves, it forwards correspondi ng
outer IP nulticast group nenbership reports on an underlying
interface over which the VET interface is configured. |f the VET
node is configured as an outer IP multicast router on the underlying
interfaces, the VET interface forwards | ocally | ooped-back group
menbership reports to the outer I P multicast routing process. |f the
VET node is configured as a sinple outer IP multicast host, the VET
interface instead forwards actual group nenbership reports (e.g.

| GW nessages) directly over an underlying interface.

Since inner IP nmulticast groups are mapped to site-scoped outer |IP
mul ti cast groups, the VET node nust ensure that the site-scope outer
I P multicast nessages received on the underlying interfaces for one
VET interface do not "leak out" to the underlying interfaces of
another VET interface. This is accommpdated through normal site-
scoped outer |IP rmulticast group filtering at enterprise boundaries.

5.12. Service Discovery
VET nodes can performenterprise-w de service discovery using a

sui tabl e nane-to-address resol ution service. Exanples of flooding-
based services include the use of LLWMNR [ RFC4795] over the VET
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interface or nmulticast DNS [nDNS] over an underlying interface. More
scal abl e and efficient service discovery nechanisns are for further
st udy.

5.13. Enterprise Partitioning

EBGs can physically partition an enterprise by configuring multiple
VET interfaces over nmultiple distinct sets of underlying interfaces.
In that case, each partition (i.e., each VET interface) nust
configure its own distinct ' PRLNAMVE (e.qg.
"isatap.zonel. exanpl e.conmi, ’'isatap.zone2.exanple.con, etc.).

EBGs can logically partition an enterprise using a single VET
interface by sending RAs with PIGCs containing different | Pv6 PA
prefixes to group nodes into different |ogical partitions. EBGs can
identify partitions, e.g., by exam ning RLOC prefixes, observing the
interfaces over which RSs are received, etc. In that case, a single
"PRLNAME' can cover all partitions.

5.14. EBG Prefix State Recovery

EBGs nust retain explicit state that tracks the inner IP prefixes
owned by EBRs within the enterprise, e.g., so that packets are
delivered to the correct EBRs and not incorrectly "leaked out" of the
enterprise via a default route. For PA prefixes, the state is

mai nt ai ned via an EBR s DHCP prefix del egation | ease renewals, while
for PI prefixes the state is naintained via an EBR s periodic prefix
regi stration RAs.

When an EBG | oses sone or all of its state (e.g., due to a power
failure), it nmust recover the state so that packets can be forwarded
over correct routes. |If the EBG aggregates PA prefixes from which
the IP prefixes of all EBRs in the enterprise are sub-del egated, then
the EBG can recover state through DHCP prefix del egation |ease
renewal s, through bul k | ease queries, or through on-demand nane-
service | ookups based due to | P packet forwarding. |f the EBG serves
as an anchor for Pl prefixes, however, care nust be taken to avoid

| ooping while state is recovered through prefix registration RAs from
EBRs. In that case, when the EBG that is recovering state forwards
an | P packet for which it has no explicit route other than ::/0, it
must first perform an on-dermand name-service | ookup to refresh state.
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6. Security Considerations
Security considerations for MANETs are found in [ RFC2501].

Security considerations with tunneling that apply also to VET are
found in [ RFC2529] [RFC5214]. |In particular, VET nodes nust verify
that the outer |P source address of a packet received on a VET
interface is correct for the inner |IP source address using the
procedures specified in Section 7.3 of [RFC5214] in conjunction with
the ingress filtering mechani sns specified in this docunent.

SEND [ RFC3971], |Psec [ RFC4301], and SEAL [ RFC5320] provide
additional securing nmitigations to detect source address spoofing and
bogus RA nessages sent by rogue routers.

Rogue routers can send bogus RA nessages with spoofed RLOC source
addresses that can consune network resources and cause EBGs to
performextra work. Nonethel ess, EBGs should not "blacklist" such
RLOCs, as that may result in a denial of service to the RLOCs’

| egi timat e owners.

7. Rel ated Wrk

Bri an Carpenter and Cyndi Jung introduced the concept of intra-site
autonmatic tunneling in [RFC2529]; this concept was |ater call ed:
"Virtual Ethernet" and investigated by Quang Nguyen under the

gui dance of Dr. Lixia Zhang. Subsequent works by these authors and
their coll eagues have notivated a nunber of foundational concepts on
which this work i s based

Tel cordi a has proposed DHCP-rel ated solutions for MANETs through the
CECOM MOSAI C program

The Naval Research Lab (NRL) Information Technol ogy Division uses
DHCP in their MANET research testbeds.

Security concerns pertaining to tunneling nmechani snms are di scussed in
[ TUNNEL- SEC] .

Default router and prefix information options for DHCPv6 are
di scussed i n [ DEF- ROUTER] .

An autonmated | Pv4 prefix del egation nechanismis proposed in
[ SUBNET] .

RLOC prefix del egation for enterprise-edge interfaces is discussed in
[ MANET- REC] .

Tenplin I nf or mat i onal [ Page 30]



RFC 5558 VET February 2010

10.

10.

MANET |ink types are discussed in [LINKTYPE].
Various proposals within the | ETF have suggested sinilar nechanisns.
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Appendi x A.  Duplicate Address Detection (DAD) Consi derations

A priori uniqueness determ nation (also known as "pre-service DAD')
for an RLOC assigned on an enterprise-interior interface would
require either flooding the entire enterprise or sonehow di scovering
alink in the enterprise on which a node that configures a duplicate
address is attached and perforning a |ocalized DAD exchange on that
link. But, the control nessage overhead for such an enterprise-w de
DAD woul d be substantial and prone to fal se-negatives due to packet
loss and intermttent connectivity. An alternative to pre-service
DAD is to autoconfigure pseudo-random RLOCs on enterprise-interior
interfaces and enploy a passive in-service DAD (e.g., one that

nmoni tors routing protocol nessages for duplicate assignnments).

Pseudo-random | Pv6 RLOCs can be generated with nechani sns such as
CGAs, |Pv6 privacy addresses, etc. with very small probability of
collision. Pseudo-random | Pv4 RLOCs can be generated through random
assignnent froma suitably large |1 Pv4 prefix space.

Consi stent operational practices can assure uni queness for EBG
aggregat ed addresses/prefixes, while statistical properties for
pseudo-random address sel f-generati on can assure uni queness for the
RLOCs assigned on an ER s enterprise-interior interfaces. Still, an
RLOC del egation authority should be used when available, while a
passi ve in-service DAD nechani sm shoul d be used to detect RLOC
duplications when there is no RLOC del egation authority.
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