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Application-Layer Traffic Optimzation (ALTO Problem Statenent

Abst ract
Distributed applications -- such as file sharing, real-tine
conmuni cation, and live and on-demand nedia streanming -- preval ent on

the Internet use a significant anbunt of network resources. Such
applications often transfer |arge anounts of data through connections
est abl i shed between nodes distributed across the Internet with little
know edge of the underlying network topology. Sone applications are
so designed that they choose a random subset of peers froma |arger
set with which to exchange data. Absent any topol ogy information
gui di ng such choices, or acting on suboptinmal or local information
obt ai ned from neasurenents and statistics, these applications often
nmake | ess than desirabl e choices.

Thi s docunent discusses issues related to an information-sharing
service that enables applications to performbetter-than-random peer
sel ecti on.

Status of This Meno

This neno provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Copyright Notice

Copyright (c) 2009 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
descri bed in the BSD License.
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| ntroduction
Overvi ew

Di stributed applications, both peer-to-peer (P2P) and client/server
used for file sharing, real-time comunication, and |ive and on-
demand nedi a streaning, use a significant anbunt of network capacity
and CPU cycles in the routers [WWVwi red.fuel]. 1In contrast to
centralized applications, distributed applications access resources
such as files or nedia relays distributed across the Internet and
exchange | arge anounts of data in connections that they establish
directly with nodes sharing such resources.

One advantage of highly distributed systens results fromthe fact
that the resources such systens offer are often avail abl e through
multiple replicas. However, applications generally do not have
reliable informati on of the underlying network and thus have to

sel ect anong the avail abl e peers that provide such replicas randomy
or based on information they deduce frompartial observations that,
in sone situations, |lead to suboptimal choices. For exanple, one
peer-selection algorithmis based only on the nmeasurenments during
initial connection establishnent between two peers. Since actua
data transm ssion does not begin, the algorithmneasures only the
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round-trip time and cannot reliably deduce actual throughput between
the peers. Thus, such a peer-selection algorithmthat sinply uses
round-trip tinme may result in a suboptimal choice of peers.

Many of today’'s P2P systens use an overlay network consisting of

di rect peer connections. Such connections often do not account for

t he underlying network topology. |In addition to having subopti nal
per formance, such networks can | ead to congestion and cause serious
inefficiencies. As shown in [ACMfear], traffic generated by popul ar
P2P applications often cross network boundaries multiple tines,
overloading links that are frequently subject to congestion

[ ACM bottl eneck]. Moreover, such transits, besides resulting in a
poor experience for the user, can be quite costly to the network
operator.

Recent studies ([ACMispp2p], [WNV p4dp.overview], [ACMono]) show a
possi ble solution to this problem Internet Service Providers
(ISPs), network operators, or third parties can collect nore reliable
network information. This information includes relevant information
such as topology or link capacity. Normally, such infornmation
changes on a rmuch longer tine scale than infornmation used for
congestion control on the transport layer. Providing this
informati on to P2P applications can enable themto apply better-than-
random peer selection with respect to the underlying network
topology. As a result, it nay be possible to increase application
performance, reduce congestion, and decrease the overall anount of
traffic across different networks. Presumably, both applications and
the network operator can benefit from such information. Thus,
networ k operators have an incentive to provide, either directly
thenselves or indirectly through a third party, such infornation
applications have an incentive to use such information. This
docunent discusses issues related to an information-sharing service
that enabl es applications to perform better-than-random peer

sel ecti on.

Section 2 provides definitions. Section 3 introduces the problem
Section 4 describes sone use cases where both P2P applications and
network operators benefit froma solution to such a probl em

Section 5 describes the main issues to consider when designing such a
solution. Note a conpani on docunent to this docunment, "Application-
Layer Traffic Optim zation (ALTO Requirenments" [ALTO REQS], goes
into the details of these issues.
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1.2. State-of-the-Art

The papers [ACM i spp2p], [PATH SEL], and [ WAV p4p. overvi ew] present
exanpl es of contenporary solution proposals that address the problem
described in this docunent. MNbreover, these proposals have
encouraging sinulation and field test results. These and sinilar,

i ndependent, solutions all consist of two essential parts:

o a discovery nechanismthat a P2P application uses to find a
reliable information source, and

0 a protocol that P2P applications use to query such sources in
order to retrieve the information needed to perform better-than-
random sel ecti on of the endpoints providing a desired resource.

It is not clear how such solutions will performif deployed gl obally
on the Internet. However, wi de adoption is unlikely w thout
agreenent on a conmnon sol ution, based upon an open standard.

2. Definitions

The following ternms have special meaning in the definition of the
Application-Layer Traffic Optimzation (ALTO problem

Application: A distributed communication system(e.g., file sharing)
that uses the ALTO service to inprove its perfornmance or quality
of experience while inproving resource consunption in the
underlying network infrastructure. Applications nay use the P2P
nmodel to organi ze thensel ves, use the client-server nodel, or use
a hybrid of both (i.e., a mxture between the P2P nodel and the
client-server nodel).

Peer: A specific participant in an application. Colloquially, a
peer refers to a participant in a P2P network or system and this
definition does not violate that assunption. |If the basis of the
application is the client-server or hybrid nodel, then the usage
of the ternms "client" and "server" disanbiguates the peer’s role.

P2P: Peer -t o- Peer.

Resource: Content (such as a file or a chunk of a file) or a server
process (for exanple, to relay a nedia streamor performa
conputation) that applications can access. |n the ALTO context, a
resource is often available in several equivalent replicas. In
addition, different peers share these resources, often
si mul t aneousl y.

Seedorf & Burger I nf or mat i onal [ Page 4]



RFC 5693 ALTO Probl em St at enent Cct ober 2009

Resource ldentifier: An application-layer identifier used to
identify a resource, no matter how many replicas exist.

Resource Provider: For P2P applications, a resource provider is a
specific peer that provides sone resources. For client-server or
hybrid applications, a provider is a server that hosts a resource.

Resource Consuner: For P2P applications, a resource consuner is a
specific peer that needs to access resources. For client-server
or hybrid applications, a consunmer is a client that needs to
access resources.

Transport Address: All address information that a resource consumer
needs to access the desired resource at a specific resource
provider. This information usually consists of the resource
provider’s | P address and possibly other information, such as a
transport protocol identifier or port nunbers.

Overlay Network: A virtual network consisting of direct connections
on top of another network and established by a group of peers.

Resource Directory: An entity that is logically separate fromthe
resource consuner and that assists the resource consuner to
identify a set of resource providers. Sone P2P applications refer
to the resource directory as a P2P tracker

ALTO Service: Several resource providers may be able to provide the
same resource. The ALTO service gives guidance to a resource
consumer and/or resource directory about which resource
provider(s) to select in order to optimze the client’s
performance or quality of experience, while inproving resource
consunption in the underlying network infrastructure.

ALTO Server: A logical entity that provides interfaces to the
queries to the ALTO service.

ALTO Client: The logical entity that sends ALTO queries. Depending
on the architecture of the application, one may enbed it in the
resource consumer and/or in the resource directory.

ALTO Query: A nessage sent froman ALTO client to an ALTO server; it
requests gui dance fromthe ALTO service.

ALTO Response: A nessage that contains guiding information fromthe
ALTO service as a reply to an ALTO query.

ALTO Transaction: A transaction that consists of an ALTO query and
the correspondi ng ALTO response.
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Local Traffic: Traffic that stays within the network infrastructure
of one Internet Service Provider (I1SP). This type of traffic
usually results in the | east cost for the ISP

Peering Traffic: Internet traffic exchanged by two Internet Service
Provi ders whose networks connect directly. Apart from
infrastructure and operational costs, peering traffic is often
free to the ISPs, within the contract of a peering agreenent.

Transit Traffic: Internet traffic exchanged on the basis of econonic
agreements anongst Internet Service Providers (ISPs). An ISP
generally pays a transit provider for the delivery of traffic
flowi ng between its network and renote networks to which the ISP
does not have a direct connection

Application Protocol: A protocol used by the application for
est abli shing an overlay network between the peers and exchangi ng
data on it, as well as for data exchange between peers and
resource directories, if applicable. These protocols play an
important role in the overall ALTO architecture. However,
defining themis out of the scope of the ALTO WG

ALTO dient Protocol: The protocol used for sending ALTO queries and
ALTO replies between an ALTO client and ALTO server

Provi sioning Protocol: A protocol used for populating the ALTO
server with information.

[ +
+----- + | Peers
+----- + +------ + +===== |_*_+
| [..... .. | | ====+ R
F- - - - - =+ F- - m - - + | * **kk*
Source of ALTO | *
I nformati on Server | +-*o oo+
+===== | Resource Directory
to---- + (Tracker, proxy)

Legend:

=== ALTO client protoco

*** Application protocol (out of scope)
Provisioning or initialization (out of scope)

Figure 1: Overview of Protocol Interaction between ALTO El enents
Figure 1 shows the scope of the ALTO client protocol: peers or

resource directories can use such a protocol as ALTO clients to query
an ALTO server. The mapping of topol ogical information onto an ALTO
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service as well as the application protocol interaction between peers
and resource directories are out of scope for the ALTO client
pr ot ocol

3. The Problem

Net wor k engi neers have been facing the problemof traffic
optimzation for a long tinme and have desi gned nmechani sns |ike MPLS

[ RFC3031] and Diffserv [RFC3260] to deal with it. The problemthese
protocol s address consists in finding (or setting) optimal routes (or
optimal queues in routers) for packets traveling between specific
source and destination addresses. Solutions are based on

requi renents such as low latency, high reliability, and priority.
Such solutions are usually inplenmented at the Iink and network |ayers
and tend to be al nost transparent.

However, distributed applications in general and, in particular
bandwi dt h- greedy P2P applications that are used, for exanple, for
file sharing, cannot directly use the aforenentioned techniques. By
cooperating with external services that are aware of the network
topol ogy, applications could greatly inprove the traffic they
generate. In fact, when a P2P application needs to establish a
connection, the logical target is not a stable host, but rather a
resource (e.g., a file or a nedia relay) that can be available in
mul tiple instances on different peers. Selection of a good host from
an overlay topological proxinty has a |arge inpact on the overal
traffic generated.

Note that while traffic considerations are inportant, severa

other factors also play a role on the performance experienced by
users of distributed applications. These include the need to
avoi d overl oadi ng individual nodes, fetching rare pieces of a file
before those pieces are available at a nultiplicity of nodes, and
so on. However, better information about topological conditions
does inprove the overall selection algorithmon an inportant
aspect.

Bett er-than-random peer selection is helpful in the initial phase of
the process. Consider a P2P protocol in which a querying peer
receives a list of candidate destinations where a resource resides.
Fromthis list, the peer will derive a smaller set of candidates to
connect to and exchange information with. In another exanple, a
stream ng video client may be provided with a Iist of destinations
fromwhich it can streamcontent. 1In both cases, the use of topol ogy
information in an early stage will allow applications to inprove
their performance and will help | SPs nake a better use of their
network resources. In particular, an economc goal for ISPs is to
reduce the transit traffic on interdomain |inks.
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4,

4.

4.

Addressing the Application-Layer Traffic Optinization (ALTO problem
means, on the one hand, deploying an ALTO service to provide
applications with information regarding the underlying network and,
on the other hand, enhancing applications in order to use such

i nformati on to perform better-than-random sel ection of the endpoints
wi th which they establish connections.

Use Cases
1. File sharing

Fil e-sharing applications allow users to search for content shared by
other users and to downl oad respective resources from other users.

For instance, search results can consist of many instances of the
sanme file (or chunk of a file) available fromnultiple sources. The
goal of an ALTO solution is to help peers find the best ones
according to the underlying networks.

On the application side, integration of ALTO functionalities may
happen at different levels. For exanple, in the conpletely
decentralized Giutella network, selection of the best sources is
totally up to the user. 1In systens like BitTorrent and eDonkey,
central elenments such as trackers or servers act as nedi ators.
Therefore, in the forner case, inprovenent would require nodification
in the applications, while in the latter it could just be inplenented
in sone central elenents

2. Cache/Mrror Selection

Provi ders of popular content, like nedia and software repositories,
usual ly resort to geographically distributed caches and mirrors for

| oad bal ancing. Today, selection of the proper mirror/cache for a
gi ven user is based on inaccurate geolocation data, on proprietary
net wor k-1 ocati on systems, or is often delegated to the user herself.
An ALTO solution could be easily adopted to ease such a selection in
an aut onat ed way.

4.3. Live Media Streaning

P2P applications for live streaming allow users to receive multinmedia
content produced by one source and targeted to multiple destinations,
inareal-tine or near-real-tinme way. This is particularly inportant
for users or networks that do not support nulticast. Peers often
participate in the distribution of the content, acting as both

recei vers and senders. The goal of an ALTO solution is to help a
peer to find effective comruni cating peers that exchange the nedia
content.
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4.4, Real-Tinme Conmuni cations

P2P real -time conmuni cations allow users to establish direct nedia
flows for real-tinme audio, video, and real-tine text calls or to have
text chats. |In the basic case, nedia flows directly between the two
endpoi nts. Unfortunately, however, a significant portion of users
have linmted access to the Internet due to NATs, firewalls, or
proxies. Thus, other elements need to relay the nmedia. Such nedia
relays are distributed over the Internet with public addresses. An
ALTO sol ution needs to help peers find the best rel ays.

4.5, Distributed Hash Tabl es

Di stributed hash tables (DHTs) are a class of overlay algorithms used
to i mpl enment | ookup functionalities in popular P2P systens, w thout
using centralized elements. |In such systenms, a peer nmmintains the
addresses of a set of other peers participating in the same DHT in a
routing table, sorted according to specific criteria. An ALTO
solution can provide valuable information for DHT al gorithns.

5. Aspects of the Problem

This section introduces sonme aspects of the problemthat some people
may not be aware of when they first start studying the probl em space.

5.1. Information Provided by an ALTO Service

The goal of an ALTO service is to provide applications with

i nformati on they can use to perform better-than-random peer

selection. In principle, there are many types of infornmation that
can hel p applications in peer selection. However, not all of the
information to be conveyed is anenable to an ALTO i ke service. More
specifically, information that can change very rapidly, such as
transport-layer congestion, is out of scope for an ALTO service.

Such information is better suited to be transferred through an in-
band technique at the transport l|layer instead of an ALTO I|ike, out-
of -band technique at the application layer. An ALTO solution for
congestion will either have outdated information or must be contacted
too frequently by applications. And finally, information such as
end-to-end del ay and avail abl e bandwi dth can be nore accurately
measured by applications, thenselves.

The kind of information that is neaningful to convey to applications
via an out-of-band ALTO service is any information that applications
cannot easily obtain thenmselves and that changes on a nuch | onger
time scale than the instantaneous information used for congestion
control on the transport layer. Exanples for such information are
operator’s policies, geographical location or network proxinity
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(e.g., the topological distance between two peers), the transm ssion
costs associated with sending/receiving a certain anount of data to/
froma peer, or the remaining anount of traffic allowed by a peer’s
operator (e.g., in case of quotas or linmted flat-rate pricing
nodel s) .

5.2. ALTO Service Providers
At least three different kinds of entities can provide ALTO services:

1. Network operators. Network operators usually have full know edge
of the network they adm nister and are aware of their network
t opol ogy and policies.

2. Third parties. Third parties are entities separate from network
operators but that may either have collected network information
or have arrangenments with network operators to | earn the network
informati on. Exanples of such entities are content-delivery
networ ks |i ke Akamai, which control wide and highly distributed
i nfrastructures, or conpanies providing an ALTO servi ce on behal f
of | SPs.

3. User communities. User conmunities run distributed al gorithns,
for exanple, for estimating the topology of the Internet.

5.3. ALTO Service |nplenentation

It is inmportant for the reader to understand there are significant
user conmmunities that expect an ALTO server to be a centralized
service. Likewi se, there are other user communities that expect the
ALTO service be a distributed service, possibly even based on or
integrating with a P2P service

As a result, one can reasonably expect there to be sone sort of
service-di scovery mechanismto go along with the ALTO protoco
definition.

5.4. User Privacy

On the one hand, there are data elenents an ALTO client could provide
inits query to an ALTO server that could help increase the | evel of
accuracy in the replies. For exanple, if the querying client

i ndi cates what kind of application it is using (e.g., real-tine
communi cations or bulk data transfer), the server will be able to
indicate priorities in its replies, accomopdating the requirenents of
the traffic the application will generate. On the other hand,
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applications nmight consider such information private. |n addition
sone applications may not know a priori what kind of request they
wi Il be naking.

5.5. Topol ogy Hiding

Qperators, with their intinmte know edge of their network topol ogy,
can play an inportant role in addressing the ALTO problem However,
operators often consider revealing details of such network

i nformati on to be confidential

5.6. Coexistence with Caching

Caching is an approach to inproving traffic generated by
applications, and it requires |large anounts of data transfers. In
some cases, such techni ques have proven to be extrenely effective in
bot h enhanci ng user experience and savi ng network resources.

A cache, either explicitly or transparently, replaces the content
source. Thus, a cache must, in principle, use and support the same
protocol as the querying peer. That is, if a cache stores web
content, it nust present an HITP interface to the web client. Any
cache solution for a given protocol needs to present that sane
protocol to the client. Said differently, each caching solution for
a different protocol needs to inplenent that specific protocol. For
this reason, one can only reasonably expect caching solutions for the
nost popul ar protocols, such as HTTP and BitTorrent.

It is extrenely inportant to realize that caching and ALTO are
entirely orthogonal. ALTO especially if it is aware of caches, can
in fact direct clients to nearby caches where the user could get a
much better quality of experience

6. Security Considerations

This docunent is neither a requirenents docunment nor a protocol
specification. However, we believe it is inportant for the reader to
understand areas of security and privacy that will be inportant for
the design and inplenmentation of an ALTO solution. Mbreover, issues
such as digital rights managenment are out of scope for ALTO, as they
are not technically enforceable at this |evel

Sonme environnents and use cases of ALTO may require client or server
aut henti cation before providing sensitive information. In order to
support those environments interoperably, the ALTO requirenments
docunent [ALTO REQS] outlines mnimumto-inpl enment authentication and
other security requirenents.
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Applications can decide to rely on infornmation provided by an ALTO
server to enhance the peer-selection process. |In principle, this
enabl es the ALTO service that provides such information to influence
t he behavior of the application, basically letting a third-party --
the ALTO service provider -- take an inportant role in a distributed
systemit was not previously involved in.

For exanple, in the case of an ALTO server deployed and run by an
| SP, the P2P comunity m ght consider such a server hostil e because
t he operator coul d:

0 use ALTO to prevent content distribution and enforce copyrights;

0o redirect applications to corrupted nedi ators providing nalicious
content;

o track connections to performcontent inspection or |ogging;

o apply policies based on criteria other than network efficiency.
For exanple, the service provider nay suggest routes suboptinal
fromthe user’s perspective in order to avoid peering points
regul ated by inconveni ent econonic agreenents.

It is inmportant to note there is no protocol nechanismto require
ALTO for P2P applications. |f, for some reason, ALTO fails to

i mprove the performance of P2P applications, ALTOw Il not gain
popul arity and the P2P community will not use it.

At the time of this witing, the privacy issues described in

Section 5.4 are relevant for an ALTO solution. Users nay be
reluctant to disclose sensitive information to an ALTO server
Operators, on the other hand, nmay not wi sh to disclose information
that woul d expose details of their interior topology. Wen exploring
the solution space in detail, one needs to consider these issues so
that an ALTO protocol does not presune mandatory information

di scl osure, by either clients or servers.
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