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1

Overvi ew

Thi s docunent describes and lists the functional requirenents of a
federated file system and defines related terns.

We do not describe the nechani snms that might be used to inpl enent
this functionality except in cases where specific nechanisns, in our
opinion, followinevitably fromthe requirenents. Qur focus is on
the interfaces between the entities of the system not on the
protocols or their inplenmentations.

Today, there are collections of fileservers that inter-operate to
provi de a single nanespace conprised of fil esystemresources provided
by different nmenbers of the collection, joined together with inter-
filesystemreferences. The nanespace can either be assenbled at the
fileservers, the clients, or by an external namespace service, and is
often not easy or uniformto manage. The requirenments in this
docunent are neant to lead to a uniform server-based nanespace that

i s capabl e of spanning a whole enterprise and that is easy to nanage.

W define some terns to better describe the solution space. A
"fileset" is the abstract view of a filesystemin a uniform
nanespace, and nmay be inpl enented behind that abstraction by one or
nore physical filesystens at any given tine. Each fileset has a nane
called an "FSN' (fileset nane), and each physical filesystemhas a
fileset location ("FSL"). A fileset is a directory tree containing
files and directories, and it may also contain references to other
filesets. These references are called "junctions". To provide

| ocati on i ndependence, a junction does not contain information about
the | ocation of the real resource(s), but instead contains an FSN
that can be used to |l ook up the location information. The service
that can be used to map fromthe FSN to the FSL(s) is called a
nanespace database (NSDB) service. The NSDB provides a |evel of
indirection fromthe virtual paths in the uniform nanespace to the
actual locations of files. By design, the NSDB does not store the
junctions. This allows junction adm nistration and NSDB

adm nistration to be separate roles.

The servers direct clients to the proper |ocations by existing
mechani sms (e.g., the referrals mechanismw thin [ RFC3530] and

[ RFC5661]). Updates to the locations nake it possible to support
mgration and replication of physical filesystens that conprise the
nanespace, in a way that is transparent to fil esystem applications.
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Figure 1 shows an exanple of a federation. This federation has two
nmenbers, naned ALPHA and BETA. Federation nenbers nay contain an
arbitrary nunber of fileservers and NSDB nodes; in this illustration,
ALPHA and BETA each have three servers, one NSDB node, and are
adm ni stered separately.

o e ee oo + o e ee oo +
| Federation Menber | | Federation Menber

| ALPHA | | BETA |
| | | |
| | | |
| o m e e m oo - + | | o m e e m oo - + |
| | NSDB | | | | NSDB | |
| | | | | | | |
| R + | | R + |
| | | |
| | | |
| | | |
| S SRR + | | S SRR +
| | | | | | | |
| +-- | Servers | | | +-- | Servers |
| | | | | | | |
| +- 1 | [ | | +- 1 | [ |
[ N e R + | [ N e R + |
[ | | | [ | | |
| | AR R + | | | AR R + |
| | | | | | | |
|+ ---------- + | |+ ---------- + |
o e e e + o e e e +

Figure 1

1.1. Requirements Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Note that this is a requirements docunent, and in many instances
where these words are used in this docunent they refer to qualities
of a specification for a systemthat satisfies the docunment, or
requirenents of a systemthat matches that specification. These
cases are distingui shed when there is potential for anbiguity.
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2.

3.

Pur pose

Qur objective is to specify a set of protocols by which fileservers
or collections of fileservers, with different adm nistrators, can
forma federation of fileservers and NSDB nodes that provides a
nanespace conposed of the filesets hosted on the different
fileservers and fil eserver collections.

It should be possible, using a systemthat inplenments the protocols,
to share a comon namespace across all the fileservers in the
federation. It should also be possible for different fileservers in
the federation to project different namespaces and enable clients to
traverse them

Such a federation may contain an arbitrary nunber of NSDB nodes, each
belonging to a different administrative entity, and each providing
the mappi ngs that define a part of a namespace. Such a federation
may al so have an arbitrary nunber of adm nistrative entities, each
responsi ble for adninistering a subset of the fileservers and NSDB
nodes. Acting in concert, the adninistrators should be able to build
and admi nister this nulti-fileserver, nulti-collection nanmespace.

It is not the intent of the federation to guarantee nanmespace

consi stency across all client views. Since different parts of the
nanespace nay be administered by different entities, it is possible
that a client could be accessing a stale area of the nanespace
managed by one entity because a part of the nanespace above it,
managed by another entity, has changed.

Exanpl es and Di scussi on

In this section we provide exanples and di scussion of the basic
operations facilitated by the federated file system protocol
creating a fileset, adding a replica of a fileset, resolving a
junction, and creating a junction

1. Create a Fileset and Its FSL(s)

A fileset is the abstraction of a set of files and the directory tree
that contains them The fileset abstraction is the fundanmental unit
of data managenent in the federation. This abstraction is

i npl enented by an actual directory tree whose root location is
specified by a fileset location (FSL).

In this section, we describe the basic requirenents for starting with
a directory tree and creating a fileset that can be used in the
federation protocols. Note that we do not assune that the process of
creating a fileset requires any transformation of the files or the
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directory hierarchy. The only thing that is required by this process
is assigning the fileset a fileset name (FSN) and expressing the
| ocation(s) of the inplenentation of the fileset as FSL(s).

There are many possible variations to this procedure, dependi ng on
how the FSN that binds the FSL is created, and whether other replicas
of the fileset exist, are known to the federation, and need to be
bound to the sane FSN

It is easiest to describe this in terns of howto create the initia
i npl ementation of the fileset, and then describe how to add replicas.

3.1.1. Creating a Fileset and an FSN

3.

1

1. Choose the NSDB node that will keep track of the FSL(s) and
related information for the fileset.

2. Request that the NSDB node register a new FSN for the fileset.

The FSN may either be chosen by the NSDB node or by the server
The latter case is used if the fileset is being restored, perhaps
as part of disaster recovery, and the server w shes to specify
the FSN in order to permt existing junctions that reference that
FSN to work again.

At this point, the FSN exists, but its location is unspecified.

3. Send the FSN, the | ocal volune path, the export path, and the
export options for the local inplenentation of the fileset to the
NSDB node. Annotations about the FSN or the location nmay al so be
sent.

The NSDB node records this informati on and creates the initia
FSL for the fileset.

2. Adding a Replica of a Fileset

Adding a replica is straightforward: the NSDB node and the FSN are
al ready known. The only remaining step is to add another FSL.

Note that the federation protocols do not include nethods for
creating or nanaging replicas: this is assuned to be a platform
dependent operation (at least at this tine). The only requirenent is
that these fileset replicas be registered and unregi stered with the
NSDB
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3.2. Junction Resol ution

A fileset may contain references to other filesets. These references
are represented by junctions. |If a client requests access to a
fileset object that is a junction, the server resolves the junction
to discover the FSL(s) that inplenents the referenced fil eset.

There are many possible variations to this procedure, dependi ng on
how t he junctions are represented and how the informati on necessary
to performresolution is represented by the server.

Step 4 is the only step that interacts directly with the federation
protocols. The rest of the steps may use platfornmspecific
i nterfaces.

1. The server determ nes that the object being accessed is a
juncti on.

2. Using the junction, the server does a local |ookup to find the
FSN of the target fileset.

3. Using the FSN, the server finds the NSDB node responsible for the
target object.

4., The server contacts that NSDB node and asks for the set of FSLs
that inplenment the target FSN. The NSDB node responds with a set
of FSLs.

5. The server converts one or nore of the FSLs to the | ocation type
used by the client (e.g., a Network File System (NFSv4)
fs location, as described in [ RFC3530]).

6. The server redirects (in whatever nanner is appropriate for the
client) the client to the |ocation(s).

These steps are illustrated in Figure 2. The client sends request 1
to server X, in federation nenber ALPHA, in an attenpt to reference
an object (which appears to the client as a directory). Server X
recogni zes that the referenced object is actually a junction that
refers to a directory in a different fileset. Server X finds, from
the FSN in the junction, that the NSDB responsi ble for know ng the

| ocation of the target of the junction is the NSDB of federation
menber BETA. Server X sends request 2 to the NSDB of BETA, asking
for the current location of the directory. The NSDB sends response 3
to server X, telling the server that the directory is located on
server Y. Server X sends response 4 to the client, indicating that
the directory is in a "new' |ocation on server Y. The client then
sends request 5 to server Y, repeating the initial request.
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G ven the current requirenents and definitions, this resolution

nmet hod MJUST work. However, there is no requirenent that this is the
only resolution nmethod that can be used. This nmethod nay be used as
the fallback when all else fails (or, for a sinple inplementation, it
could be the only method). This is a degenerate inplenentation of
the NSDB service as a sinple conposition of NSDB nodes; we expect
that large federations will use nore sophisticated nethods to share
the FSN and FSL i nformati on anong nul ti pl e NSDB nodes.

T +

| |

| dient | > - +

| | |

S + |

Y N |
+----- B + B +----- +
| | | Federati on| | Feder ati on | |
| | | menber | | menmber | |
| | | ALPHA | | BETA |
| | | | | | |
| | | | | | |
| | | | | | |
| | | | | | |
| | | | | Homomo-o - + | |
| | | AR Hoo---- +> | | | |
| | | | | | | NSDB Y | | |
| | | | Ho---- Hoo---- +-< | | | |
| | | | | | | AR + |
| | | | | | | | |
| | | | | | | | |
| | | | | | | | |
| 1 4 2 3| | | 5| |
| v o~ Ny | | v |
| T + | | T + |
| | | | | | | |
| | Server X | | | | Server Y |
| | | | | | | |
| S + | | S +
| | | |
B + B +
Figure 2
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3.3. Junction Creation

G ven a local path and the FSN of a renote fileset, an admi nistrator
can create a junction fromthe local path to the renpte fileset.

There are many possible variations to this procedure, dependi ng on
how the junctions are represented and how the information necessary
to performresolution is represented by the server

Step 1 is the only step that uses the federation interfaces. The
remai ning step may use platformspecific interfaces.

1. The adninistrator requests the server create a junction to the
FSN of the renpte fileset at the given path.

2. The server inserts the junction to the FSN, at the given path,
into the local filesystem

4. dossary

Administrator: user with the necessary authority to initiate
adm ni strative tasks on one or nore servers

Admn Entity: A server or agent that adninisters a collection of
fileservers and persistently stores the nanespace infornation.

Client: Any client that accesses the fileserver data using a
supported fil esystem access protocol

Federation: A set of server collections and singleton servers that
use a common set of interfaces and protocols in order to provide
to their clients a federated nanespace accessible through a
fil esystem access protocol

Fileserver: A server exporting a filesystemvia a network fil esystem
access protocol

Fileset: The abstraction of a set of files and the directory tree
that contains them A fileset is the fundanmental unit of data
managenent in the federation

Note that all files within a fileset are descendants of one
directory, and that filesets do not span fil esystens.
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Filesystem A self-contained unit of export for a fil eserver, and
the mechani smused to inplenent filesets. The fileset does not
need to be rooted at the root of the filesystem nor at the export
point for the fil esystem

A single fil esystem MAY i npl enent nore than one fileset, if the
client protocol and the fileserver pernit this.

Fil esystem Access Protocol: A network filesystem access protoco
such as NFSv2 [ RFC1094], NFSv3 [ RFC1813], NFSv4 [RFC3530], or CFS
(Common Internet File System [Ms-SMB] [ Ms-SMB2] [ Ms-ClFS].

FSL (Fileset Location): The location of the inplenentation of a
fileset at a particular noment in time. An FSL MJUST be sonething
that can be translated into a protocol -specific description of a
resource that a client can access directly, such as an fs_location
(for NFSv4), or share name (for CIFS). Note that not all FSLs
need to be explicitly exported as | ong as they are contai ned
within an exported path on the fileserver.

FSN (Fileset Nanme): A platformindependent and gl obally uni que name
for a fileset. Two FSLs that inplenent replicas of the sane
fileset MIST have the sane FSN, and if a fileset is migrated from
one location to another, the FSN of that fileset MJUST remain the
sane.

Junction: A filesystemobject used to link a directory nane in the
current fileset with an object within another fileset. The
server-side "link" froma |leaf node in one fileset to the root of
anot her fileset.

Nanmespace: A filenane/directory tree that a sufficiently authorized
client can observe.

NSDB ( Nanespace Database) Service: A service that maps FSNs to FSLs.
The NSDB nmay al so be used to store other infornmation, such as
annot ati ons for these nmappi ngs and their conponents.

NSDB Node: The nane or location of a server that inplenents part of
the NSDB service and is responsible for keeping track of the FSLs
(and related info) that inplement a given partition of the FSNs.

Referral: A server response to a client access that directs the
client to evaluate the current object as a reference to an object
at a different location (specified by an FSL) in another fileset,
and possibly hosted on another fileserver. The client re-attenpts
the access to the object at the new | ocation
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Replica: A replica is a redundant inplenmentation of a fileset. Each
replica shares the same FSN, but has a different FSL.

Replicas may be used to increase availability or perfornance.
Updates to replicas of the sane fil eset MJUST appear to occur in
the sane order, and therefore each replica is self-consistent at
any nonent.

We do not assune that updates to each replica occur
simultaneously. |If a replica is offline or unreachable, the other
replicas may be updated.

Server Collection: A set of fileservers admnistered as a unit. A
server collection may be adninistered with vendor-specific
sof t war e

The nanespace provided by a server collection could be part of the
f eder at ed nanespace

Singleton Server: A server collection containing only one server; a
stand-al one fil eserver.

5. Proposed Requirenents

The phrase "USI NG THE FEDERATI ON | NTERFACES" inplies that the
subsequent requirenment nmust be satisfied, inits entirety, via the
federation interfaces.

Note that the requirenents are described in terns of correct behavior
by all entities. W do not address the requirenents of the systemin
the presence of faults.

5.1. Basic Assunptions
Several of the requirenents are so fundanental that we treat them as
basi ¢ assunptions; if any of these assunptions are violated, the rest
of the requirenents nust be reviewed in their entirety.
Al: The federation protocols do not require any changes to existing

client-facing protocols, and MAY be extended to incorporate new
client-facing protocols.
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A2: A client SHOULD NOT require any a priori know edge of the
general structure or conposition of the federation

The client may require some specific know edge in order to find
and access an instance of the fileset that defines the root of
its view of the nanmespace. As the client traverses the
nanespace, the client discovers the infornation it needs in
order to locate the filesets it accesses.

A3: Al requirenents MIST be satisfiable via the federation
protocol s and the standard protocols used by the fil eservers
(i.e., NFS, CIFS, DNS, etc.).

USI NG THE FEDERATI ON | NTERFACES, a federation operation that
requires an interaction between two (or nore) entities that are
menbers of the federation MUST be possible w thout requiring any
proprietary protocols.

Ad4: Al the entities participating in a federation operation MJST be
abl e to authenticate each other.

Al'l principals (clients, users, admnistrator of a singleton or
server collection, hosts, NSDB nodes, etc.) that can assunme a
role defined by the federation protocol can identify thensel ves
to each other via an authentication mechanism This nechani sm
is not defined or further described in this docunent.

The authority of a principal to request that a second principa
performa specific operation is ultimtely determ ned by the
second. Authorization may be partitioned by server collection
or set of servers as well as by operation. For exanple, if a
user has administrative privileges on one server in the
federation, this does not inply that they have adninistrative
privileges (or, for that matter, any privil eges what soever) on
any other server in the federation.

In order to access the functionality provided by the federation
interfaces, it nay be necessary to have el evated privil eges or
aut hori zation. The authority required by different operations
may be different. For exanple, the authority required to query
the NSDB about the FSLs bound to an FSN nmay be different than
the authority required to change the bindi ngs of that FSN

An operation attenpted by an unauthorized entity MJST fail in a

nmanner that indicates that the failure was due to insufficient
aut hori zati on.
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Thi s docunent does not enunerate the authorization necessary for
any operation.

A5: The federation protocols MJST NOT require changes to existing
aut henti cati on/aut horizati on nmechani snms in use at the
fileservers for client-facing protocols.

A user’s view of the nanmespace may be linited by the

aut henti cation and authorization privileges it has on the
different fileservers in the federation. As such, users may
only be able to traverse the parts of the namespace to which
t hey have access.

The federation protocols do not inpose any restrictions on how
users are represented within the federation. For exanple, a
single enterprise could enploy a conmmon identity for users
across the federation. A grid environnent could utilize user
mappi ng or translations across different admnistrative donmains.

A6: |In a federated system we assune that an FSN MUST express, or
can be used to discover, the follow ng two pieces of
i nformati on:

1. The location of the NSDB node that is responsible for
knowi ng the filesystemlocation(s) (FSLs) of the naned
fileset.

The NSDB node nust be specified because there nmay be nmany
NSDB nodes in a federation. W do not assune that any
single entity knows the location of all of the NSDB nodes,
and t herefore exhaustive search is not an option.

There are several ways in which a fileserver can |ocate the
NSDB node responsible for a given fileset. One approach
given a DNS infrastructure, is to specify the location of
the NSDB node by the Fully-Qualified Domai n Nanme (FQDN) of
the server hosting the NSDB node. Another approach is to
use a separate DNS-style hierarchy to resolve the | ocation
of the NSDB node.

2. The FSN identifier.

The FSN identifier is the index used by the NSDB node to
identify the target fileset.

There are several ways to represent FSN identifiers. One

approach could use 128-bit Universally Unique IDentifiers
(UUI Ds) as described in [RFC4122].
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As an exanple, an FSN could be represented by a URL of the form
nsdb: // nsdb. exanpl e. com UUI D where nsdb is the schene nane,
nsdb. exanpl e.comis the FQDN of the server hosting the NSDB
node, and UUID is the string representation of the identifier.

Note that it is not assuned that it is always required for a
server to contact the NSDB node specified by the FSN in order to
find the FSLs. The relevant information stored in that NSDB
node may al so be cached local to the server or on a proxy NSDB
node "near" the server.

A7: Al federation servers and NSDB nodes are assuned to execute the
federation protocols correctly. The behavior of the federation
is undefined in the case of Byzantine behavior by any federation
server or NSDB node.

A8: The locations of federation services (such as NSDBs and FSLs)
can be specified in a manner such that they can be correctly
interpreted by all nenbers of the federation that will access
t hem

For exanple, if an NSDB node is specified by an FQDN, then this
inplies that every nenmber of the federation that needs to access
this NSDB node can resolve this FQDN to an | P address for that
NSDB node. (It is not necessary that the FQDN al ways resolve to
the sanme address; the same service may appear at different
addresses on different networks.)

It is the responsibility of each federation nenber to ensure
that the resources it w shes to expose have accessi bl e network
| ocations and that the necessary resol ution nechanisns (i.e.
DNS) are given the necessary data to performthe resolution
correctly.

5.2. Requirenents
R1: Requi rements of each FSN

a. Each FSN MJST be unique within the scope of its NSDB (so
that the FSN is globally unique).

b. The FSN MUST be sufficiently descriptive to |locate an
instance of the fileset it names within the federation at
any tine.

c. Al FSNs MJST be invariant when their underlying

filesystens nove or are replicated; only mappings from FSN
to FSL(s) change under these transformations.
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d. Al files accessible fromthe gl obal nanespace MJUST be part
of a fileset that has an assi gned FSN

Not all filesets in the federation are required to have an FSN
or be reachable by an FSL. Only those filesets that are the
target of a junction (as described in R3) are required to have
an FSN.

The FSN format MAY be of variable size. |If the format is
variable in size, fileserver inplenentations MAY have a maxi num
supported FSN size. By bounding the FSN size, sone fileserver

i npl enentations nmight be able to efficiently organize FSNs in
stable storage. For interoperability, the federation protocols
SHOULD define an FSN size that all fileservers support.

USI NG THE FEDERATI ON | NTERFACES, it MJST be possible to create
an FSN for a fileset, and it nmust be possible to bind an FSL to
that FSN. These operations are NSDB operations and do not
require any action on the part of a file server

It is possible to create an FSN for a fileset that has not
actually been created. It is also possible to bind a

nonexi stent FSL to an FSN. It is also possible to create a
fileset without assigning it an FSN. The bi ndi ng between an
FSN and an FSL is defined entirely within the context of the
NSDB; the servers do not "know' whether the filesets they host
have been assigned FSNs (or, if so, what those FSNs are).

The requirenent that filesets can exist prior to being assigned
an FSN and the requirenent that FSNs can exist independent of
filesets are intended to sinplify the construction of the
namespace in a conveni ent manner. For exanple, they pernit an
admin to assign FSNs to existing filesets and thereby
incorporate existing filesets into the nanespace. They al so
permt the structure of the namespace to be defined prior to
creation of the conponent filesets. |In either case, it is the
responsibility of the entity updating the NSDB with FSNs and
FSN-t o- FSL mappi ngs to ensure that the nanespace is constructed
in a consistent manner. (The sinplest way to acconplish this
is to ensure that the FSN and FSN-t o- FSL nappi ngs are al ways
recorded in the NSDB prior to the creation of any junctions
that refer to that FSN.)

a. An administrator MAY specify the entire FSN (including both
the NSDB node | ocation and the identifier) of the newy
created FSL, or the adm nistrator MAY specify only the NSDB
node and have the system choose the identifier
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The adnin can choose to specify the FSN explicitly in order
to recreate a lost fileset with a given FSN (for exanpl e,
as part of disaster recovery). It is an error to assign an
FSN that is already in use by an active fileset.

Note that creating a replica of an existing filesystemis
NOT acconpl i shed by assigning the FSN of the filesystemyou
wish to replicate to a new fil esystem

b. USING THE FEDERATI ON | NTERFACES, it MJST be possible to
create a federation FSL by specifying a specific |oca
vol unme, path, export path, and export options.

USI NG THE FEDERATI ON | NTERFACES, and given the FSN of a target
fileset, it MJST be possible to create a junction to that
fileset at a nanmed place in another fileset.

After a junction has been created, clients that access the
junction transparently interpret it as a reference to the
FSL(s) that inplenent the FSN associated with the junction

a. It SHOULD be possible to have nore than one junction whose
target is a given fileset. |In other words, it SHOULD be
possible to nount a fileset at nultiple naned pl aces.

b. If the fileset in which the junction is created is
replicated, then the junction MJST eventual |y appear in all
of its replicas.

The operation of creating a junction within a fileset is
treated as an update to the fileset, and therefore obeys
the general rules about updates to replicated fil esets.

USI NG THE FEDERATI ON | NTERFACES, it MJST be possible to delete
a specific junction froma fileset.

If ajunction is deleted, clients who are already view ng the
fileset referred to by the junction after traversing the
junction MAY continue to view the old nanmespace. They ni ght
not discover that the junction no | onger exists (or has been
del eted and replaced with a new junction, possibly referring to
a different FSN)

After a junction is del eted, another object with the same nane

(another junction, or an ordinary fil esystem object) may be
created.
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The operation of deleting a junction within a fileset is
treated as an update to the fileset, and therefore obeys the
general rules about updates to replicated fil esets.

USI NG THE FEDERATI ON | NTERFACES, it MJST be possible to
i nval i date an FSN

a. |If ajunction refers to an FSNthat is invalid, attenpting
to traverse the junction MJST fail.

An FSN t hat has been invalidated MAY become valid again if the
FSN is recreated (i.e., as part of a disaster recovery
process).

If an FSN is invalidated, clients who are already view ng the
fileset named by the FSN MAY continue to view the old

nanespace. They mi ght not discover that the FSN is no | onger
valid until they try to traverse a junction that refers to it.

USI NG THE FEDERATI ON | NTERFACES, it MJST be possible to
i nval i date an FSL.

a. An invalid FSL MUST NOT be returned as the result of
resol ving a junction.

An FSL that has been invalidated MAY becone valid again if the
FSL is recreated (i.e., as part of a disaster recovery
process).

If an FSL is invalidated, clients who are already view ng the
fileset inplenmented by the FSL MAY continue to use that FSL.
They m ght not discover that the FSL is no |l onger valid unti
they try to traverse a junction that refers to the fil eset

i mpl enented by the FSL.

Note that invalidating an FSL does not inply that the
underlyi ng export or share (depending on the file access
protocol in use) is changed in any way -- it only changes the
mappi ngs from FSNs to FSLs on t he NSDB

It MIUST be possible for the federation of servers to provide
mul ti pl e nanespaces

USI NG THE FEDERATI ON | NTERFACES:
a. It MIST be possible to query the fileserver named in an FSL

to di scover whether a junction exists at a given path
within that FSL.
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b. It MAY be possible to query the fileserver naned in an FSL
to discover the junctions, if any, in that FSL. If this
feature is inplemented, the fileserver SHOULD report each
junction’s path within the FSL and the targeted FSN

The projected nanespace (and the objects nanmed by the
nanespace) MJST be accessible to clients via at |east one of
the following standard fil esystem access protocols:

a. The namespace SHOULD be accessible to clients via versions
of the CIFS (Common Internet File System protocol as
described in [ M5-SMB] [ M5-SMB2] [MS-CIFS].

b. The nanespace SHOULD be accessible to clients via the NFSv4
protocol as described in [ RFC3530].

c. The namespace SHOULD be accessible to clients via the NFSv3
protocol as described in [ RFC1813].

d. The namespace SHOULD be accessible to clients via the NFSv2
protocol as described in [RFCL094].

It nmust be understood that sone of these protocols, such as
NFSv3 and NFSv2, have no innate ability to access a nanespace
of this kind. Were such protocols have been augnented with
ot her protocols and nechani snms (such as autofs or and for
NFSv3) to provide an extended nanmespace, we propose that these
protocol s and mechani sms may be used, or extended, in order to
satisfy the requirenents given in this docunent, and different
clients may use different nechani sns.

USI NG THE FEDERATI ON | NTERFACES, it MJUST be possible to nodify
the NSDB nmapping froman FSN to a set of FSLs to reflect the
m gration fromone FSL to another.

FSL migration SHOULD have little or no inpact on the clients,
but this is not guaranteed across all federation nenbers.

Whether FSL migration is performed transparently depends on
whet her the source and destination servers are able to do so.
It is the responsibility of the adm nistrator to recognize
whet her or not the mgration will be transparent, and advi se
the system accordingly. The federation, in turn, MJST advise
the servers to notify their clients, if necessary.
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For exanple, on sone systens, it nmay be possible to mgrate a
fileset fromone systemto another with minimal client inpact
because all client-visible netadata (inode nunbers, etc.) are
preserved during mgration. On other systems, migration night
be quite disruptive.

USI NG THE FEDERATI ON | NTERFACES, it MJST be possible to nodify
the NSDB mapping froman FSN to a set of FSLs to reflect the
addition/renoval of a replica at a given FSL.

Replication SHOULD have little or no negative inpact on the
clients.

Wiet her FSL replication is perforned transparently depends on
whet her the source and destination servers are able to do so.

It is the responsibility of the adnministrator initiating the
replication to recogni ze whether or not the replication will be
transparent, and advise the federation accordingly. The
federati on MUST advise the servers to notify their clients, if
necessary.

For exanple, on sone systens, it may be possible to nount any

FSL of an FSN read/wite, while on other systens, there may be
any nunber of read-only replicas but only one FSL that can be

nounted as read/wite.

USI NG THE FEDERATI ON | NTERFACES, it SHOULD be possible to
annotate the objects and rel ati ons managed by the federation
protocol with arbitrary nanme/val ue pairs.

These annotations are not used by the federation protocols --
they are intended for use by higher-1level protocols. For
exanpl e, an annotation that mnight be useful for a system

adm ni strator browsing the federation would be the "owner" of
each FSN (i.e., "this FSNis for the home directory of Joe
Smth"). As another exanple, the annotations nay express hints
used by the clients (such as priority information for NFSv4.1).

Both FSNs and FSLs may be annotated. For exanple, an FSN
property might be "This is Joe Smith's hone directory", and an
FSL property m ght be "This instance of the FSN is at the
renote backup site"

a. USING THE FEDERATI ON | NTERFACES, it MJST be possible to
query the systemto find the annotations for a junction
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USI NG THE FEDERATI ON | NTERFACES, it MJUST be possible to
query the systemto find the annotations for an FSN

USI NG THE FEDERATI ON | NTERFACES, it MJUST be possible to
query the systemto find the annotations for an FSL.

It MUST be possible for the federation to project a nanmespace
with a conmon root.

It SHOULD be possible to define a root fileset that is
exported by one or nore fileservers in the federation as
the top level of a nanespace. (Corollary: There is one
root fileset per nanespace and it is possible to support
mul ti pl e namespaces per federation.)

It SHOULD be possible for a fileserver to | ocate an NSDB
that stores the layout of a root fileset.

It SHOULD be possible to access, store, and update
information related to a root fileset using the federation
pr ot ocol s.

It SHOULD be possible to replicate root fileset information
across nultiple repositories.

If aroot fileset is defined, it SHOULD be possible to
enable a fileserver to export that root fileset for client
access.

If aroot fileset is defined, it SHOULD be possible for
multiple fileservers to project a conmon root with defined
consi stency senanti cs.

If aroot fileset is defined, it SHOULD be stored using a
conpact representation that is conpatible with

het er ogeneous fil eserver inplenentations. The root
fileset's internal format SHOULD contain enough infornation
to generate any attributes, including referrals, required
by the standard fil esystem access protocols in R9.
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6. Non-Requirenents

N1: It is not necessary for the nanmespace to be known by any
specific fil eserver.

In the sane nmanner that clients do not need to have a priori
know edge of the structure of the nanespace or its mapping onto
federati on nenbers, the projected nanespace can exi st w thout

i ndividual fileservers knowing the entire organizationa
structure, or, indeed, wthout know ng exactly where in the
proj ected nanespace the filesets they host exist.

Fil eservers do need to be able to handle referrals from other
fileservers, but they do not need to know what path the client
was accessing when the referral was generated.

N2: It is not necessary for updates and accesses to the NSDB data to
occur in transaction or transaction-Iike contexts.

One possible requirenent that is onmitted fromour current |ist
is that updates and accesses to the data stored in the NSDB (or

i ndi vi dual NSDB nodes) occur within a transaction context. W
were not able to agree whether the benefits of transactions are
worth the conplexity they add (both to the specification and its
eventual inplenentation), but this topic is open for discussion

Below is the draft of a proposed requirenment that provides
transactional semantics:

There MUST be a way to ensure that sequences of operations,

i ncl udi ng observations of the nanespace (including finding
the | ocations corresponding to a set of FSNs) and changes to
t he nanmespace or related data stored in the system (including
the creation, renam ng, or deletion of junctions, and the
creation, altering, or deletion of mappi ngs between FSN and
filesystem |l ocations), can be perforned in a nanner that

provi des predictable senantics for the rel ationship between

t he observed values and the effect of the changes.

It MUST be possible to protect sequences of operations by

transactions with NSDB-w de or server-wide Atomcity,
Consi stency, lIsolation, and Durability (ACI D) senmantics.
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7. Security Considerations

Assuming the Internet threat nodel, the federated resol ution
mechani sm described in this document MJST be inplenmented in such a
way to prevent |oss of CONFI DENTI ALITY, DATA INTEGRITY, and PEER
ENTI TY AUTHENTI CATI ON, as described in [ RFC3552].

CONFI DENTI ALI TY may be violated if an unauthorized party is able to
eavesdrop on the comruni cati on between aut horized servers and NSDB
nodes and thereby learn the |ocations or other information about FSNs
that they would not be authorized to discover via direct queries.
DATA I NTEGRI TY may be conpromised if a third party is able to
undetectably alter the contents of the communication between servers
and NSDB nodes. PEER ENTITY AUTHENTI CATION is defeated if one server
can masquerade as anot her server without proper authority, or if an
arbitrary host can masquerade as a NSDB node.

Wel | - establi shed techniques for providing authenticated channel s nmay
be used to defeat these attacks, and the protocol MJST support at
| east one of them

For exanple, if Lightweight Directory Access Protocol (LDAP) is used
to i mpl enent the query mechani sm [ RFC4510], then Transport Layer
Security (TLS) may be used to provide both authentication and
integrity [ RFC5246] [ RFC4513]. |If the query protocol is inplenented
on top of Qpen Network Conputing / Renote Procedure Call (ONC/ RPC)
then RPCSEC GSS may be used to fill the sane role [ RFC2203]

[ RFC2743] .

A federation could contain nultiple Public Key Infrastructure (PKl)
trust anchors [RFC5280]. The federation protocols SHOULD define a
nmechani smfor managing a fileserver’s NSDB trust anchors

[ TA-MGMI- REQS] . A general purpose trust anchor managenment protoco
[ TAMP] woul d be appropriate, though it night be desirable for the
federation protocols to facilitate trust anchor managenent by, for
exanpl e, using trust anchor interchange fornmats [ TA- FORVAT].

It is useful to note that the requirenents described in this docunent
lead naturally to a systemw th distributed authorization, which has
scal ability and rmanageability benefits.

FSNs are likely to be long-lived resources. Therefore, the privilege
to create FSNs SHOULD be carefully controlled. To assist in
determining if an FSNis referenced by a junction sonmewhere in the
federation, the NSDB records SHOULD i ncl ude non-authoritative

i nformati onal annotations recording the |ocations of any such
junctions. These annotations are non-authoritative because a
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junction mght be created, deleted, or nodified by an individual that
does not have pernmission to nodify the NSDB records.
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