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Abstract

In a transport network scenario, Data Plane connections controlled by
either a CGeneralized Miultiprotocol Label Switching (GWLS) Contro

Pl ane (Soft Permanent Connections - SPC) or a Managenent System
(Permanent Connections - PC) may independently coexist. The ability
of transformng an existing PC into an SPC and vice versa -- w thout
actually affecting Data Plane traffic being carried over it -- is a
requirenent. The requirenents for the conversion between permanent
connections and switched connections in a GWLS Network are defined
in RFC 5493.

This meno describes an extension to GVWPLS Resource Reservation
Protocol - Traffic Engineering (RSVP-TE) signaling that enables the
transfer of connection ownership between the Managenent and the
Control Planes. Such a transfer is referred to as a Handover. This
docunent defines all Handover-rel ated procedures. This includes the
handl i ng of failure conditions and subsequent reversion to origina
state. A basic premise of the extension is that the Handover
procedures nust never inpact an already established Data Pl ane
connecti on.
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Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc5852

Copyright Notice

Copyright (c) 2010 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega

Provi sions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.

Caviglia, et al. St andards Track [ Page 2]



RFC 5852 RSVP-TE Ext for MP2CP LSP Handover April 2010

Tabl e

1

10.
11.
12.
13.

of Contents
INtroduCti ON ... ... e 4
1.1, Dedicati ON ... 4
Term NOl OQY . . .ot 4
MOt i VAl i ON .. 4
ProoCedUr BS . .. e 5
4.1. MP-to-CP Handover: LSP Ownership Transfer from
Managenment Plane to Control Plane ............ ... ... ... ...... 6
4.2. MP-to-CP Handover Procedure Failure Handling ............... 7
4.2.1. MP-to-CP Handover Failure - Path Failure ............ 8
4,2.1.1. MP-to-CP Handover Failure - Path
Message and Data Plane Failure ............. 8
4.2.1.2. MP-to-CP Handover Failure - Path
Message and Communication Failure .......... 8
4.2.2. MP-to-CP Handover Failure - Resv Error .............. 9
4.2.2.1. MP-to-CP Handover Failure - Resv
Error and Data Plane Failure ............... 9
4,2.2.2. MP-to-CP Handover Failure - Resv
Error and Communi cation Failure ........... 10
4.2.2.3. MP-to-CP Handover Failure - Node
Gaceful Restart ............ .. . . ... . . . .... 12
4.3. CP-to- M Handover: LSP Ownership Transfer from
Control Plane to Managenent Plane ......................... 15
4.4, CP-to-MP Handover Procedure Failure ............. ... ... .... 16
M nimum I nformation for MP-to-CP Handover ...................... 17
RSVP Message Formats ......... ... . e 19
hjects Modification ... ... 19
7.1. Administrative Status Chject ........ ... .. ... . .. .. ... 19
7.2. Error Spec Qbj eCt ... i e 19
Compatibi lity ... 20
Security Considerati ONS ... ... 20
IANA Considerati ONS .. ...t e 20
ACknow edgment S . .. ... 21
CoNtri DUL Or S o e 21
Ref Br BNCES . .. e 21
13. 1. Normative References .......... ... 21
13.2. Informative References .......... . ..., 22

Caviglia, et al. St andards Track [ Page 3]



RFC 5852 RSVP-TE Ext for MP2CP LSP Handover April 2010

1. Introduction

In a typical traditional transport network scenario, Data Plane (DP)
connecti ons between two endpoints are controlled by nmeans of a

Net wor k Management System (NMS) operating within the Managenent Pl ane
(MP). NWMS/MP is the owner of such transport connections, being
responsi ble for their setup, teardown, and mai nt enance.

The adoption of a Generalized MPLS (GWLS) [RFC3945] Control Pl ane
(CP) in a network that is already in service -- controlled by the NVS
at the MP level -- introduces the need for a procedure able to
coordinate a controll ed Handover of a Data Pl ane connection fromthe
MP to the CP.

In addition, the control Handover in the opposite direction, fromCP
to MP should be possible as well. The procedures described in this
meno can be applied to a Label Switched Path (LSP) in any DP

swi tching technol ogy and any network architecture.

Thi s neno describes an extension to GWLS Resource reSerVation
Protocol - Traffic Engineering (RSVP-TE) [ RFC3471] [RFC3473]
signaling that enables the Handover of connection ownership between

t he Managenent and the Control Planes. All Handover-rel ated
procedures are defined below. This includes the handling of failure
conditions and subsequent reversion to original state. A basic

prenmi se of the extension is that the Handover procedures nust never

i mpact the exchange of user data on LSPs that are already established
in the DP.

1.1. Dedication

W would like to dedicate this work to our friend and col | eague Di no
Bramanti, who passed away at the early age of 38. Dino has been
involved in this work since its begi nning.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Mdtivation

The main notivation behind this work is the definition of a sinple
and very | owinpact procedure that satisfies the requirenments defined
in [RFC5493]. Such a procedure is ainmed at giving the transport
networ k operators the chance to hand over the ownership of existing
LSPs provisioned by NVS fromthe MP to the CP without disrupting user
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traffic flowing on them Handover fromthe MP to the CP (i.e., when
exi sting DP connection ownership and control is passed fromthe MP to
the CP) has been defined as a mandatory requirenment, while the
opposi te operation, CP-to-M Handover, has been considered as a nice-
to-have feature that can be seen as an energency procedure to disable
the CP and take manual control of the LSP. For nore details on

requi renents and notivations, please refer to [ RFC5493].

4. Procedures

The nodification defined in this docunent refers only to the

ADM N _STATUS Cbject, that is, the nessage flowis left unnodified for
both LSP setup and del etion. Mreover, a new Error Value is defined
to identify the failure of a Handover procedure.

The foll owi ng paragraphs give detailed description of the "MP-to-CP
Handover" and " CP-to- MP Handover" procedures, based on the use of a
newly defined bit called "H bit".

Just as when setting up an LSP using the CP [ RFC3473], the Path
nmessage may contain full information about the explicit route
including the links and | abels traversed by the LSP. This
information is encoded in the Explicit Route Chject (ERO, and nust
be supplied by the MP using details recorded when the LSP was

provi sioned, or collected by the MP by inspecting the nodes al ong the
pat h.

Alternatively, and also just as when setting up an LSP using the CP

[ RFC3473], the ERO may include less information such that the details
of the next hop have to be determi ned by each node along the LSP as
it processes the Path nessage. This approach nmay be desirabl e when
the full information is not available to the MP or cannot be passed
to the head-end node when initiating the Handover fromthe MP to the
CP.

This section (Section 4) describes the general procedures and
protocol extensions for MP-to-CP Handover, and it uses the case of a
fully detailed ERO to describe the mechanism Section 5 describes
how each node behaves in the case of a linmted amount of infornmation
in the ERO

Not e that when Handover is being perforned for a bidirectional LSP
and the ERO contains full information including |abels, the ERO
SHOULD i ncl ude both upstream and downstream | abels. Per Section
5.1.1 of [RFC3473], the labels are indicated on an output basis; this
means that the | abels are used by the upstream node to create the
LABEL_SET (bj ect and, for bidirectional LSPs, the UPSTREAM LABEL

bj ect used in the outgoi ng Path nessage.
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4.1. WMP-to-CP Handover: LSP Omership Transfer from Managenent Plane to
Control Pl ane

The MP-to-CP Handover procedure MJUST create an RSVP-TE session al ong
the path of the LSP to be noved fromthe MP to the CP, associating it
with the existing cross-connected resources owned by the MP (e.qg.

| anbdas, tine slots, or reserved bandwi dth) and at the sane tine
transferring their ownership to the CP

The operator instructs the ingress node to hand over control of the
LSP fromthe MP to the CP. In this Handover node, it supplies the
exact path of the LSP including any resource reservation and | abe

i nformation.

The ingress MJST check that no corresponding Path state exists and
that corresponding Data Pl ane state does exist. |If there is an
error, this MJIST be reported to the operator and further protoco
action MUST NOT be taken.

The ingress signals the LSP using a Path nessage with the Hbit and R
bit set in the ADM N _STATUS bject. 1In this node of Handover, the
Pat h nessage al so carries an ERO that includes Label subobjects
indicating the | abels used by the LSP at each hop. The ingress MJST
start the Expiration timer (see Section 4.2.1.2 for expiration of
this tinmer). Such a tinmer SHOULD be configurable per LSP and have a
default val ue of 30 seconds.

Each Label Switching Router (LSR) that receives a Path nessage wth
the H bit set checks to see whether there is any matching Path state.

o |If matching Path state is found with the Hbit set, this is a Path
refresh and should be treated accordingly [ RFC3473].

o If matching Path state is found with the Hbit clear, this is an
error and MJST be treated according to the error case description
in Section 4.2.1.1.

o If no Path state is found, the LSR goes on to check whether there
is any nmatching Data Pl ane state.

o If no matching Data Plane state is found (including only partially
mat ching Data Plane state), this is an error or a race condition
It MUST be handl ed according to the description in Section
4.2.1.1.
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o |If matching Data Plane state is found, the LSR MJST save the Path
state (including the set Hbit), and it MJST forward the Path
nmessage to the egress. The LSR MJUST retain any MP state
associated with the LSP at this point.

An egress LSR MUST act as any other LSR, except that there is no
downstream node to which to forward the Path nessage. |f all checks
are passed, the egress MJST respond with a Resv with the H bit set.

A transit LSR MJST process each Resv according to the normal rules of
[ RFC3473] .

When an ingress LSR receives a Resv nessage carrying the H bit set,
it checks the Expiration tiner.

o If the timer is not running, the Resv is treated as a refresh and
no special action is taken [ RFC3473].

o If the tiner is running, the ingress MJST cancel the tinmer and
SHOULD notify the operator that the first stage of Handover is
complete. The ingress MJST send a Path nessage that is no
different fromthe previous nessage except that the H bit MJIST be
cl ear.

The Path nmessage with the Hbit clear will travel the length of the
LSP and will result in the return of a Resv with the H bit clear
according to normal processing [RFC3473]. As a result, the Hbit
will be cleared in the stored Path state at each transit LSR and at
the egress LSR. Each LSR SHOULD rel ease any associated MP state
associated with the LSP when it receives the Path nessage with H bit
clear, but MAY retain the information according to |ocal policy for
use in future MP processing.

When the ingress receives a Resv with the H bit clear, the Handover
is conpleted. The ingress SHOULD notify the operator that the
Handover is correctly conpl eted.

4.2. MP-to0-CP Handover Procedure Failure Handling

In the case of MP-to-CP Handover, two different failure scenarios can
happen: Path Failure and Resv Failure. Mbreover, each failure can be
due to two different causes: DP Failure or Comunication Failure. In
any case, the LSP ownership MJST be i mediately rolled back to the
one previous to the Handover procedure. A section for each
conbination will be analyzed in the follow ng.
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4,.2.1. MP-to-CP Handover Failure - Path Failure

4.2.1.1. MP-to-CP Handover Failure - Path Message and Data Pl ane
Fail ure

In the follow ng paragraph, we will analyze the case where the
Handover procedure fails during the Path nessage processing.

| Pat h | | |
[----mmmmmmm e - >| Pat h |
| |- X |
| | Pat hErr |
| Pat hEr r S | |
R | | |

I ngress LER LSR A LSR B Egress LER

Figure 1: MP2CP - Path Msg and DP Failure

If an error occurs, the node detecting the error MJST respond to the
recei ved Path nessage with a Pat hErr nmessage, and MJST abort the
Handover procedure. The PathErr nmessage SHOULD have the

Pat h_St ate_Renoved flag set [RFC3473], but inplementations MAY retain
their local state and wait for Path state tineout as per normal RSVP
processi ng.

Nodes receiving a PathErr nessage MJST foll ow standard Pat hErr
nmessage processing and the associ ated DP resources MJST NOT be
impacted. If the local CP state indicates that a Handover is in
progress (based on the Hbit in the Path nessage), the LSR MJST
revert the LSP ownership to the M

4.2.1.2. MP-to-CP Handover Failure - Path Message and Communi cation
Fail ure

O her possible scenarios are shown in the following figures and are
based on the inability to reach a node along the path of the LSP

The bel ow scenario postul ates the use of a reliable nessage delivery
based on the nmechani sm defined in [ RFC2961].

Caviglia, et al. St andards Track [ Page 8]



RFC 5852 RSVP-TE Ext for MP2CP LSP Handover April 2010

| Pat h | | |

[ === > Pat h |

| |- X |

| |- X |

| | e | |

: o X: :
I ngress LER LSR A LSR B Egress LER

Figure 2: MP2CP - Path Msg and Comuni cation Failure
(Reliable Delivery)

The Path nmessage sent fromLSR A towards LSR B is |ost or does not
reach the destination for any reason. As a reliable delivery
mechanismis inplemented, LSR A retransnits the Path nessage for a
configurabl e nunber of tines, and if no ack is received, the Handover
procedure will be aborted (via the Expiration tinmer).

In the next scenario RSVP-TE nessages are sent without reliable
message delivery, that is, no [ RFC2961] Messagel D procedure i s used.

| Pat h | | |
[--------------- >| Pat h |
| T " |
TI MER EXPI RES | | |
| Pat h Tear | Pat h Tear | Pat h Tear |
o W W i
I ngress LER LSR A LSR B Egress LER

Figure 3: MP2CP - Path Msg and Conmuni cation Failure
(No Reliable Delivery)

If the Resv nessage is not received before the expiration of the
Expiration tiner, the Handover procedure is aborted as described in
Section 4.2.1.1. Please note that any node that has forwarded a Path
(LSR A), i.e., has installed local path state, will send a PathTear
when that state is renoved (according to [ RFC2205]).

4.2.2. MP-to-CP Handover Failure - Resv Error

4.2.2.1. MP-to-CP Handover Failure - Resv Error and Data Plane Failure
In the case of a failure occurrence during the Resv nessage
processing (in case there has been any change in the Data Pl ane

during the signaling), the node MIST send a Pat hErr nessage [ RFC2205]
in the upstreamdirection. The PathErr nmessage is constructed and
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processed as defined above in Section 4.2.1.1. The failure detection
node MJST al so send a PathTear nessage downstream The Pat hTear
nmessage i s constructed and processed as defined above in

Section 4.2.1.1.

| Pat h | Pat h | Pat h |
[EREEEEEEEEEEEES S| S| >|
| | | Resv |
| | Resv SRR |
| | Xomoo e |
| Pat hEr r | Pat hTear | Pat hTear

o T I ’

I ngress LER LSR A LSR B Egress LER

Figure 4: MP2CP - Resv Error and DP Failure

In the case shown in Figure 4, the failure occurs in LSR A A

Pat hTear nessage is sent towards B and a PathErr nessage (with
Error Code set to "Handover Procedure Failure") is sent in the
upstream direction. The PathErr and Pat hTear nessages renove the
Path state established by the Path nessages al ong the nodes of the
LSP and abort the Handover procedure.

Pl ease note that the failure occurred after the Handover procedure

was successfully conpleted in LSR B, but Handover state will still be
mai ntai ned locally as, per Section 4.1, a Path nessage with the H bit
clear will have not yet been sent or received. A node that receives

a PathTear when it has Path state with the H bit set MJST renove Path
state, but MJUST NOT change Data Plane state. It MJST return LSP
ownership to the MP

4.2.2.2. MP-to-CP Handover Failure - Resv Error and Conmuni cati on
Fai l ure

When a Resv nessage cannot reach one or nore of the upstream nodes,
the procedure is quite simlar to the one previously seen about the
Path nmessage. Even in this case, it is possible to distinguish two
di fferent scenarios.
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In the first scenario we consider the utilization of a reliable
nmessage delivery based on the mechani smdefined in [ RFC2961]. After
a correct forwarding of the Path nessage al ong the nodes of the LSP,
the Egress LSR sends a Resv nessage in the opposite direction. It
m ght happen that the Resv nessage does not reach the ingress Label
Edge Router (LER) or an LSR, say LSR A LSR B MJST send a Resv
message again for a configurable nunber of tines and then, if the
delivery does not succeed, the adoption procedure will be aborted
(via the Expiration tinmer).

| Pat h | Pat h | Pat h |
|- Sl Sl >|
| | | Resv |
| | Resv SRR |
| | Xooomene | |
| | SRRRRREEE | |
| | e | |
| | Xemmmmmmm- | |
| | | |
I ngress
LSR A LSR B Egress LER

Figure 5: MP2CP - Resv Error and Conmmunication Failure
(Reliable Delivery)

Consi dering that the Resv nessage did not manage to reach LSR A, it
is highly probable that the PathErr would fail too. Due to this
fact, the Expiration tinmer is used on the ingress LER after sending
the path and on LSR A after forwarding it. Wen the tinmer expires,
if no Resv or PathErr nmessage is received, the Handover procedure is
aborted as described in Section 4.2.1.1 and the LSP ownership is
returned to the Managenent Pl ane.

Figure 6, on the other hand, shows the scenario in which no reliable
delivery nechanismis inpl enented
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| Pat h | Pat h | Pat h |
|- S EREEEEEEREEEEEE S| >

| | | Resv |

| | Resv | <------mmmem-- - |

| | Xooomme | |

TI MER EXPI RES | | |
| Pat h Tear | Pat h Tear | Pat h Tear |
o N N i

I ngress LER LSR A LSR B Egress LER

Figure 6: MP2CP - Resv Error and Conmmunication Failure
(No Reliable Delivery)

If no Resv nessage is received before the Expiration tiner expires,
the ingress LER follows the same procedure defined in Section 4. 1.

4,2.2.3. MP-to-CP Handover Failure - Node Graceful Restart

If node restart and graceful restart are enabled, then one of the
foll owi ng scenarios wll happen

Case | - Finite Restart Tine

In this case, the Restart Tine (see [ RFC3473]) is finite, i.e., not a
val ue of Oxffffffff. |In the sequence di agram bel ow, assune LSR A
restarts. |If the ingress LER does not receive the Resv nessage in
time, it MJST abort the Handover process by generating a PathTear
message downstream Also, if LSR A does not conplete the restart
process within the restart time interval, then LSR B MIST start
tearing down all LSPs between LSR A and LSR B and this includes the
LSP that is being used to carry out the Handover of MP resources to
the CP. LSP B MJST generate a PathTear nessage downstream and a

Pat hErr nessage upstream Both LSR B and the egress LER MJUST NOT
rel ease the DP resources because, in both nodes, the Hbit is set in
the local Path state.
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| Pat h | Pat h | Pat h |
[----mmmmmme - R R R R R R >|
| | | Resv |
| | Resv | <------mmmem-- - |
| X Xommmmmmm- | |
| Pat hTear | |
[------- X Restart Tiner |
| Expi res |
| Pat hErr | Pat hTear

| Xommmmmm- [----mmmmmmme - >|
| | |
| i | |

I ngress LER LSR A LSR B Egress LER

Figure 7: MP2CP - Node Graceful Restart - Case |
Case Il - Infinite Restart Tine

In this case, the Restart Tinme (see [RFC3473]) indicates that the
restart of the sender’s Control Plane may occur over an indeterninate
interval, i.e., is Oxffffffff. The sequence is quite simlar to the
previous one. In this sequence, the restart tinmer will not expire in
LSR B since it is run infinitely. Instead, after LSR A restarts, LSR
B MUST start the recovery timer. The recovery timer will expire
since there will be no Path nessage with the RECOVERY LABEL received
fromLSR A given the ingress node had already renoved the [ocal Path
state after it aborts the Handover process. Thus, LSR B MJST tear
down the specific LSP that is being used to convert the MP resources
to CP by generating a PathTear nessage downstream and Pat hErr nessage
upstream Simlarly to the previous case, both LSR B and the egress
LER MJUST NOT rel ease the DP resources because the H bit is set in the
| ocal Path state.
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| Pat h | Pat h | Pat h |
|----mmmmmmme - R >l -mmmimee e >|
| | | Resv |
| | Resv | <------mmmem-- - |
| X Xemmmmmo-- | |
| Pat hTear | |
|------- X | |
| | |
| X | |
| | | |
| | Recovery Ti mer |
| | Expires |
| Pat hEr r | Pat hEr r | Pat hTear |
S A T i
I ngress LER LSR A LSR B Egress LER

Figure 8. MP2CP - Node Graceful Restart - Case I
Case |1

In this case, the ingress LER does not abort the Handover process.
When LSR A restarts, the ingress LER detects the restart and MJST
re-generate the Path nmessage with the Hbit set in order to restart
t he Handover

When LSR B receives the Path nessage, it sees the Hbit set on the
message and al so sees that it has the Hbit set inits ow state and
that it has sent the Resv. But it is also aware that LSR A has
restarted and could have sent a Path nessage with a RECOVERY LABEL
object. LSR B may attenpt to resune the Handover process or nay
abort the Handover. This choice is made according to |ocal policy.

If resum ng the Handover, LSR B MJST treat the received Path nmessage
as a retransmission, and MJST retransmt its Resv. |f aborting
Handover, LSR B MJUST return a PathErr and MJST send a Pat hTear
downstream | n both cases, LSR B MJUST NOT nodify the DP state.
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| Pat h | Pat h | Pat h |
|----mmmmmmme - R >l -mmmimee e >|
| | | Resv |
| | Resv | <------mmmem-- - |
| X Xemmmmmo-- | |
| | |
| X | |
| | | |
| Pat h | Pat h | |
o S| >| |
| Pat hEr r | Pat hEr r | Pat hTear |
o A T ’
I ngress LER LSR A LSR B Egress LER

Figure 9: MP2CP - Node Graceful Restart - Case |11

4.3. CP-to-MP Handover: LSP Omership Transfer from Control Plane to
Managenment Pl ane

Let’s now consider the case of LSP ownership transfer from Contro
Pl ane to Managenent Plane. Also in this section, we will analyze the
Handover procedure success and failure.

The scenario is still a DP connection between two nodes acting as

i ngress and egress for a LSP, but in this case, the CP has the
ownershi p and control of the LSP. The CP-to- MP Handover procedure
MUST del ete the existing RSVP-TE session information and MJUST NOT
af fect the cross-connected resources, but just nove their ownership
to the MP

In other words, after LSP ownership transfer fromCP to MP, the LSP
is no longer under the control of RSVP-TE, which is no nore able to
"see" the LSP itself. The CP-to- WP Handover procedure MJST be a
standard LSP del eti on procedure as described in Section 7.2.1 of

[ RFC3473]. The procedure is initiated at the ingress node of the LSP
by an MP entity. The ingress node and MP exchange the rel evant
information for this task and then propagate it over CP by neans of
RSVP- TE tear down signaling as described bel ow

The i ngress node MJST send a Path nessage in the downstream direction
wi th Handover and Reflect bits set in the ADM N STATUS Ghject. No
action is taken over the DP and transit LSRs nust forward such
message towards the egress node. Al of the nodes MJST keep track of
the procedure storing the Hbit in their local Path and Resv states.
Then, every node waits for the Hbit to be received within the

rel ated Resv nmessage. After the Resv nessage is received by the
ingress LER, it MJST send a PathTear nessage in order to clear the
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whol e LSP i nformation recorded on the RSVP-TE data structures of the
nodes. Downstream nodes processing a PathTear nessage that follows a
Path nessage with the H bit set, MJST NOT renove any associ ated Data
Pl ane state. In other words, a normal LSP tear down signaling is
exchanged between nodes traversed by the LSP, but the H bit set in
the Path nmessage indicates that no DP action has to correspond to CP
si gnal i ng.

4.4, CP-to-WMP Handover Procedure Failure

Fai l ures during CP-to-MP Handover procedure MJUST NOT result in the
renoval of any associated Data Plane state. To that end, when a Resv
message contai ning an ADM N_STATUS Cbject with the H bit not received
during the period of time described in Section 7.2.2. of [RFC3473]
different processing is required. Wiile the Hbit is set in the Path
state, a node MJUST NOT send a PathTear when a failure is detected.
Instead, the failure is reported upstreamusing a PathErr. The only
node that can send a PathTear is the ingress node, and it can only do
this as a step in the procedures specified in this docunent. This
applies to both MP-to-CP and CP-to- MP Handover. The ingress node NMNAY
choose to report the failure in the CP-to- MP Handover procedure via
the MP

The CP-to- MP Handover procedure can also fail due to two causes:
Pat hTear | ost or node down. In the former case, if the LSP is not
under MP control after the Expiration tinmer elapses, a manual
intervention fromthe network operator is requested, while in the
|atter case, different scenarios may happen

- CASE | - Path nessage and node down
| Pat h | Pat h X |
[----mmmmmmme - e R X |
| | |
| | X |
| | | |
| | | |
I ngress LER LSR A LSR B Egress LER
Figure 10: Case | - Path Message and Node Down

Per [RFC3473], Section 7.2.2, the ingress node should wait for a
configurabl e anount of tine (30 seconds by default) and then send a
Pat hTear nmessage. 1In this case, the normal deletion procedure MJST
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NOT be followed. Wien the Expiration tinmer elapses, a nanual
intervention fromnetwork operator is requested and normal, i.e.
pre- CP-to- VP Handover, LSP processing continues.

- CASE Il - Resv nessage and node down
| Pat h | Pat h | Pat h |
|- S| S| >|
| | | Resv |
| | Resv | <------mmmem-- - |
| X Xommmmee | |
| | |
| ) | |
I ngress LER LSR A LSR B Egress LER
Figure 11: Case Il - Resv Message and Node Down
The procedure to be followed is the sane depicted in CASE |I. The

network operator can ask for the automatic CP-to-MP procedure again
after the failed node conmes back up. Per [RFC3473], section 7.2, the

nodes will forward the new Path and Resv nessages correctly.
- CASE Il - PathTear nessage and node down

| Pat h | Pat h | Pat h |

|- P P >

| Resv | Resv | Resv |

| <omme e | <ommm e | <ommm e |

| Pat hTear | | |
[--------------- >| Pat hTear X

| [EEEEEEEEREEE X |

| | ] |

I ngress LER LSR A LSR B Egress LER

Figure 12: Case Ill - PathTear Message and Node Down

This scenario can be managed as a nornal PathTear |ost described
above in this section.

5. MnimmlInformation for MP-to-CP Handover
As described in Section 4, it is also possible for the EROto contain

less than the full set of path information for the LSP bei ng handed
over. This arises when only a nmininal set of information is handed
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to the CP by the MP at the LSP's head-end. |Instead of collecting al
of the LSP information (including the |abels) and formatting it into
an ERO, as described in Section 4, it is possible to start with a

m ni mum amount of information. The full ERO nmethod and the

partial /no ERO nethod are not nutually exclusive; support of both
nmet hods i s required.

At the ingress node, the informati on needed to specify the LSP is the
outgoing interface ID, upstream|abel, and downstream | abel of this
interface and egress node ID. The remaining information about an

exi sting LSP can then be collected hop by hop, as the signaling is
goi ng on, by | ooking up the cross-connection table in the DP at each
node al ong the LSP path.

Starting fromthe information available at the ingress LER about the
outgoing interface ID of that ingress node, the incomng interface ID
of the next hop can be found by |ooking up the link resource table/
dat abase in the LER itself.

The Path nmessage is hence built with the LABEL _SET hject ([RFC3473])
and t he UPSTREAM LABEL nhject ([RFC3473]), where the upstream | abel
and downstream | abel of ingress outgoing interface of the LSP are
included in these two objects. |In addition to the above nentioned
obj ects, the Path nessage MJST include the ADM N STATUS Ohject with
the Hbit set, as already defined in previous chapters for the
detai l ed ERO- based way of proceeding. Such a Handover Path is sent
to the incomng interface of the next hop. When this Path nessage
reaches the second node along the LSP, the information about inconing
interface 1D and the upstream and downstream | abels of this interface
is extracted fromit, and it is used to find next hop outgoing
interface I D and the upstreani downstream | abel s by | ooking up the DP
cross-connection table.

After having determined, in this way, the paranmeters describing the
LSPs next hop, the outgoing Path nessage to be sent is built
replacing the LABEL_SET (hject and UPSTREAM LABEL (bject content with
t he | ooked-up val ues of upstream and downstream | abel s.

By repeating this procedure for each transit node along the LSP, it
is possible to nake the Handover Path nessage reach the egress node,
exactly following the LSP that is in place over DP. The ERO MAY, in
this case, be included in the Path nmessage as an optional object, and
MAY be filled with the LSP-relevant infornation down to either the
port level with the interface ID or the |abel |level wth upstream and
downstream | abel s. The ERO can be used to check the consistency of
resource in the DP down to the port level or |abel level at each

i nternedi ate node al ong the LSP

Caviglia, et al. St andards Track [ Page 18]



RFC 5852 RSVP-TE Ext for MP2CP LSP Handover April 2010

Where the DP path continues beyond the egress, by indicating the
Egress | abel at the head-end of an LSP, the traffic can be directed
to the right destination. The GVWPLS signaling procedure for egress
control is described in [ RFC4003]

6. RSVP Message Formats

This meno does not introduce any nodification in RSVP nessages object
conposi tion.

7. (Objects Mdification

The nodifications required concern two RSVP objects: the ADM N_STATUS
and ERROR _SPEC bj ect s.

7.1. Administrative Status bject

This meno introduces a new flag into the ADM N_STATUS hject. The
ADM N_STATUS Cbject is defined in [RFC3473]. This docunent uses the
H bit of the ADM N STATUS (bject. The bit is bit nunber 25.

7.2. FError Spec bject

It is possible that a failure, such as the |loss of the Data

Communi cati on Network (DCN) connection or the restart of a node,
occurs during the LSP ownership handing over. |In this case, the LSP
Handover procedure is interrupted, the ownership of the LSP nust
remain with the ownership prior to the initiation of the Handover
procedure. It is inportant that the transaction failure not affect
the DP. The LSP is kept in place and no traffic hit occurs.

The failure is signaled by a PathErr nessage in the upstream
direction and Pat hTear messages in the downstreamdirection. The
Pat hErr nessages include an ERROR SPEC (bj ect specifying the causes
of the failure.

This meno introduces a new Error Code (with different Error Val ues)
into the ERROR SPEC (bj ect, defined in [ RFC2205].

The defined Error Code is "Handover Procedure Failure", and its val ue
is 35. For this Error Code, the followi ng Error Val ue sub-codes are
def i ned:

1 = Cross-connection m smatch

2 QG her failure
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8. Conpatibility

The main requirenment for the Handover procedure to work is that al
nodes al ong the path MJST support the extension defined in this
docunent. This requirement translates to an admnistrative
requirenent as it is not enforced at the protocol level. As defined,
non- supporting nodes will sinply propagate the H bit w thout setting
| ocal state. This may result in an inpact on data traffic during the
Handover procedure.

9. Security Considerations

The procedures described in this docunent rely conpletely on RSVP-TE
nessages and mechanism The use of the H bit being set in the

ADM N_STATUS (bj ect basically infornms the receiving entity that no
operations are to be done over the DP as a consequence of such
special signaling flow Using specially flagged signaling nessages,
we want to linmt the function of setup and teardown nessages to the
CP, naking themineffective over related DP resource usage.

However, the Handover procedures allow the Control Plane to be used
to take an LSP out of the control of the Managenment Plane. This
coul d cause considerabl e disruption and could introduce a new
security concern. As a consequence, the use of GWLS security
techniques is nore inportant. For RSVP-TE security, please refer to
[ RFC3473], for the GWLS security framework, please refer to
[sec-fwK].

10. | ANA Consi derations

| ANA nmanages the bit allocations for the ADM N _STATUS (bj ect
([RFC3473]). This docunent requires the allocation of the Handover

bit: the Hbit. |1ANA has allocated a bit for this purpose.
Bit Number Hex Val ue Narme Ref er ence
25 0x00000040 Handover (H) [ RFC5852]

| ANA has al so allocated a new Error Code:
35 Handover failure

This Error Code has the followi ng globally defined Error
Val ue sub-codes:

1
2

Cross-connecti on m snmatch
QG her failure
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