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Abst r act

The Pat h Conputation El enent (PCE) provides path conputation
functions in support of traffic engineering in Miltiprotocol Labe
Swi tching (MPLS) and Ceneralized MPLS (GWLS) networ ks

Extensions to the MPLS and GVWPLS signaling and routing protocols have
been made in support of point-to-nultipoint (P2MP) Traffic Engi neered
(TE) Label Switched Paths (LSPs). The use of PCE in MPLS networks is
al ready established, and since P2MP TE LSP routes are sonetines

complex to conpute, it is likely that PCE will be used for P2MP LSPs.

Ceneric requirenments for a comunication protocol between Path
Computation Clients (PCCs) and PCEs are presented in RFC 4657, "Path
Conmput ati on El enment (PCE) Conmuni cation Protocol Generic

Requi rements”. This docunment conpl enents the generic requirenments
and presents a detailed set of PCC- PCE conmuni cati on protocol
requirenents for point-to-nultipoint MPLS/ GWLS traffic engi neering.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc5862
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Copyright Notice

Copyright (c) 2010 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.

1. I nt roducti on

The Pat h Conputation Elenent (PCE) defined in [RFC4655] is an entity
that is capable of conputing a network path or route based on a
networ k graph, and applyi ng conputational constraints. The intention
is that the PCE is used to conmpute the path of Traffic Engi neered
Label Switched Paths (TE LSPs) within Miltiprotocol Label Switching
(MPLS) and Ceneralized MPLS (GWLS) networks.

Requirements for point-to-nultipoint (P2MP) MPLS TE LSPs are
docunented in [ RFC4461], and signaling protocol extensions for
setting up P2MP MPLS TE LSPs are defined in [ RFC4875]. P2MP MPLS TE
networ ks are considered in support of various features, including
layer 3 multicast virtual private networks [ RFC4834].

Pat h conmputation for P2MP TE LSPs presents a significant challenge
and network optimzation of nultiple P2MP TE LSPs requires
consi derabl e conput ati onal resources. PCE offers a way to offl oad
such path conputations from Label Switching Routers (LSRs).

The applicability of the PCE-based path conputation architecture to
P2MP MPLS TE i s described in a conpani on docunent [ RFC5671]. No
further attenpt is nade to justify the use of PCE for P2MP MPLS TE
within this docunent.

Thi s docunent presents a set of PCGC PCE conmuni cati on protoco

(PCECP) requirenents for P2MP MPLS traffic engineering. It
suppl enents the generic requirenments docunented in [ RFC4657].
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2.

3. 1.

3. 1.

Yas

Conventions Used in This Docunment

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Al t hough this docunent is not a protocol specification, this
convention is adopted for clarity of description of requirenents.

PCC- PCE Communi cati on Requirenments for P2MP MPLS Traffic Engi neering

This section sets out additional requirenents specific to P2MP MPLS
TE that are not covered in [ RFC4657].

PCC- PCE Conmmuni cati on

The PCC- PCE conmuni cation protocol MJST allow requests and replies
for the conputation of paths for P2MP LSPs.

This requires no additional nessages, but requires the addition of
the paraneters described in the followi ng sections to the existing
PCC- PCE conmuni cati on protocol nessages.

.1. Indication of P2MP Path Conputation Request

R1: Al though the presence of certain paraneters (such as a |ist of
nore than one destination) MAY be used by a protoco
specification to allow an inplenmentation to infer that a Path
Conmput ati on Request is for a P2MP LSP, an explicit paraneter
SHOULD be placed in a conspi cuous place within a Path
Conput ati on Request nessage to allow a receiving PCE to easily
identify that the request is for a P2MP path.

2. Indication of P2MP bjective Functions

R2: [ RFC4657] includes the requirement to be able to specify the
obj ective functions to be applied by a PCE during path
conput ati on.

Thi s docunent nakes no change to that requirenent, but it should
be noted that new and different objective functions will be used
for P2MP conputation. Definitions for core objective functions
can be found in [ RFC5541] together with usage procedures. New
obj ective functions for use with P2MP path conputations will
need to be defined and all ocated codepoints in a separate
docunent .
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3.

.1

.1

.1

1

3.  Non-Support of P2MP Path Conputation

R3: PCEs are not required to support P2MP path conputation
Therefore, it MJST be possible for a PCE to reject a P2MP Path
Conmput ati on Request nessage with a reason code that indicates no
support for P2MP path conputation

4. Non- Support by Back-Level PCE |npl ementations

It is possible that initial PCE inplenmentations will be devel oped

wi t hout support for P2MP path conputation and without the ability to
recogni ze the explicit paranmeter described in Section 3.1.1. Such

| egacy inplenentations will not be able to make use of the new reason
code described in Section 3.1.3.

R4: Therefore, at |east one paraneter required for inclusion in a
P2MP Pat h Conput ati on Request nessage MJUST be defined in such a
way as to cause automatic rejection as unprocessable or
unrecogni zed by a back-level PCE inplenentation wthout
requi ring any changes to that PCE. It is RECOMMENDED that the
paraneter that causes this result be the paraneter described in
Section 3.1.1.

5. Specification of Destinations

R5: Since P2MP LSPs have nore than one destination, it MJST be
possi ble for a single Path Conputation Request to list multiple
destinati ons.

6. Indication of P2MP Pat hs

R6: The Path Conputati on Response MJUST be able to carry the path of
a P2MP LSP.

P2MP pat hs can be expressed as a conpressed series of routes as
described in [RFC4875]. The Path Conputati on Response MJST be abl e
to carry the P2MP path as either a conpressed path (but not
necessarily using the identical encoding as described in [ RFC4875]),
or as a non-conpressed path conprising a series of source-to-|eaf
poi nt-to-point (P2P) paths (known as S2L sub-paths).

R7: By default, the path returned by the PCE SHOULD use the
conpressed fornmat.

The request fromthe PCC MAY allow the PCC to express a
preference for receiving a conpressed or non-conpressed P2MP
path in the response.
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3.1.7. Milti-Mssage Requests and Responses

R8: A single P2MP LSP may have nmany destinations, and the conputed
path (tree) may be very extensive. |In these cases, it is
possi ble that the entire Path Conputati on Request or Response
cannot fit within one PCE nessage. Therefore, it MJST be
possi ble for a single request or response to be conveyed by a
sequence of PCE nessages.

Note that there is a requirement in [ RFC4657] for reliable and
i n-order nmessage delivery, so it is assunmed that conponents of the
sequence will be delivered in order and wi thout m ssing conponents.

3.1.8. Non-Specification of Per-Destination Constraints and Paraneters

[ RFCA875] requires that all branches of a single P2MP LSP have the
same characteristics, and achieves this by not allow ng the signaling
paraneters to be varied for different branches of the sane P2MP LSP

RI9: It MJST NOT be possible to set different constraints, traffic
paraneters, or quality-of-service requirenents for different
destinations of a P2MP LSP within a single conputation request.

3.1.9. Path Modification and Path Diversity

R10: No changes are made to the requirenent to support path
nodi fication and path diversity as described in [ RFC4657].
Not e, however, that a consequence of this requirenent is that it
MUST be possible to supply an existing path in a Path
Conput ati on Request. This requirenent is unchanged from
[ RFC4657], but it is a new requirenment that such paths MJST be
able to be P2MP paths. The PCC MJST be able to supply these
pat hs as conpressed paths or as non-conpressed paths (see
Section 3.1.6) according to the preference of the PCC

3.1.10. Reoptimzation of P2MP TE LSPs

R11: Reoptimn zati on MJST be supported for P2MP TE LSPs as descri bed
for P2P LSPs in [ RFC4657]. To support this, the existing path
MUST be supplied as described in Section 3.1.9.

Because P2MP LSPs are nore conplex, it is often the case that
smal | optim zation i nprovenents can be nade after changes in
network resource availability. However, re-signaling any LSP

i ntroduces risks to the stability of the service provided to the
customer and the stability of the network, even when techni ques
i ke make- before-break [ RFC3209] are used. Therefore, a P2MP
Pat h Conputati on Request SHOULD contain a paraneter that allows
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the PCC to express a cost-benefit reoptinization threshold for
the whole LSP, as well as per destination. The setting of this
paraneter is subject to local policy at the PCC and SHOULD be
subject to policy at the PCE [ RFC5394].

Path reoptimn zation responses SHOULD i ndi cate which of the
routes (as supplied according to Section 3.1.6) have been
nmodi fied fromthe paths supplied in the request.

3.1.11. Addition and Renoval of Destinations from Existing Paths

A variation of path nodification described in Section 3.1.9 is that
destinations nmay be added to, or renobved from existing P2MP TE LSPs.

In the case of the addition of one or nore destinations, it is
necessary to conpute a path for a new branch of the P2MP LSP. It may
be desirable to reconpute the whole P2MP tree, to add the new branch
as a sinple spur fromthe existing tree, or to reconpute part of the
P2MP tree

R12: To support this function for |leaf additions, it MJST be possible
to make the follow ng indications in a Path Conmputati on Request:

- The path of an existing P2MP LSP (as described in
Section 3.1.9).

- Which destinations are new additions to the tree.

- Wiich destinations of the existing tree nust not have their
pat hs nodi fi ed.

It MAY al so be possible to indicate in a Path Conputation
Request a cost-benefit reoptinization threshold, such that the
addition of new | eaves will not cause reoptim zation of the
exi sting P2MP tree unless a certain inprovenent is nade over
simply grafting the new | eaves to the existing tree. (Conpare
with Section 3.1.10.)

In the case of the deletion of one or nore destinations, it is
not necessary to conpute a new path for the P2MP TE LSP, but
such a conputation may yield optimnzations over a sinple pruning
of the tree. The reconputation function in this case is
essentially the sane as that described in Section 3.1.10, but
note that it MAY be possible to supply the full previous path of
the entire P2MP TE LSP (that is, before the deletion of the
destinations) in the Path Conputation Request.
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For both addition and del etion of destinations, the Path
Conmput ati on Response SHOULD i ndi cate which of the routes (as
supplied according to Section 3.1.6) have been nodified fromthe
pat hs supplied in the Path Conputation Request, as described in
Section 3.1.10.

Note that the selection of all of these options is subject to
| ocal policy at the PCC and SHOULD be subject to policy at the
PCE [ RFC5394] .

3.1.12. Specification of Applicable Branch Nodes

For administrative or security reasons, or for other policy reasons,
it my be desirable to limt the set of nodes within the network that
may be used as branch points for a given LSP, i.e., to provide to the
path conputation a limting set of nodes that can be used as branches
for a P2MP path conputation, or to provide a list of nodes that nust
not be used as branch points.

R13: The PCC MUST be able to specify in a Path Conputati on Request a
list of nodes that constitutes a limiting superset of the branch
nodes for a P2MP path conputati on

A PCC MUST be able to specify in a Path Conputation Request a
list of nodes that nust not be used as branch nodes for a P2MP
pat h conput ati on.

3.1.13. Capabilities Exchange

PCE capabilities exchange forns part of PCE discovery [RFC4674], but
may al so be included in the PCECP nessage exchanges [ RFC4657].

R14: The ability to perform P2MP path conputation and the objective
functions supported by a PCE SHOULD be advertised as part of PCE
di scovery. 1In the event that the PCEs ability to perform P2MP
conputation is not advertised as part of PCE discovery, the
PCECP MUST allow a PCC to di scover which PCEs with which it
communi cat es support P2MP path conputation, and which objective
functions specific to P2MP path conputation are supported by
each PCE

The list of objective functions is assunmed to be coordinated with
those that can be requested as described in Section 3.1.2.

These requirenments do not represent a change to [ RFC4657], except to
add nore capabilities and objective functions.
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3.1.14. Path-Tree Diversity

Section 3.1.9 sets out the requirenent to be able to request multiple
di verse paths. Additionally, with P2MP trees, it may be that only
parts of the tree can be, or need to be, diverse.

R15: The PCC SHOULD be able to request a PCE to conpute a secondary
P2MP path tree with partial path diversity for specific |eaves
or a specific S2L sub- path.

4. Manageability Considerations
4.1. Control of Function and Policy

PCE i npl ement ati ons MAY provide a configuration switch to all ow
support of P2MP MPLS TE conputations to be enabled or disabled. Wen
the | evel of support is changed, this SHOULD be re-advertised as
described in Section 3.1.13.

Support for, and advertisenent of support for, P2MP MPLS TE path
conmput ati on MAY be subject to policy, and a PCE MAY hide its P2MP
capabilities fromcertain PCCs by not advertising themthrough the

di scovery protocol and not reporting themto the specific PCCs in any
PCECP capabilities exchange. Further, a PCE MAY be directed by
policy to refuse a P2MP path conputation for any reason including,

but not Iimted to, the identity of the PCC that makes the request.

4. 2. I nformati on and Data Model s

PCECP protocol extensions to support P2MP MPLS TE SHOULD be
acconpani ed by M B objects for the control and nonitoring of the
protocol and the PCE that perforns the conputations. The M B objects
MAY be provided in the same M B nodul e as used for general PCECP
control and nonitoring or MAY be provided in a new M B nodul e

The M B objects SHOULD provide the ability to control and nonitor al
aspects of PCECP relevant to P2MP MPLS TE path conputati on.

4.3. Liveness Detection and Mnitoring

No changes are necessary to the liveness detection and nonitoring
requirenents as already enbodied in [ RFC4657]. However, it should be
noted that, in general, P2MP conputations are likely to take |onger
than P2P conputations. The |iveness detection and nonitoring
features of the PCECP SHOULD take this into account.
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4.4, Verifying Correct Operation

There are no additional requirenments beyond those expressed in

[ RFC4A657] for verifying the correct operation of the PCECP. Note
that verification of the correct operation of the PCE and its
algorithns is out of scope for the protocol requirenents, but a PCC
MAY send the sane request to nore than one PCE and conpare the
results.

4.5. Requirenments on Other Protocols and Functional Conponents

A PCE operates on a topology graph that nay be built using

i nformation distributed by TE extensions to the routing protoco
operating within the network. |In order that the PCE can select a
suitable path for the signaling protocol to use to install the P2MP
LSP, the topol ogy graph nust include information about the P2MP
signaling and branching capabilities of each LSR in the network.

What ever neans is used to collect the information to build the

t opol ogy graph, the graph MJUST include the requisite information. |f
the TE extensions to the routing protocol are used, these SHOULD be
as described in [ RFC5073].

4.6. Inpact on Network Operation

The use of a PCE to conpute P2MP paths is not expected to have
significant inmpact on network operations. However, it should be
noted that the introduction of P2MP support to a PCE that already
provi des P2P path conputation m ght change the | oading of the PCE
significantly, and that m ght have an inpact on the network behavi or
especially during recovery periods inmediately after a network
failure.

5. Security Considerations

P2MP conputation requests do not raise any additional security issues
for the PCECP, as there are no new nessages and no new PCC- PCE
rel ati onships or transactions introduced.

Not e, however, that P2MP conputation requests are nore CPU-intensive
and al so use nore |link bandwi dth. Therefore, if the PCECP was
susceptible to denial of service attacks based on the injection of
spurious Path Conputation Requests, the support of P2MP path
conmput ati on woul d exacerbate the effect.

It woul d be possible to consider applying different authorization

policies for P2MP Path Conputation Requests conpared to other
requests.
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