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Abstract

Thi s docunent describes the use of the Bidirectional Forwarding
Det ecti on (BFD) protocol over multihop paths, including
uni directional |inks.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc5883

Copyright Notice

Copyright (c) 2010 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Katz & Ward St andards Track [ Page 1]



RFC 5883 BFD for Miltihop Paths June 2010

1. Introduction

The Bidirectional Forwardi ng Detection (BFD) protocol [BFD] defines a
met hod for |iveness detection of arbitrary paths between systens.

The BFD one-hop specification [ BFD-1HOP] describes how to use BFD
across single hops of IPv4 and | Pv6.

BFD can al so be useful on arbitrary paths between systens, which may
span mul tiple network hops and foll ow unpredictabl e pat hs.
Furthernmore, a pair of systems may have multiple paths between t hem
that may overlap. This docunment describes nethods for using BFD in
such scenari os.

1.1. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ KEYWORDS] .
2. Applicability

Pl ease note that BFD is intended as an Operations, Administration
and Mai ntenance (OAM nechani smfor connectivity check and connecti on

verification. It is applicable for network-based services (e.g.
router-to-router, subscriber-to-gateway, LSP/circuit endpoints, and
service appliance failure detection). |In these scenarios it is

required that the operator correctly provision the rates at which BFD
is transmtted to avoid congestion (e.g link, I/0O CPU and fal se
failure detection. It is not applicable for application-to-
application failure detection across the Internet because it does not
have sufficient capability to do necessary congestion detection and
avoi dance and therefore cannot prevent congestion collapse. Host-to-
host or application-to-application deploynent across the Internet

will require the encapsul ation of BFD within a transport that
provides "TCP-friendly" [TFRC] behavi or

3. | ssues

There are three primary issues in the use of BFD for nultihop paths.
The first is security and spoofing; [BFD- 1HOP] describes a

I i ght wei ght nethod of avoi ding spoofing by requiring a Tinme to Live
(TTL)/Hop Limt of 255 on both transnmit and receive, but this

obvi ously does not work across nultiple hops. The utilization of BFD
aut hentication addresses this issue.

The second, nore subtle, issue is that of demrultiplexing rmultiple BFD

sessions between the same pair of systens to the proper BFD session
In particular, the first BFD packet received for a session nmay carry
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a Your Discrimnator value of zero, resulting in anmbiguity as to

whi ch session the packet should be associated. Once the

di scrim nator val ues have been exchanged, all further packets are
demul ti pl exed to the proper BFD session solely by the contents of the
Your Discrimnator field.

[ BFD- 1HOP] addresses this by requiring that nultiple sessions
traverse independent physical or logical links -- the first packet is
demul ti pl exed based on the link over which it was received. |In the
nmore general case, this schene cannot work, as two paths over which
BFD is running may overlap to an arbitrary degree (including the
first and/or |ast hop).

Finally, the Echo function MJST NOT be used over multiple hops.
I nternedi ate hops would route the packets back to the sender, and
connectivity through the entire path would not be possible to verify.

4. Denultipl exing Packets

There are a nunber of possibilities for addressing the denultiplexing
i ssue that rmay be used, depending on the application

4.1. Totally Arbitrary Paths

It may be desired to use BFD for |iveness detection over paths for
which no part of the route is known (or if known, nay not be stable).
A straightforward approach to this problemis to linmt BFD depl oynent
to a single session between a source/destination address pair.

Mul tipl e sessions between the sanme pair of systems nust have at |east
one endpoi nt address distinct fromone another

In this scenario, the initial packet is denultiplexed to the
appropriate BFD session based on the source/destination address pair
when Your Discrimnator is set to zero.

This approach is appropriate for general connectivity detection
bet ween systens over routed paths and is al so useful for OSPF Virtua
Li nks [ OSPFv2] [ OSPFv3].

4.2. Qut-of-Band Discrimnator Signaling

Anot her approach to the demultiplexing problemis to signal the

di scrimnator values in each direction through an out - of - band
mechani smprior to establishing the BFD session. Once |earned, the
discrimnators are sent as usual in the BFD Control packets; no
packets with Your Discrimnator set to zero are ever sent. This
met hod i s used by the BFD MPLS specification [BFD MPLS].
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Thi s approach is advant ageous because it allows BFD to be directed by
ot her system conponents that have know edge of the paths in use, and
fromthe perspective of BFD inplenmentation it is very sinple.

The di sadvantage is that it requires at |east sone |evel of BFD
specific knowl edge in parts of the system outside of BFD

4. 3. Uni di rectional Links

Unidirectional links are classified as nultihop paths because the
return path (which should exist at some level in order to make the
link useful) may be arbitrary, and the return paths for BFD sessions
protecting parallel unidirectional |inks nay overlap or even be
identical. (If two unidirectional links, one in each direction, are
to carry a single BFD session, this can be done using the single-hop
approach.)

Either of the two nethods outlined earlier nmay be used in the
unidirectional |ink case, but a nore general solution can be found
strictly within BFD and w thout addressing limitations.

The approach is simlar to the one-hop specification, since the
unidirectional link is a single hop. Let’s define the two systens as
the Unidirectional Sender and the Unidirectional Receiver. |In this
approach, the Unidirectional Sender MJST operate in the Active role
(as defined in the base BFD specification), and the Unidirectiona
Recei ver MJST operate in the Passive role.

In the Passive role, by definition, the Unidirectional Receiver does
not transmt any BFD Control packets until it |earns the

di scrimnator value in use by the other system (upon receipt of the
first BFD Control packet). The Unidirectional Receiver denultiplexes
the first packet to the proper BFD session based on the physical or

| ogical link over which it was received. This allows the receiver to
learn the renote discrimnator value, which it then echoes back to
the sender in its own (arbitrarily routed) BFD Control packet, after
which tine all packets are denultiplexed solely by discrimnator.

5. Encapsul ation
The encapsul ati on of BFD Control packets for nultihop application in
IPv4 and IPv6 is identical to that defined in [BFD 1HOP], except that

the UDP destination port MJST have a value of 4784. This can aid in
the denmul tiplexing and internal routing of inconing BFD packets.
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6.

9.

9.

Aut henti cati on

By their nature, multihop paths expose BFD to spoofing. As the
nunber of hops increases, the exposure to attack grows. As such
i npl ement ati ons of BFD SHOULD utilize cryptographic authentication
over nultihop paths to help mtigate denial-of-service attacks.

| ANA Consi derati ons

Port 4784 has been assigned by | ANA for use with BFD Multi hop
Control .

Security Considerations
As the nunber of hops increases, BFD beconmes further exposed to
attack. The use of strong forns of authentication is strongly

encour aged.

No additional security issues are raised in this docunent beyond
those that exist in the referenced BFD docunents.
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